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1.0 Problem or Need

This project aims to improve existing implementation of Multiprotocol Label Switching Resource Reservation Protocol-Traffic Engineering (MPLS RSVP-TE) in Internet Service Provider (ISP) networks by creating a Software Defined Backbone (SD-Backbone), which leverages the use of a Software Defined Networking (SDN) controller along with policy-based routing/explicit route path/as per the method compatible with the devices provided by our sponsor/industry advisor (Arista Networks, Inc.).

The Internet Service Provider (ISP) is primarily responsible for providing internet service to its customers [1]. The ISPs are gatekeepers of the Internet, and this puts the ISPs in a very challenging role. With an aim to provide consistent, high-quality internet service to its customers and to utilize its networking resources efficiently for generating a sufficient revenue for its stakeholders, the ISPs are constantly adopting new technologies [1].

The idea behind the project is to harness the features of MPLS RSVP-TE i.e., resilience, flexibility, and simplicity and combining it with a centralized global approach to easily create end-to-end connectivity utilizing the best available resources in the network. The operation of the project can be explained in two simple words: compute i.e. compute the best path for the packet flow through the backbone network and set-up i.e. set up the path in the backbone network for packet flow [2].

The project will help the ISPs to quickly adapt to the traffic changes in the network with the help of the centralized controller which makes all the information available at one single node for best path computation. The project will save time and effort of the network managers as no manual configuration of the best path using Command Line Interface (CLI) will be required as per traffic changes. The centralized controller will perform all the complex computation without any human intervention.

2.0 Previous Work

It started with Interior Gateway Protocol (IGP) metric controlled dedicated lines, which was succeeded by ATM, providing logical end-to-end connections with Private Virtual Circuits (PVCs). Then came the MPLS technology which overcame the disadvantages of its predecessors by providing a unified service for all kinds of traffic such as voice, video, data, and other services [3]. MPLS routers apply numerical labels to the packets and make a forwarding decision based on the same. The provider edge routers are called as LERs (Label Edge Routers), where the label is pushed onto the packet at ingress and popped out of the packet at egress. The routers within the network, switch the labels, i.e. pop-out the incoming label and push-in a new routing label, hence, are called LSR (Label Switched Routers), and the path taken by the packets inside the network is called LSP (Label Switched Path) [4].

MPLS along with RSVP-TE provides several advantages [5]. The path calculated by an IGP using the Shortest Path First (SPF) algorithm is not always the best path, as it might be congested. RSVP-TE provides additional constraints to the path selection criteria i.e. bandwidth [5]. This is called as CSPF (Constrained Shortest Path First). CSPF ensures that the traffic uses uncongested path with some latency rather than the congested shortest path [5], as the bandwidth can be reserved at each node in the network. However, as the networks get complex, defining constraints at each node in the network becomes difficult [6]. Moreover, it also suffers from scalability issues such as, a limited number of LSPs can be established within the network and separate information that needs to be maintained for upstream and downstream paths [6].

Unlike MPLS RSVP-TE wherein each node is required to maintain the state of LSPs, an algorithm will be developed and placed inside the controller which will continuously build a dataset by collecting real-time values of the pre-defined parameters from each node which is part of the MPLS backbone network,
thereby making all the information available at one single point. Based on the gathered parameters, the controller will determine the path for each incoming packet before entering the backbone network.

The problem and solution presented above require a thorough understanding of the present MPLS backbone network and its deficiencies, and the configuration and implementation of SDN. The IEEE paper [7], the RFC 6882 [8], and the RFC 3210 [6] provides a good foundation regarding the project. The IEEE paper [4] highlights various SDN controller implementations which can be used in Wide Area Network (WAN), where they have highlighted the use of NETCONF, CLI, and PCEP to realize dynamic tunnels.

Additionally, the RFC 5439 [9] and the capstone project “Evaluating performance on an IP MPLS Network” from 2010 [10] provides an insight into MPLS RSVP-TE practical implications in an ISP backbone network. Further, the documents [11], [12], and [13] are the stepping stones as these provide the necessary theoretical explanation regarding the different protocols to be used in the project.

3.0 Specific Objectives

Level 1:
To build an IP-MPLS backbone with RSVP-TE (Resource Reservation Protocol-Traffic Engineering) in a lab environment with IS-IS (Intermediate System-Intermediate System) acting as the underlying IGP and BGP (Border Gateway Protocol) protocol implemented between the Provider Edge (PE) routers. The configuration, deployment, and testing for this stage will be done in the Telecom Systems Lab at the University of Colorado Boulder (TEL lab).

Level 2:
Identify the critical parameters such as link utilization, bandwidth, traffic patterns, latency, and link congestion from the above configuration that will be part of a dataset. This dataset will be the basis of the algorithm for the controller, to be developed in the succeeding levels. Additionally, identify the limitations and loopholes of the network developed in level 1.

Level 3:
Develop an algorithm, utilizing the above dataset, that will run on the controller to implement the functionality of a Software Defined Backbone. The centralized controller will gather the critical parameters and identify the best path for a packet inside the backbone network, which as mentioned previously will be in the form of the label stack. The forwarding method (TBD) i.e. policy based routing/explicit route/as supported by the hardware provided by our sponsor/industry advisor will guide the flow of the packet inside the backbone network. The configuration, deployment, and testing for this stage shall be done on the resources provided by the sponsor/industry advisor. The resources could be onsite in the TEL lab or at a remote location.

3.0 Functional Requirements

- The configuration of IS-IS (Intermediate System-Intermediate System) as the underlying IGP in the MPLS backbone and using a custom controller to determine a suitable forwarding path for an incoming packet.
- The controller takes input from IS-IS LSDB (Link State Database) and considers the critical parameters defined above to perform best path computation.
- The best path is computed and its configuration in the backbone network will be done by the controller.
5.0 Critical Project Elements

5.1. Researching the limitations of current MPLS implementation and identify the elements of the dataset:
Construct a small-scale backbone network, in a lab environment, which runs MPLS in its core with RSVP-TE and identify the critical parameters that will become part of the dataset for the algorithm on the controller. Determine the limitations of the constructed backbone network i.e. MPLS RSVP-TE.

5.2. Finalizing a method to push the commands and pull the critical parameters from the backbone network:
Establish communication between the controller and the devices in the backbone network and finalize a method to communicate with the network to build the dataset for the algorithm.

5.3. Dataset Creation:
Building the dataset on the controller containing the critical parameters identified in 5.1 and determine if the dataset is sufficient to calculate the best path. In case if the dataset is insufficient, identify and include the additional parameters in the dataset for calculating the best path.

5.4. The algorithm to compute the best forwarding path:
Create an algorithm which will utilize the above dataset to identify the best path through the network. The algorithm will use the created dataset, based on real-time network statistics, to compute the best path for the incoming packet at the PE routers.
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APPENDIX:

Requirements and Constraints:

1. The traditional network setup established in the lab environment and must demonstrate the limitations of MPLS RSVP-TE implementation in the ISP backbone network.

2. The limitations identified should be vendor neutral.

3. The devices used in the traditional network i.e. devices in the TEL Lab must support automation and should be able to communicate with the controller only then the dataset can be computed by the controller.

4. Access to the devices i.e. either physical access in the TEL lab or remote access to the devices should be provided by our sponsor/industry advisor (Arista Networks, Inc.).

5. The packet forwarding method should be supported by the sponsor’s hardware.

Design Drivers:

Design Driver #1: All the libraries used for the software component of the project must be open source and replicable without incurring any licensing costs.

Design Driver #2: The new proposed backbone implementation should be able to overcome as many deficiencies as possible of the current one.

Design Driver #3: All the software designed must be completely compatible with the sponsor’s hardware.