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Abstract

Why do we run toward people we love, but only walk toward others? Why do people in
New York seem to walk faster than other cities? Why do our eyes linger longer on things
we value more? There is a link between how the brain assigns value to things, and how it con-
trols our movements. This link is an ancient one, developed through shared neural circuits
that on one hand teach us how to value things, and on the other hand control the vigor
with which we move. As a result, when there is damage to systems that signal reward, like
dopamine and serotonin, that damage not only affects our mood and patterns of decision-
making, but how we move. In this book, we first ask why, in principle, evolution should
have developed a shared system of control between valuation and vigor. We then focus on
the neural basis of vigor, synthesizing results from experiments that have measured activity
in various brain structures and neuromodulators, during tasks in which animals decide
how patiently they should wait for reward, and how vigorously they should move to acquire
it. Thus, the way we move unmasks one of our well-guarded secrets: how much we value the
thing we are moving toward.

Because of our wisdom, we will travel far for love,
As all movement is a sign of thirst,
And speaking really says
“I am hungry to know you.”

— Hafez, 14th century Persian poet

The seventeenth-century British philosopher John Locke wrote: “The actions of men are the
best interpreters of their thoughts.” You may have seen an example of this idea at the airport.
As people come out of the security area, some run toward the ones they love, whereas others
merely walk.

Is the vigor with which we express our actions a reflection of our thoughts? Is our vigor
associated with the value that our brain has assigned to our destination? Although this
book examines how the brain assigns vigor to actions, its real aim is to ask the deeper question
of why it might be beneficial from an evolutionary standpoint to link internal variables such as
subjective value and affective states, that is, how we really feel about our chosen action, and our
emotions, with external variables such as speed of movement and latency of reactions. Indeed,
behavioral ecologists and psychologists of social communication and emotion will guess that the
vigor of action could be used as an omnibus “tell” to any observer, friend or foe, predator or prey,
about the motivational strength and fundamental condition of the actor’s emotional state.

1. Subjective value gleaned from vigor

The concept of subjective value is central to economics, as well as cognitive neuroscience.
Economists have quantified subjective value so that governments may produce greater good
via public policy. Cognitive neuroscientists have estimated subjective value to understand
the neural basis of decision-making. Both have relied on a simple methodology: choice.
When you select one option over another, you indicate that you value the chosen option
more. However, your choice indicates your order of preference, not your degree of preference
(Samuelson, 1938). For example, if I noticed that from the dessert cart you picked caramel flan,
not the bowl of fruit, I would infer that you preferred the flan to the fruit. However, I could not
assign a numeric scale that reflected how much more you preferred the chosen item to the one
left behind. Is there a way to measure your degree of preference?

In the last decade, neuroscientists have added a new tool with which to measure subjective
value: vigor. They noticed that during decision-making, as people and other animals
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deliberated about their options, their movements reflected not just
their choice, but also the subjective value of that choice (Haith,
Reppert, & Shadmehr, 2012; Reppert, Lempert, Glimcher, &
Shadmehr, 2015; Reppert et al., 2018; Yoon, Geary, Ahmed, &
Shadmehr, 2018; Yoon, Jaleel, Ahmed, & Shadmehr, 2020).
Thus, if the restaurant used a camera to monitor your eye move-
ments as you considered your dessert options, their analysis might
reveal that when you shifted your gaze among the options, your
saccadic eye movements exhibited something interesting: The
velocity of the eyes was somewhat greater when you shifted
your gaze from the fruit to the flan, than from the flan to the
fruit (Yoon et al., 2020). That is, before you verbalized your deci-
sion to the waiter, as you deliberated and gazed back and forth
between the options, your saccade vigor was greater toward the
item that you eventually chose. Your choice of flan over fruit indi-
cated your preference, but the restaurant via its measurement
gained an additional piece of information: The eye velocities
that shifted your gaze toward the flan or the fruit described a
proxy for how much more you preferred one to the other. That
would certainly be a useful bit of information for setting prices
on the dessert menu.

2. The mathematical link between vigor and subjective
value

Why should the way we move toward a goal be affected by how we
value the destination? After all, we could imagine a scenario in
which the brain assigns value to the various stimuli, picks the
one that has the greatest subjective value, and then passes on
the chosen action to the motor system, which robotically executes
a movement to acquire that stimulus. Indeed, this is the tradi-
tional framework for motor control; decision-making circuits

make choices, whereas the motor circuits produce the actions
needed to acquire that choice.

This robotic view of motor control, divorced from the
decision-making process, is illustrated in the language that is
still commonly used to describe saccadic eye movements. The
relationship between saccade amplitude and velocity is imagined
to be invariant in healthy people, unaffected by their affective
state, or the reward at stake, and is referred to as the “main
sequence,” a term that motor control borrowed from astronomy
(Bahill, Clark, & Stark, 1975). In astronomy, the term refers to
a plot of star color versus brightness, showing that during the
hydrogen burning stage of a star’s lifetime, it follows a specific
two-dimensional trajectory. In motor control, main sequence
refers to the relationship between peak saccade velocity versus
amplitude, and deviations from “normal” can be interpreted as
a pathological condition. However, recent study has shown that
this relationship is far from invariant. Rather, peak velocity
increases when gazing toward something that the subject associ-
ates with reward (Manohar, Muhammed, Fallon, & Husain,
2019, Manohar et al., 2015; Reppert et al., 2015; Seideman,
Stanford, & Salinas, 2018; Takikawa, Kawagoe, & Hikosaka,
2002; Yoon et al., 2020), decreases when the subject is fatigued
(Golla et al., 2008; Straube, Fuchs, Usher, & Robinson, 1997),
and is even modulated by the recent history of reward and effort
experienced by the subject (Yoon et al., 2018).

In a similar vein, motor control has historically overlooked the
decision-making process when considering how fast we walk and
how fast we reach. For example, consider speed of walking. Unlike
the invariance presumed in saccades, walking speed is thought to
be determined by the energetic cost of the movement. This ener-
getic cost is high for slow speeds of walking, and also high for fast
speeds, but exhibits a minimum at an intermediate speed
(Ralston, 1958). The energetically optimal speed is shifted to
slower speeds on inclines and when carrying loads, and, indeed,
gait speeds in animals are slower under these conditions
(Wickler, Hoyt, Cogger, & Hall, 2001; Wickler, Hoyt, Cogger, &
Hirschbein, 2000). Similarly, energetic cost of reaching also exhib-
its a minimum around an optimal speed (Shadmehr, Huang, &
Ahmed, 2016), and we reach slower when the effort cost of the
movement is higher (Gordon, Ghilardi, & Ghez, 1994). Thus, it
has commonly been assumed that the speed with which we
choose to walk or to reach is selected in such a way as to minimize
the energetic cost of the movement.

However, people do not always move in the energetically opti-
mal manner. When walking down an incline, people prefer a gait
that incurs a greater energetic cost than a more relaxed gait
(Hunter, Hendrix, & Dean, 2010). There is also the intriguing
observation that when effort costs are higher, not only do we
make slower movements, but we also take longer to start those
moments, even though the reaction time has no influence on
the movement’s energetic cost (Reppert et al., 2018). Thus,
when it comes to setting movement speed, energetic optimality
is not the sole concern of the brain.

As another example, consider the curious finding that average
walking speed in a city correlates the strength of a city’s economy
and the economic well-being of its average citizen (Levine &
Norenzayan, 1999). The better off a city’s residents are, the faster
they walk (Shadmehr & Ahmed, 2020). Not only do people walk
faster, but they also perform everyday transactions faster. This
suggests that the history of an individual’s experience, reflected
in their well-being, influences the vigor of their movements.
Similar effects have been observed in eye movements. The speed
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with which the eyes move toward a target depends not just on the
value of that target, but also the history of reward and effort expe-
rienced by the subject (Yoon et al., 2018).

The link between decision-making and motor control is illus-
trated by the fact that as the promised reward increases, animals
are more likely to choose that option, but they also react earlier
to the stimulus, and move with greater velocity toward it
(Berret, Castanier, Bastide, & Deroche, 2018; Kawagoe,
Takikawa, & Hikosaka, 1998; Milstein & Dorris, 2007; Sackaloo,
Strouse, & Rice, 2015; Seideman et al., 2018; Summerside,
Shadmehr, & Ahmed, 2018; Thura, Cos, Trung, & Cisek, 2014;
Xu-Wilson, Zee, & Shadmehr, 2009). In contrast, as the effort
required to acquire reward increases, animals are less likely to
choose that option, but if chosen, movements take longer to
start, and longer to conclude (Gordon et al., 1994; Ivry, 1986;
Reppert et al., 2018; Rosenbaum, 1980; Shadmehr et al., 2016;
Stelmach & Worringham, 1988; Wickler et al., 2001). These
observations are true regardless of whether the action involves
movements of our limbs, or movements of our eyes.

For example, when presented with a candy bar that we like, the
latency to start the reach is earlier, and the reach velocity is higher.
Similarly, when we are presented with a small image of that candy
bar on a video screen, the saccadic eye movement toward that
image tends to have a shorter latency, as well as higher peak veloc-
ity. Thus, subjective value, that elusive variable that is critical to
decision-making, leaves its impression on our actions via the
latency to begin movements, and the velocity with which to
make that movement.

But why should the way we react (latency) and the way we
move (velocity) be influenced by the subjective value that we
assign to our destination? To answer this question, in this book
(Shadmehr & Ahmed, 2020) we imagine the problem from the
point of view of an ecologist: Is there a common currency that
the brain is trying to optimize via its choices and movements?

In the natural environment, animals appear to make choices
based on the desire to maximize a specific currency: the global
capture rate, defined as the sum of all rewards acquired minus
all efforts expended, divided by time (Bautista, Tinbergen, &
Kacelnik, 2001; Richardson & Verbeek, 1986). For example,
crows that live along the beaches of the pacific northwest of the
United States rely on clams for their food. The clams hide in
the sand, and the crows look for them, spending time and effort
to dig them up. However, once a clam has been uncovered, the
crow faces a critical decision: should it spend the time and energy
needed to open the clam (grab it, fly over to a rocky shore, drop it
a few times, etc.), or abandon this clam and look for another one?
This decision depends on the size of the clam, and optimal forag-
ing theory provides a framework to consider this decision. Once
the energetic cost of searching, flying, and harvesting is consid-
ered, along with the time it takes to perform these actions, the
choice of what to invest in and what to abandon becomes one
of maximizing the global capture rate. Indeed, the global capture
rate, which is roughly the energetic sum of reward and effort,
divided by time, appears to play a fundamental role in the longev-
ity and fecundity of animals (Lemon, 1991), suggesting that living
one’s life in a way that increases the capture rate has evolutionary
advantages.

Until recently, optimal foraging has been viewed as a frame-
work to consider patterns of decision-making, not patterns of
movement. In this book, we extend this theory and show that it
also predicts vigor modulation as a function of reward and effort.

The key idea is that movements dictate expenditure of effort
(which costs energy), as well as expenditure of time (Yoon
et al., 2018). Moving faster gets you to the reward sooner, but
requires greater energetic expenditure (Shadmehr et al., 2016).
Thus, if we wish to maximize the global capture rate over the
long run, then we must find policies that are informed by both
the effort of making movements, and the benefit of acquiring
reward.

As a result, the mathematical link between decisions and
movements arises because both influence the global capture
rate. To optimize this currency, we cannot simply make good
choices; we must also move with vigor that is consistent with
those choices.

3. Neuromodulators and their influence on decision-making
and vigor

If vigor and decision-making are indeed working in alliance, then
are there neural correlates to support this? A good example of the
neural link between systems that assign value to stimuli, thus
directing our decisions, and systems that control our movements
is in Parkinson’s disease. In Parkinson’s disease, there is deterio-
ration of the dopaminergic system of the basal ganglia, and its
cardinal symptom is bradykinesia (slowness of movements).
However, it is not the case that the patients are unable to move
rapidly. Rather, it appears that the Parkinsonian brain is unwilling
to expend the required effort to acquire the available reward
(Manohar et al., 2015; Mazzoni, Hristova, & Krakauer, 2007).
That is, the movement disorder may be a result of a dysfunction
in the economic evaluation of reward and effort, which in turn is
shared by the circuitry that controls movements.

This dysfunction of economic evaluation is illustrated in mon-
keys that do not show reward-dependent modulation of vigor
(Kawagoe, Takikawa, & Hikosaka, 2004). In these subjects, there
appears to be a critical problem: Dopamine release in the caudate
nucleus of the basal ganglia appears insensitive to reward.
Curiously, these monkeys do not exhibit lower latency and higher
velocity saccades toward the more rewarding stimulus.

How does dopamine influence vigor? The magnitude of the
inhibition imposed by the basal ganglia upon the superior collicu-
lus depends on the expected reward from the stimulus (Sato &
Hikosaka, 2002; Yasuda, Yamamoto, & Hikosaka, 2012). The
expected reward information is transmitted from the input stage
of the basal ganglia (striatum) to the output stage (substantia
nigra reticulata, SNr) (Kim, Amita, & Hikosaka, 2017; Kim &
Hikosaka, 2013; Lauwereyns, Watanabe, Coe, & Hikosaka,
2002). The striatal cells receive excitatory inputs from the cerebral
cortex, but their output to the SNr via the direct and indirect
pathways depends on the amount of dopamine that is present
in the striatum. That is, dopamine influences how the striatal
cells respond to their cortical inputs, impeding or encouraging a
transition to an active state, a state in which the striatal cells are
more responsive to their excitatory cortical inputs. Dopamine
activity, in turn, is influenced by serotonin. Together, dopamine
and serotonin, these ancient neurotransmitters, influence both
the decision-making process, and its vigor. As a result, dopamine
release before movement onset is sufficient to increase vigor of
that movement (da Silva, Tecuapetla, Paixao, & Costa, 2018).

Although dopamine neurons fire in response to stimuli that
promise reward, acting as a teacher for learning subjective
value, dopamine concentration in the striatum is modulated by
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the effort required to acquire that reward (Schelp et al., 2017,
p. 2017; Syed et al., 2016). That is, dopamine spiking activity at
the time of stimulus presentation appears to encode reward pre-
diction error, whereas during production of effort, dopamine con-
centrations appear to support production of vigorous movements.
Indeed, reward prediction error, and not reward alone, is the
dominant modulator of vigor (Sedaghat-Nejad, Herzfeld, &
Shadmehr, 2019). In this way, dopamine plays the role of Janus
the Roman god: one face looking forward to reward, the other
looking toward the effort needed to acquire that reward.

However, dopamine firing rates appear insensitive to one of
the critical variables necessary to control vigor: the global capture
rate (i.e., history of reward and effort) (Cohen, Amoroso, &
Uchida, 2015). If firing rates of dopamine neurons do not provide
a signal that reflects the global capture rate, then how is it that the
brain controls vigor as a function of reward history? (Yoon et al.,
2018). One possible answer is serotonin (Cohen et al., 2015),
which is sensitive to reward history, and in many ways appears
to act as an antagonist to dopamine, modulating the willingness
to wait (Eagle, Bari, & Robbins, 2008; Miyazaki et al., 2014),
increasing the harvest duration (Lottem et al., 2018), and encour-
aging sloth (Correia et al., 2017).

The elevated presence of serotonin in the brain under normal
conditions coincides with reduced movement vigor, and a reluc-
tance to produce effort in exchange for reward (Bailey et al.,
2018). In addition, serotonin increases the tendency to linger
and harvest for a longer period, encouraging persistence. In
some of these cases, the effect of serotonin on behavior is medi-
ated via modulation of dopamine.

4. Moving forward

An exciting implication of the research on vigor is that move-
ments can provide a proxy for subjective value. This may be of
importance to two disparate fields: economics and neuroscience.
Although economists have strived for decades to estimate subjec-
tive value based on preferences that people have expressed via
their choices, vigor may provide an implicit measure of this elu-
sive variable. On the contrary, because neurobiology of vigor is
based on many of the same neurotransmitters that malfunction
in disease, such as Parkinson’s disease and depression, tracking
vigor may provide a real-time proxy for the state of these chem-
icals, thus aiding administration of interventions and providing
an objective measure of treatment efficacy.

Overall, the book Vigor attempts to synthesize the mathemat-
ical, behavioral, and neurophysiological results gathered in the
past decade regarding the link between control of movements,
and control of decisions. From a scientific perspective, the results
imply that by studying vigor, we may discover a new way with
which to measure individual preferences and thus provide econo-
mists a behavioral tool that can objectively estimate subjective
value. From a clinical perspective, vigor may act as a proxy for
our current affective state. And from a technological perspective,
with the increasing power of smart phones and presence of sur-
veillance cameras, machines may measure our movements and
gather vigor-based estimates of our personal preferences, even
when we are not overtly making a choice, thereby unwittingly
revealing one of our secrets; how much we value the thing we
are moving toward.
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Abstract

Why do we run toward people we love, but only walk toward
others? One reason is to let them know we love them. In this
commentary, we elaborate on how subjective utility information
encoded in vigor is read out by others. We consider the potential
implications for understanding and modeling the link between
movements and decisions in social environments.

Shadmehr and Ahmed propose that movement vigor can provide
an easily measured proxy for hidden variables such as subjective
value. The authors state that, with the increasing power of smart
phones and presence of surveillance cameras, they “would not be
surprised if someday soon the results of this research encourage
the invention of machines that measure our movements and
gather vigor-based estimates of our personal preferences.” An
alternative perspective is that such machines already exist;
human brains are such machines.

Human observers are remarkably good at estimating hidden
variables from movement parameters (Becchio, Koul, Ansuini,
Bertone, & Cavallo, 2018). For example, they can easily discern
the emotion of a person walking toward them (Chouchourelou,
Matsuka, Harber, & Shiffrar, 2006). Studies have shown that
subtle variations in movement kinematics are sufficient for
observers to infer other people’s intentions (Cavallo, Koul,
Ansuini, Capozzi, & Becchio, 2016), attitudes (Manera, Becchio,
Cavallo, Sartori, & Castiello, 2011), expectations (Grezes, Frith,
& Passingham, 2004; Runeson & Frykholm, 1983), and beliefs
(van der Wel, Sebanz, & Knoblich, 2014). A recent study from
our laboratories demonstrates that naïve observers are sensitive
to intention information encoded in less than 3% of the total var-
iance of the movements (Patri et al., 2020).

Such studies raise the intriguing possibility that subjective util-
ity information is not only encoded in movement vigor – as
Shadmehr and Ahmed convincingly demonstrate – but can also
be read out from movement vigor. In what follows, we briefly con-
sider some of the implications of this idea within the conceptual
framework of intersection information (Panzeri, Harvey, Piasini,
Latham, & Fellin, 2017; Pica et al., 2017). This framework was
initially proposed to quantify how sensory information encoded
in a neural population is read out to inform single-trial behavioral
choices (Panzeri et al., 2017; Pica et al., 2017). It has,
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subsequently, been extended to quantify how information about
intentions encoded in movement kinematics is read out by
observers (Patri et al., 2020). Here, we adapt the intersection
information framework to elaborate on how subjective utility
information encoded in movement vigor can be read out
(Fig. 1). We then discuss the potential implications for under-
standing and modeling the link between movements and deci-
sions in social environments.

The logic of our proposal is straightforward. If humans and
other animals tend to move faster (with increased vigor) toward
things that they value more, then the value they assign to things
can be inferred from the vigor with which they move.
Importantly, the intersection information framework does not
assume (or require) that the subjective utility information
encoded in movement vigor is optimally read out. For example,
an observer may read some features encoding utility informa-
tion but ignore other informative features. Determining how
(and how well) utility information is read out requires, first,
measuring how it is encoded in movement parameters.
Consider reaching for one of two candies, a candy with a pre-
ferred flavor versus a candy with a non-preferred flavor, as in
(Sackaloo, Strouse, & Rice, 2015). Operationally, encoding of
utility information can be computed by asking human volun-
teers to reach for each candy. With the assumption that the
physical constraints of reaching are identical (e.g., initial arm
configuration, size, shape, weight, and position of the candy),
variations in vigor (e.g., the onset latency and the velocity) of

movements made toward different candies can be taken to
reflect utility (Summerside, Shadmehr, & Ahmed, 2018). One
difficulty here is related to the motor variability across individ-
ual trials. By having each volunteer perform multiple repetitions
of each movement, however, it is possible to isolate the variance
that reflects utility from the trial-to-trial variance unrelated to
utility. A statistical model (the encoding model) can be used
to identify the specific movement features that carry utility
information (Patri et al., 2020).

Having determined how utility information is encoded in move-
ment parameters, one can proceed to investigate how it is read out.
A simple way of doing this is to show naïve observers the recorded
set of movements and ask them to judge, on each trial, whether the
hand grasped for the preferred versus the non-preferred candy.
Using the same logic as for encoding, a statistical readout model
can be used to determine how observers combine information
from different features to infer utility.

Readout is optimal (and intersection information maximal)
when all available utility information is correctly read out.
Human readout rarely achieves this absolute level of optimality.
Real observers often ignore some of the features that encode infor-
mation (Patri et al., 2020). Additionally, they may read features
that do not encode utility information. Because such features do
not carry information, they will add noise to the inference com-
putation (Panzeri et al., 2017).

Suboptimality of readout may at first appear to be a glitch of
evolution. However, an alternative view is that suboptimality of

Figure 1 (Becchio et al.). Analyzing vigor as a proxy for utility within the intersection information framework. Consider the example of a person reaching toward a
preferred versus non-preferred candy. Top row: Encoding. The subjective utility assigned to each candy subtly changes the vigor (velocity) of the reaching move-
ment. By conducting multiple trials, we can isolate the variance that reflects utility information from motor variability contributed from other sources and develop
an encoding model (PEncoding), which maps utility to vigor. Bottom row: Readout. We can then examine if observers are able to use these subtle variations in move-
ment vigor to unmask subjective views. By showing the recorded set of movements and asking observers to judge, on each trial, whether the hand grasped for the
preferred versus the non-preferred candy a readout model (PReadout) can be developed, which maps vigor to utility choice. The intersection between encoding and
readout allows us to examine the flow of utility information communicated between individuals through movement vigor.
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readout represents a rich opportunity for communication. For
any given motor task or behavior, there is generally a large
number of “motor-equivalent” solutions that can produce sim-
ilar or functionally equivalent behaviors (Latash, 2012). If not
all the information encoded in vigor is read out, actors can
exploit variance in the space of parameters that has no effect
on the overall performance (so-called “good variance”; Latash,
2012) to manipulate readout. In the reaching for a candy situa-
tion, for example, an actor trying to deceive the observer about
the preferred candy may favor the vigor-equivalent solution that
carries little utility information along the dimensions that are
read out. Conversely, a combination of parameters that maxi-
mizes readout may be selected by an actor wanting to commu-
nicate their preference.

Evidence that action planning is influenced by readout
consideration exists in primate studies using the informed for-
ager paradigm. In this paradigm, the subordinate primate sees
the location of hidden food, but the dominant does not.
Using this paradigm, Hall et al. (2017) found that subordinate
chimpanzees alter their gaze direction not only to withhold
information about the location of the highly preferred banana,
but also to mislead the dominant competitor toward the less
preferred cucumber. It remains to be verified whether chimpan-
zees (and other primates) are also capable of tactfully manipu-
lating vigor. Anecdotally, it certainly feels that we move with
less or more vigor depending on the subjective value we want
to communicate to others.

Shadmehr and Ahmed investigate the link between how the
brain assigns value to things and how it controls our movements
from the perspective of a solitary forager. In this commentary, we
approach vigor research from the complementary perspective of a
group forager (Stephens, Brown, & Ydenberg, 2007). Viewed from
this perspective, the latency with which we react and the speed
with which we move become sources of information about subjec-
tive utility, that can, in turn, be read by other individuals. The
intersection information framework provides a useful starting
point for developing new experimental paradigms and mathemat-
ical tools for measuring how utility information is encoded and
read out. Integrated with information about the neural basis of
vigor, these measures could be used not only to achieve a better
qualitative understanding of the social effect of communicating
vigor, but also to help producing actual equations that quantify
how the utility information flow between individuals shapes the
behavior of a group.

In sum, the intersection information framework can be
instrumental to the ambitious goal of incorporating the social
dimensions into quantitative models of vigor. After all, one rea-
son we run toward people we love is to let them know that we
love them.
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Abstract

The book under review tries to link the economic concept of
“reward,” or, more accurately, “capture rate,” to the experimental
literature of various neuroscientific quantities dealing with
motor control. But this reviewer argues that such a linkage
requires a richer language of quantification than the book actu-
ally affords: a language not just of “greater” or “less,” but of how
much greater or less. Without such a methodology, the argu-
ments here cannot be persuasive.
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“When I use a word,” Humpty Dumpty said, in rather a scornful tone, “it
means just what I choose it to mean – neither more nor less.”

— Lewis Carroll, Alice in Wonderland

The theorizing mind tends always to the oversimplification of its materials.
— William James, The Varieties of Religious Experience

The seventh sentence of the book under review (opening of the
Preface, p. vii) is a question: “Why do we run toward people we
love, but merely walk toward others?” The sentence is copied
332 pages later to launch the book’s Conclusion, p. 323. A reader
might expect, then, that that embedded proposition, that “we run
toward people we love … but only walk toward others,” is perti-
nent to Vigor’s actual empirical content. But a word-by-word scan
of the book’s electronic version uncovers only eight appearances
of the word “love” (also three of “loved one,” but that is a different
concept) of which four are from Shakespeare, one is from a
fourteenth-century poet named Hafez, and two others are from
the duplicate sentence I’ve already quoted. Only one of the
eight actually deals with the notion of “love” at all: “when we
are walking to meet someone we love, … reward is computed
via its neural proxy, dopamine” (p. 15), and that is another prop-
osition for which no evidence is offered.

The grammar of embedded sentences such as those lulls us into
glossing them as factual, but they could as easily be myth or exag-
geration as generalization. Noting the lack of discussion, a skeptical
reader might well conclude that the book won’t answer that “why”
opening teaser, inasmuch as it has no intention of answering the
simpler embedded question: Do we move faster toward people we
love? On this specific point, the book offers no discussion at all.
The answer would, of course, have been “Well, it depends” – count-
less other factors affect speed of ambulation: stature, altitude, rate of
climb or descent, age, social context, crowding, health, weather,
footwear, category of love, and so on, and the answer to that
“Why” query would depend on all those other factors. Although
the book refers to the opening statement as “our airport example,”
p. 14, it presents no data relevant to this fable, from airports or any-
where else. Therefore, the authors’ initial Why question is incoher-
ent: there is not yet any phenomenon to be explained.

The critique instigated by this casual aspect of the book’s intro-
duction applies across all the domains of “neuroeconomics of
movement control” that its authors purport to consider. Let me
illustrate lexicometrically. The word “vigor” itself, title of the
book, appears 521 times; “dopamine,” that proxy for “reward,”
468 times; “capture rate,” a general term from “optimal foraging
theory” defined as “the sum of all rewards acquired minus all
efforts expended, divided by total time” (p. 331), 285 times; “util-
ity,” the unobservable core of economic theory, 431 times. But then
explore the glossary of inference. The words “prove,” “proof,” “dis-
prove,” and so on never appear here at all! Evidently the authors do
not claim to have actually settled any scientific debate. The word
“proxy” itself, which surely is relevant to any interdisciplinary argu-
ment as complicated as theirs, appears 24 times but is never
defined: apparently this is a term of art. The trope of “consistent,”
as in “being consistent with,” appears 46 times, and “correspond,”
40 times; but the total number of correlation coefficients printed
here is a mere three, and the concept of “regression” arises only
in connection with two of the figures, 5.16 and 5.19. The appear-
ances of the word “suggest,” a vestige of the weakest form of scien-
tific inference, total 118, but the number of inferences, or rather the
count of appearances of the word “infer” and its derivatives, is only
19, less than one-sixth as many.

Now let us dig more deeply into the methodology of this vol-
ume. The Preface summarizes its purpose on p. xi: “In this book,
our goal is to consider a simple question: why do we move faster
toward things we value more?” A quick retort would be “Who
says?” or “Oh, do we?” A more reasoned response would note
that no such “Why?” question can be answered until there are
quantifications of how much – how much faster, how much
more valued. Therefore, a book like this cannot validly persuade
unless its methodology is explicitly written out – how every discus-
sion like “why greater values of A sometimes accompany greater
values of B” is to be pursued in a logically rigorous way that con-
vinces readers not already indoctrinated into its esoterica. Vigor,
alas, eschews any such prolegomenon. The phrase “how much”
appears 17 times in this book, but the usage is always merely qual-
itative: The probe is never responded to with an actual quantity,
let alone a regression slope, as on p. viii, where the phrase “how
much more you prefer one dessert to the other” is simply left hang-
ing. Although every chapter ends with a discussion under a heading
of “Limitations,” the roster of these taps not the logic of interdisci-
plinary inference but instead diverse aspects of experimental
design. In these commentaries, too, all comparisons are of the
purely qualitative semantics I’ve been criticizing.

How ought one to carry out a study bridging economics to
other disciplines? A good example comes from the classic topic
of how environmental tobacco smoke (ETS, passive smoking)
affects health, as uncovered by a research consensus in the late
1990s reviewed on pp. 253–262 of my textbook on quantitative
reasoning (Bookstein, 2014). The study precised there demon-
strated the truth of the proposition that ETS causes excess cases
of ischemic heart disease (Law, Morris, & Wald, 1997) or lung
cancer (Hackshaw, Law, & Law, 1997) by finding that the
increased rates of prevalence among nonsmoking wives of smok-
ers match known direct causal analyses numerically – dose–
response models from other studies – and are stable against chal-
lenge by a great variety of competing explanations, such as diet
(which is where aspects of economics come in, namely, home eco-
nomics). The basic logic of inferring causation from extended
chains of mixed-modality quantitative data is by now a well-
established branch of applied statistics where the fundamental
notion linking data to theory is a particularly fruitful diagram
style, the directed acyclic graph (cf. Pearl, 2009). Hyphen-
economics fields themselves have celebrated this same basic
logic, as reviewed, for instance, in Wold and Jöreskog (1982)
and polished in the method of structural equations analysis. In
this mature methodology, causation, measurement proxies, and
competing inferences are all handled at once.

These rules of interdisciplinary causal reasoning lie nowadays
at the core of every graduate curriculum in statistics or biostatis-
tics; but they make no appearance in Vigor. The word “effect”
appears 150 times, and “affect” (as a verb) another 133; but the
technical term “effect size,” which is universally acknowledged
the currency according to which magnitudes should be exported
across disciplines, never appears here at all. (In linear models,
effect size is a standardized path coefficient; in grouped or exper-
imental data, it is the ratio of a group difference to the pooled
within-group standard deviation. It has hardly anything to do
with statistical significance or p-values.)

The authors of Vigor have ignored these and many other tenets
of interdisciplinary quantitative method. This is in spite of the
massive menu of quantitative diagrams on offer – the book’s
134 figures span a total of 331 named panels, many of which
themselves involve multiple parts (alternative experimental
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conditions or measures). But no tables present any roster of alter-
native explanations compared among themselves for the power
with which they manage to explain the same empirical pattern
(“strong inference,” Platt, 1964). The comparisons reported
from experimental data all come in the form of one average
being “greater” than another, or one movement “faster,” or one
chemical titre “higher,” all these comparisons “consistent with”
or “corresponding to” the capture-rate theory, but never is there
any more convincing language of agreement. Theory is never
called upon to predict how much higher or faster or greater the
one empirically grounded quantity should be than the other.
But all the great examples of interdisciplinary quantitative infer-
ence take the form of agreement of such quantities across multi-
disciplinary testing, the methodology Wilson (1998) famously
reminded us is called consilience (see my review in Ch. 3 of
Bookstein, 2014).

“Because the neurobiology of vigor is based on many of the
same neurotransmitters that malfunction in diseases such as
Parkinson’s and depression,” the authors say on p. 327, “tracking
vigor may provide a real-time proxy for the state of these chemicals.
Thus, vigor assessment could aid in the administration of interven-
tions and provide an objective measure of treatment efficacy.” Here,
the casual informality with which this book tosses around the
undefined concept of proxy is worse than unconvincing – attribut-
ing any credibility to so untested a claim of proxy outcomes would
actually be dangerous. In any context of medical intervention it is
unethical simply to declare one quantity to be a proxy of another.
Enormous additional effort needs to be invested first in all the fac-
tors that link the proxy to the variable it is supposedly proxy for.
(This is a main theme of today’s evidence-based medicine: see
e.g., Higgins & Green, 2008.) No such effort is evident in any of
Vigor’s examples, and so any talk of applications to Parkinson’s dis-
ease is vastly premature; similarly, the promise of other payoffs
such as the various erosions of privacy suggested as future market-
ing applications on pp. xii–xiii. For an opposite example, one where
this methodological mandate for interdisciplinary inference has
been accepted, see Atwater et al. (2005) on the causal analysis of
a tsunami following the great Seattle earthquake of 1700.

In closing, I return to my critique of the factoid about when we
run that both opens and closes this book, along with the tacit
assumption that it can be embedded inside a “why” query without
fallacy. A treatise claiming to bridge multiple disciplines of mis-
matched intellectual impedance (from EEG voltages to “love” is
indeed quite a range of observation styles!) requires sustained
methodological clarity, particularly in respect of its ultimate com-
ponent, the conversion of a quantitative comparison into an
explanation. A rhetoric of “how much more” is mandatory for
any methodology that claims to be explaining “more” across dis-
ciplines. One must not settle for the purely qualitative polarity,
“more” versus “less,” that is encountered throughout this book.

What emerges from Vigor’s failure to constructively critique its
own methodology or even to set it out in propositions is a book
only for the True Believer, or maybe someone worried about
Parkinson’s. You can’t build an interdisciplinary theme grounded
in laboratory-derived data (as were all the data in nearly all the
figures of this book) if your only arguments are about the signs
of differences or slopes from a roster of experimental measure-
ments untethered to any quantitative theory, any metrological
chain. But the book’s “Conclusions” chapter, pp. 323–327, in
spite of its dozens of qualitative terms (“greater,” “lower,” “faster,”
“shorter,” “biased,” etc.) per page, presents the reader not a single
decimal quantity at all. Incomprehensibly, the book under review

neither explicitly sets down nor implicitly acknowledges any
methodology for quantitative inference from instrument readings
to human actions, and its absence severely (in my view, fatally)
impugns the authority of its narrative. The concern about love
with which the book begins and ends is itself no model of inquiry
– it brackets neither valid inferences about causal chains in neuro-
economics nor valid explanations of human action from labora-
tory evidence. The rest of the purported “explanations” here are
lost in the fog of proxy measurement, a domain the authors
never subjected to any formal discipline. “Proxy” here is a
Humpty Dumpty word, meaning whatever the authors choose
it to mean; but one cannot persuasively disseminate an interdis-
ciplinary claim when crucial concepts such as this are left unde-
fined, which is to say, unconstrained by method.
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Abstract

Shadmehr and Ahmed cogently argue that vigor of appetitive
movements is positively correlated with their value, and that
value can therefore be inferred by measuring vigor. Here, we
highlight three points to consider when interpreting this
account: (1) The correlation between vigor and value is not
obligatory, (2) the vigor effect also arises in frameworks other
than optimal foraging, and (3) the term vigor can be misinter-
preted, thereby affecting rigor.
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1. Vigor is not an obligatory readout of value

The optimal foraging framework states that organisms maximize
utility. Maximizing utility brings about a correlation between
vigor of movement toward a target, and the reward offered by
that target. On the basis of this correlation, Shadmehr and
Ahmed suggest using vigor as a readout of value. However, one
must be cautious when drawing such a conclusion, because it
relies on reverse inference; it overlooks the basic tenet that corre-
lation does not necessarily imply causation. We feel this is partic-
ularly important, because there are many exceptions to the
vigor-value correlation. An armchair ethologist might say that
neither the leopard stalking its prey, nor the poker player bluffing
a hand, show the target’s value through vigorous actions. Indeed,
the vigor-value relationship is only obligatory when comparing
two identical situations that only differ in the value of an
object. There are many other reasons for vigor of a movement
to change even if the target’s value is constant. This weakens
Shadmehr and Ahmed's claim that vigor can be used to reliably
infer value.

Although the authors do discuss some other factors that mod-
ulate vigor, such as reward history and stimulus uncertainty, they
provide such a compelling account of the correlation between
vigor and value that it is easy to forget that there is no obligatory
one-to-one mapping between the two. To clarify this point, we
will consider cases where the usual positive correlation between
expected value and movement vigor is reversed. These examples
serve to highlight that care must be taken when using vigor to
infer value.

An inverse relationship between vigor and expected reward:
Vanishing expected reward. Shadmehr and Ahmed emphasize
that smaller expected reward results in lower vigor. This is not
necessarily the case when the reward is only obtainable for a lim-
ited amount of time.

Consider a situation where a reward is likely to disappear
within a short time-window (e.g., multiple dogs trying to eat
from the same bowl with limited food). Here, a fast appetitive
movement has a higher probability of obtaining the reward
than a slow movement. If the reward is expected to be available
for a shorter time, the agent should move faster, but is less
likely to obtain the reward; the expected reward is smaller.
Therefore, in such situations, one sees higher vigor for smaller
expected reward (Kue, Avgar, & Fryxell, 2013). The early bird
gets the worm.

This scenario reverses the usual relationship between expected
reward and vigor, while it remains entirely consistent with opti-
mal foraging theory. To demonstrate this, assume that the prob-
ability P that the reward is present decreases linearly over time
T (Fig. 1A):

P(T) =
0 for T , 0

1− T
Tend

for 0 ≤ T ≤ Tend

0 for T . Tend

⎧⎪⎨
⎪⎩ (1)

Therefore, the expected reward E[r] decreases as a function of
time:

E[r] =
a(1− cT) for 0 ≤ T ≤ 1

c

0 for T .
1
c

⎧⎪⎨
⎪⎩ (2)

where c = 1/Tend, and α is the magnitude of the reward if it is
obtained. We now demonstrate that a decrease in expected reward
can lead to an increase in vigor. Following the authors’ conven-
tion, we write utility J as the temporally discounted sum of the
expected reward E[r] and the effort e =−AT− B/T:

J(T) =
a(1− cT)− AT − B/T

(1+ gT)
for 0 ≤ T ≤ 1

c
0− AT − B/T

(1+ gT)
for T .

1
c

⎧⎪⎪⎨
⎪⎪⎩ (3)

where A specifies base metabolic rate and B movement cost. γ is
the time-discount factor. We can find the optimal movement
duration T* by setting dJ(T )/dT = 0:

T∗= Bg+
���������������������������
aBc+ aBg+ AB+ B2g2

√
ac+ ag+ A

(4)

This shows that as the reward vanishes sooner (i.e., c increases),
the utility J decreases, but the optimum movement speed V* =
1/T* increases (Fig. 1B). In other words, when the expected
reward is smaller, movement speed is faster.

This effect is ubiquitous in marketing: make a product available
for a short period and watch your sales soar. Individuals are faster
and more likely to choose a product they think might go out of
stock, even if its value is less than its alternatives (Byun &
Sternquist, 2012; Inman, Peter, & Raghubir, 1997; Maimaran &
Salant, 2019). Thus, the positive vigor-expected value correlation
is not obligatory, and vigor cannot be easily exploited as an indirect
measure of an expected reward as Shadmehr and Ahmed affirm.

Another example: defensive escape behavior. Most of the exam-
ples in the book relate to appetitive behavior, which leads to
obtaining a reward. But another example of disruption of the pos-
itive correlation between vigor and value is that of defensive and
avoidance behaviors, in which the increased negative valence of a
state often results in increased vigor.

Consider a situation in which a given area of space comes with a
non-zero probability of punishment per unit time (e.g., a room with
a cat for a mouse). The mouse will be more incentivized to exit the
area if the probability of harm per unit time Ph is greater. Assuming
Ph is constant, the expected harm from predation is then:

E[h] =
∫Tesc

0
bPh dT = bPhTesc (5)

where β is the harm done if the agent is harmed. Utility of the
escape can be written as:

J(T) = −bPhT − AT − B/T (6)

Thus, the optimal escape duration T* decreases as Ph increases
(Fig. 2):

T∗= Bg+
�������������������
B(A+ bP + Bg2)

√
A+ bP

(7)

Therefore, the more threatening the environment, the more vigor-
ous the escape, even though the absolute utility is always negative.
This emphasizes that vigor does not depend on absolute utility per
se, but rather on differential utility between the current state and
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the state after the action (Friston et al., 2013; Jocham, Hunt, Near,
& Behrens, 2012).

To better appreciate the difference in the effect of cost and
reward on vigor, we should start thinking about vigor as a velocity
(i.e., a vector) rather than a speed (i.e., a positive scalar). A threat-
ening situation can increase the velocity of a movement, but only
of a movement in the direction that decreases cost. Therefore,
when attempting to interpret vigor as a readout of value, one
should be conscious of the effect of that movement.

Role of dopamine and serotonin in modulating vigor. The
authors explain beautifully how dopamine levels in SNr rise in
rewarding environments and increase vigor. Serotonin produced
in the dorsal raphe nucleus contributes to this effect by tracking
reward history and acting as an antagonist to dopamine: it
promotes sloth. Highly-rewarding environments thereby increase
vigor, whereas low-reward environments produce sloth. However,
this account is incompatible with the effect of a threatening

environment on vigor that we just demonstrated. Perhaps the sol-
ution lies again in not considering vigor to be an absolute (i.e.,
only positive) scalar variable, but by always bearing in mind its
direction. This can resolve the seemingly confusing effect of sero-
tonin, which promotes vigor in stressful environments (Seo et al.,
2019). Where dopamine could be seen as promoting attraction,
and therefore vigor in appetitive movements, serotonin might
be seen as promoting avoidance, slowing appetitive behavior
when the threat-level is low, and promoting escape behavior
when the threat-level is high.

2. The vigor effect also arises in frameworks other than
optimal foraging

Shadmehr and Ahmed explain why the vigor effect exists through
the ethological optimal foraging framework. Other frameworks
such as reinforcement learning and active inference can equally

Figure 1 (Bufacchi and Iannetti). Decreasing expected reward can also enhance vigor. (A) We consider a situation in which the probability that a reward is still
present decreases linearly with time, proportionally to a constant c (e.g., when many dogs try to eat a limited amount of food from the same bowl). (B) The utility
of an appetitive movement toward a reward depends on the movement duration. For each value of c, the optimum duration is different (the actual reward is a
constant value, here set to 20). An expectation that the reward vanishes more quickly (i.e., with higher c), corresponds to a shorter optimal movement time (black
circles). (C) Therefore, when the reward is expected to be present for a longer time, vigor is lower. (D) Analogously, when expected reward is lowered by time-
limiting its availability, movement vigor increases.
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provide a why, while also having more explanatory power.
However, they are more complex, difficult to understand, and
thus make it harder to gain clear behavioral insights.

Reinforcement learning (RL). Like in the optimal foraging frame-
work, movements in RL are selected to maximize utility. As a con-
sequence, RL also shows that, all things being equal, more valuable
stimuli can result in more vigorous movements (Niv, 2009; Niv,
Daw, Joel, & Dayan, 2007). In RL an agent is given the goal to max-
imize cumulative discounted future reward R by interacting
through actions Awith its environment. The value Q of performing
an action a in a state st at time t under a policy π is the expectation
E of the discounted cumulative reward R:

Qp(st , a) = Ep
∑1
i=t

giRLRt+i | st , a
[ ]

(8)

where giRL , 1 is the standard RL discount factor.

This means that RL can result in formulae of utility of action
(or value of actions, in RL terminology) very similar to those of
optimal foraging. For example, Eq. (3) – an expression of utility
under optimal foraging – is the first term of RL Eq. (8), in an
RL scenario under the following circumstances:

1) Time steps i of variable length Ti represent one reaching
movement

2) Action ai specifies Ti
3) We define giRL = 1/(1+ gTi)
4) We define Ri = α(1− cTi)− ATi − B/Ti

Therefore, as Shadmehr and Ahmed themselves mention, “a
reinforcement learning framework […] allows for a more
dynamic model of learned reward and punishment values in
changing environments. For example, in a reinforcement learning
framework, one can consider more realistic scenarios in which the

Figure 2 (Bufacchi and Iannetti). Increasing expected harm can enhance vigor. (A) We consider an environment with a fixed probability per unit time (P/t) that an
agent will be harmed (e.g., a room with a cat, for a mouse). As such, the expectation of harm increases linearly with time (the harm that the agent would experience
if the dangerous event occurs is a constant value set at −300). (B) The utility of escaping from the dangerous region depends on the movement duration. For each
value of P/t, this optimum duration is different, because moving also entails a cost. Here, greater probability of harm leads to a shorter optimal movement time.
(C) Therefore, when probability of harm increases, vigor increases. (D) Analogously, expected harm correlates positively with the vigor of a harm-reducing movement.
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value of states in the future depends on the current action.” On
the other hand, optimal foraging is useful exactly because it
simplifies situations to a point where they can be manipulated
intuitively, and with more tractable maths.

Active inference. Both RL and optimal foraging can be
understood as part of wider frameworks postulating that biologi-
cal entities aim to keep themselves alive and pass their genes to
future generations. Such frameworks state that agents keep certain
variables within specific bounds, such as heart rate, temperature,
and bodily integrity (Ashby, 1952). Selecting actions to maximize
utility is an important part of this story, but not the whole of it.
Instead, such wider frameworks show that an agent trying to
stay alive will act to maximize utility (like in RL and optimal
foraging) but also to explore its environment (Clark, 2013). For
example, in active inference a direct consequence of staying alive
is that “agents should sample […] the parts of the sensory
environment that resolve most uncertainty about the causes of
their sensations” (Parr & Friston, 2017).

Shadmehr and Ahmed show a strong relationship between cer-
tain features of a visual stimulus and the vigor of saccading toward
it. They explain this effect through image reward: people prefer
looking at faces over white noise. However, saccades contribute
strongly to exploring the environment, and outside a laboratory
they don’t often lead directly to a reward. Furthermore, saccade
vigor to aversive/threatening images is higher than to neutral
stimuli (Schmidt, Belopolsky, & Theeuwes, 2015), and there is lit-
tle difference in saccade vigor when pleasant and unpleasant
scenes are matched (Nummenmaa, Hyönä, & Calvo, 2009).
Should one then conclude that aversive and disgusting scenes
are also rewarding to the viewer?

This question highlights an issue with the central tenet of the
authors’ perspective – in some instances, forcing observations to
fit a framework not designed to accommodate them becomes det-
rimental (Chomsky, 1959). Unlike escapes and vanishing rewards,
we feel that the vigor of saccades, and especially fast saccades to
aversive stimuli, is not easily understood under the optimal forag-
ing framework. Frameworks that do not solely rely on utility to
explain actions might be more useful in this case. Notably, active
inference provides a strong framework for modeling saccades
(Friston, Adams, Perrinet, & Breakspear, 2012; Parr & Friston,
2018).

3. On the use of the term vigor

Throughout the book, the authors give different meaning to the
word “vigor.” At the beginning, vigor is defined as the inverse
of the sum of reaction and movement times. Although this
seems to be the running definition, at some point (between-
subject) vigor is defined as “the relationship between the
velocity-amplitude function for movements of one individual
with respect to those of the mean of the population” – a definition
clearly excluding reaction times. Elsewhere, it is stated that
“manipulating the activity of fovea-related cells in the colliculus
alters the reaction time and vigor of the macrosaccade,” and “an
increase in the effort expenditure […] should dampen changes
in vigor and reaction time.” In these instances, the authors use
vigor as a direct synonym of rotational speed, separately from
reaction time.

Besides the definitional inconsistencies in the book, the term
“vigor” is commonly understood as denoting strength or liveliness
(as shown in the Oxford dictionary, reflecting the Latin etymol-
ogy). In scientific writing the rationale for choosing a word should

be clear. One must be careful of introducing new terms on literary
merit. An epistemological perspective could contribute to this dis-
course: The incontrovertibility of terms rule (Gardiner & Java,
1993) states that within a field of science there should be a
one-to-one mapping between terms and meanings. The occa-
sional many-to-many mapping of the word “vigor” in this book
might lead to confusion.

Given that there is currently no term that succinctly summa-
rizes reaction and movement time in the way that vigor does,
vigor defined as “the inverse of reaction time plus movement
time” can be a novel addition to the scientific lexicon of motor
control, provided one considers the caveats we have discussed.
However, any empirical study demonstrating a correlation
between vigor and a given experimental variable would not be
complete without dissecting whether the effect of that variable
is on either reaction time, movement time, or both. Therefore,
we feel that the use of “vigor” as a scientific, rather than an evoc-
ative, term is up for debate.
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Abstract

Quantum decision theory corrects categorical and propositional
logic pathologies common to classic statistical goal-oriented rea-
soning, such as rational neuroeconomics-based optimal foraging.
Within this ecosalient framework, motivation, perception, learn-
ing, deliberation, brain computation, and conjunctive risk-order
errors may be understood for subjective utility judgments under-
lying either rational or irrational canonical decisions-actions used
to choose, procure, and consume rewarding nutrition with vari-
able fitness.

Through a neuroeconomics lens of optimal foraging, expected
utility, brain computation, and central aminergic reward systems,
Shadmehr and Ahmed deconstruct classic decision-theory expla-
nations for observed animal and human choice behavior in a
badly needed effort to re-synthesize a more convincing adapta-
tionist view of the origins, evolution, and nature of movement
control. This root-source analysis leads the authors to justifiably
reject outdated automaton traditions that champion the ill-
reasoned partitioning of executive decision-making substrate
and processes from those of all-or-none stereotypical action-
making sequences. For Shadmehr and Ahmed, movement control
relies on well integrated, if not entirely reciprocal, functional rela-
tionships between decision, motor, and modulator neurocircuits
to determine subjective valuation of choice as embodied in mod-
ifiable fitness or utility, salience, and vigor of action to execute
some goal-oriented plan. Vigor, proportional to the inverse func-
tion of time required to complete target-attaining motions, is a

more-or-less recently accepted indirect measure of desire or
demand in behavioral economics (Haith, Reppert, & Shadmehr,
2012; Niv, Daw, Joel, & Dayan, 2007; Reppert, Lempert,
Glimcher, & Shadmehr, 2015; Todorov & Jordan, 2002; Yoon,
Jaleel, Ahmed, & Shadmehr, 2020). As a natural proclivity and
empirical metric, vigor helps behaviorally contextualize motiva-
tion and target worth associated with nonlinear relative fitness
or utility of past acquired and new forecasted outcomes, further
implying motor control emerged from multilevel ecoevolutionary
pressures driving rationality and affect across organism lifespans,
generations, and phyla (cf. Clark, 2018).

These broad assertions are narrowly and uniquely epitomized
for the authors in one established mathematical framework – clas-
sic optimal foraging theory (Stephens & Krebs, 1986). Optimal for-
aging theory derives from prospect and nonexpected utility theories
(Bautista, Tinbergen, & Kacelnik, 2001; Kahneman & Tversky,
1979; Lemon, 1991; Stott, 2006; Tversky & Kahneman, 1992),
where utility or specific currency is quantified in global capture
rates of optional goods, such as net energetic intake of niche-
dispersed variable nutrition over time. Shadmehr and Ahmed use
the theory to equate subjective purposefulness of utility with merits
of cortical computation, cognitive effort, and weighted experience-
dependent selection of movement energetics, precision, patterns or
trajectories, magnitudes, latencies, and durations or periods to
obtain reward. Optimal foraging theory improves upon the rigid
absoluteness of standard utility theory and its psychological con-
structs of rational selfishness, objective value, and perfect or invari-
ant agent choice of maximized final-state or one-trial utility under
risk and uncertainty (Gollier, 2004; Von Neumann & Morgenstern,
1953). Indeed, the theory accounts for both rationality and partic-
ular irrational cognitive biases, such as the Allais paradox, by intro-
ducing a value function taken from a relative or neutral gains-losses
reference point (Kahneman & Tversky, 1979; Stott, 2006), so (mis)
perceived wealth variations may be affixed to expected utility to
effect rule-of-thumb, strategy, or policy goodness appraisals gov-
erned by local and global parameters. When ecological tradeoffs
favor local parameters, the marginal value theorem renders policies
for nontrivial rational solutions, termed marginal or local returns,
which maximize foraging success with spatiotemporal indepen-
dence. That is, foragers prefer to pick best options with local cap-
ture rates backed by accurate knowledge of the status of current
food availability and effort expenditures rather than
running-average historical values distributed over time and space.
Rational preferences at global capture rates may be determined
by foragers when global parameters prevail in accurately giving
best solutions, termed optimal or global returns, via spatiotempor-
ally aggregate details. Decisions to stay or switch between these two
extreme classes of foraging policies, and amounts of movement
vigor exerted to minimize opportunity costs in procuring and con-
suming nutrients, depend on minimax equilibria or stability points
between local and global returns in the universal utility probability
density matrix or vector space and the thermodynamic-sensitive
direction and magnitude of utility-symmetry breaking that pro-
duces suboptimal to optimal choice alternatives.

Classic decision theories based on classical probability theory,
such as that formalizing popular Bayesian probability, often yield
fair approximations of choice behavior and Shadmehr and
Ahmed express their belief in the power, internal and external
validity, and novel application of optimal foraging theory for bet-
ter data-fitted descriptions of movement control. The authors,
nonetheless, warn complexities in representing risk from subjec-
tive values of foraging reward, effort, and time limit the theory’s
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predictive power, as do inconsistencies in estimating time spent
collecting food from separate geographical patches or in wasting
accessible abundant food sources. Although they attribute rational
prediction failures to missing or poorly conceived model param-
eters, Shadmehr and Ahmed sadly neglect to address major exper-
imentally identified paradoxes linked with stochastic error and
other aspects of classic decision theories, damaging their attempt
to create a foundational vigor-centered neuroeconomics interpre-
tation of canonical decision and action making. Paradoxes that
plaque classic decision theories, including disjunction and
conjunction fallacies, Allais paradox, and Ellsberg or planning
paradox (Allais, 1953; Shafir & Tversky, 1992; Tversky &
Kahneman, 1983; Yukalov & Sornette, 2009), transfer to
movement control (Clark & Hassert, 2013) and, therefore, violate
classical probability axioms of normative movement-control risk
and uncertainty within an optimal foraging approach. Gödelian
completeness theorems (1931; Clark & Hassert, 2013) impor-
tantly hinder possible development of any practical paradox-free
complete and consistent classical neuroeconomics definition of
movement control. Perhaps, the top neuroeconomics prescription
for categorical and propositional logic paradoxes involves use of
quantum cognition or decision theory, a mathematical method
regrettably overlooked by Shadmehr and Ahmed. Quite successful
in cognitive modeling, quantum decision theory is supported by
quantum probability theory, a legitimate mathematics for for-
mally assigning probabilities to events from quantum mechanics
without physical constraints (Aerts, 2009; Aerts & Aerts, 1995;
Ashtiani & Azgomi, 2015; Beck, 2016; Busemeyer & Bruza,
2011; Busemeyer, Pothos, Franco, & Trueblood, 2011; Chater,
2015; Clark, 2011, 2012a, 2012b, 2014a, 2014b, 2015, 2017,
2020; Favre, Wittwer, Heinimann, Yukalov, & Sornette, 2016;
Hu & Loo, 2014; Pothos & Busemeyer, 2013; Yukalov &
Sornette, 2014). The axioms of quantum probability theory vary
and might result in predictions that diverge, similar to the conse-
quences of classical and relativistic probability axioms (Jumarie,
1980, 1984, 1990; Nielson & Chuang, 2000). However, they also
provide necessary degrees of freedom – an infinite Hilbert space
of known and hidden vectors representing cognitive-emotional-
motor substrate, processes, states, and factors – to accommodate
or correct many persistently troublesome pathologies common
to prospect or nonexpected optimal foraging, including subjective
bias inconsistencies which may irrationally affect accuracy of payoff,
work, or time inferences and magnitude of corresponding move-
ment vigor for individual and group decision makers (cf. Clark,
2019; Pothos & Busemeyer, 2009; Yukalov & Sornette, 2010).

Subjective bias inconsistencies in utility judgments are inherent
in the complexities of risk representation and may manifest them-
selves as risk-order deliberation effects caused by conjunctive or dis-
junctive errors accompanying movement selection and execution,
especially for unfamiliar and/or complex goal contexts. Shadmehr
and Ahmed, as do other scientists, regard deliberation as a decision
parameter bounded by classical probability density matrices that
define distributions of rates for neurally integrating stimulus/reward
traits and of latency thresholds for inducing behavioral perfor-
mance. Theoretical models that employ variable rates with constant
thresholds predict skewed reaction-time distributions, whereas mod-
els employing constant rates with variable thresholds predict normal
reaction-time distributions, a poorer match to observed data on
reaction time and vigor. Actual and forecasted reward and effort,
which confer dissociable value to action utility, proportionately
modulate vigor through the same sorts of deterministic and random
variables and constants underlying movement deliberation, imbuing

instantaneous (e.g., single reward-acquisition trial) or summated
(e.g., serial reward-acquisition trials) utility with capacities to bias
perception, memory, and deliberation during decision making.
But classical probability theory notably cannot fully clarify psycho-
logical order effects, such as significant differential judgment values
due only to order of perceived, recollected, and/or deliberated infor-
mation, because all events are represented as probability submatrices
of a respective universal matrix with commutative mathematical
properties. For instance, the classical joint probability P(A ∩ B)≠
0 of event A, with probability submatrix PA = {pA1, …, pAn}, inter-
secting event B, with probability submatrix PB = {pB1, …, pBn}, is
equivalent for ordered event pairs (A, B) and (B, A). Accordingly,
if decision-action A, with risk probability submatrix PA to not
receive payoffs (i.e., opportunity costs), and decision-action B,
with risk probability submatrix PB to not receive payoffs (i.e., oppor-
tunity costs), intersect with joint probability P(A ∩ B)≠ 0, then the
joint risk probability or uncertainty of decisions-actions remains
identical regardless of the ordered series of movement deliberations.
Violation of the commutativity law for equally weighted risks and
corresponding utilities and movement vigor for separate, probabilis-
tically joint canonical decisions and actions constitutes a conjunctive
error with irrational behavior unexplainable by classic optimal for-
aging theory. In contrast, quantum probability theory represents
events as vectors or closed subspaces of Hilbert space, a universal
vector space where conjunction of two such events or
decisions-actions A and B may or may not exist (Atmanspacher
& Römer, 2012; Wang & Busemeyer, 2015). Conjunction between
events or decisions-actions is absent when events or
decisions-actions are noncommutative and complementary or
mutually exclusive, allowing for random or nonrandom order effects
to influence definite deliberation by foragers unable to perform
simultaneous or compatible perceptual, attentional, emotive, moti-
vational, pneumonic, and decisional assessments, among other psy-
chological processes necessary for rational motor control.

Conjunctive errors and resultant irrational decision-action risk
evaluations resemble other risk-order superstitious behaviors,
including the Gambler’s Fallacy, where learned increases in
behavior frequency, such as riding-out strings of statistically
independent losing choices in hope of turning bad luck into
prosperity, are caused by accidental or random pairings of
reinforcement with behavior and by an inability to logically
perceive, calculate, assign, and/or understand real outcome
probabilities. Each type of choice bias may become evident
when foraging scenarios force actual local and global returns
into equilibrium, whether or not both returns are suboptimal,
near optimal, or optimal. At equilibrium, a forager earns the
same utility at the same elemental and same joint probabilities,
despite possible intermittent or continued use of a (naturally or
artificially elicited) favorite order policy distinguishing subjective
bias and irrationality (i.e., local-before-global vs. global-before-
local returns selection). Irrational order effects may be explained
with standard learning and cognitive (computation) theory,
such as primacy and recency effects due to resource-allocation
limitations, priming, or higher-order instrumental learning.
Quantum decision theory agrees with classic decision theories
on this matter. Quantum decision theory takes a black-box
approach, sometimes called cognitive completeness (Tressoldi,
Maier, Buechner, & Khrennikov, 2015; Yearsley & Pothos,
2014), which isolates any evaluated cognitive system from the for-
midable measurement problem of quantum mechanics and infor-
mation theory. Scientists believe the scalable neurophysiological
contents of this black box map onto cognitive states relevant to
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particular sets of judgments and their corresponding outcome
probabilities. Such theoretical elegance in describing complex
choice behavior pushes quantum aspects of brain structure and
function beyond most current modeling endeavors, although
defining computational features of brain areas, cells, and macro-
molecules, such as those noted by Shadmehr and Ahmed, may
be tractable under certain conditions. Evidence from decades of
analytical and experimental research continues to oppose the con-
ventional tenet that quantum mechanical phenomena exert, at
most, trivial influences over bioprocesses (Davies, 2004).
Criticisms still concentrate on the likelihood of biological systems
cohering into a quantum regime long enough to accomplish
quantum computation. However, issues regarding quantum deco-
herence, the collapse of the Schrödinger wave function into a sin-
gle classical or macroscopic state because of thermodynamic
processes involving a system and its environment, are less prob-
lematic for cellular enzymatic processes reliant on small,
thermally-shielded protein reaction sites and/or on local temper-
ature gradients which drive cellular substrate from decoherent to
coherent activity.

Considering these points, substrates essential for neuronal
computations are connected with quantum operation characteris-
tics, such as cytoskeletal lattices, the citric acid cycle and metab-
olism, molecule folding, synaptic boutons and vesicles, and
autocatalytic second-messenger cascades (Clark, 2012b, 2015,
2017). Quantum effects at both informational and physical
degrees of freedom thus seem to appear at every key level of
brain structure and function, with activity maintaining capacities
to benefit signal coincidence detection and integration, bidirec-
tional synaptic plasticity, and other vital cell functions by rapidly
selecting, ordering, and/or counting optional cellular processes
(Clark, 2014b). Scaling quantum effects between microscopic
and macroscopic physical states, such as that associated with
entire brains and probabilistic cognitive events, including percep-
tion, recollection, and deliberation, fills the black box of cognitive
completeness and affirms a quantum neuroeconomics of rational
and irrational movement control and goal attainment.

Conflict of interest. None.
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Abstract

We feel exhausted after working mentally hard even while just
sitting on a chair, suggesting the concept of cognitive vigor.
Do movement vigor and cognitive vigor share control mecha-
nisms? Functions of the basal ganglia-cortical circuits, which
are regulated by the midbrain dopaminergic system, appear to
underlie both movement vigor and cognitive vigor.

In Vigor: Neuroeconomics of Movement Control, Shadmehr and
Ahmed convince us that the vigor of movements can be measured
through movement speeds. It was especially interesting to know
preference to stimuli can be inferred from eye movements, that is,
speeds of saccade to a preferred target. An appetizing example is
something like this. In front of the dessert cart with a couple of
plates, if my saccade speed to a plate with a chocolate cake is faster
than saccades to the other plates, then I would pick the chocolate
cake. This observation will have utility in the real-world situation.
I really look forward to visiting a restaurant of the future where
an artificial intelligent waitstaff, who monitors my saccades through
eye cameras, serves the dessert of my choice before I verbalize.

By Shadmehr and Ahmed, movement vigor is a function of the
value of stimulus/contingent behavior and the cost of the move-
ment. The midbrain dopaminergic system, which is widely
accepted as the key mechanism of valuation and motivation,
seems to play a key role in regulating movement vigor. In humans,
progressive loss of dopamine neurons is the central pathology of
Parkinson’s disease. People with Parkinson’s disease are slow in
movement (bradykinesia), which likely reflects the loss of move-
ment vigor (Albin & Leventhal, 2017). In genetically engineered
mice, progressive loss of dopamine neurons changes firing
properties of neurons in the striatum, which receives dopaminer-
gic projections from the midbrain (Panigrahi et al., 2015).
Movement vigor is reduced in these mice with dysfunctional stria-
tal neurons. The administration of dopamine precursor restores
dopamine tone, recovers the firing patterns of the striatal neurons,
and revives movement vigor in these mice.

In the dictionary of the motor domain, vigor is defined as the
speed or strength of actions. But, in another dictionary
(COBUILD Advanced English Dictionary), vigor is defined as
“physical or mental energy and enthusiasm.” Therefore, the con-
cept of vigor may be applied to mental vigor as well as physical
vigor. Indeed, we feel exhausted not only after hard physical exer-
cise but also after intense mental working even while just sitting
on a chair physically. This experience especially holds when we
need to do the job in rush. A school kid may finish homework
of one’s favorite subject much quicker than the same homework
burden of a compelling yet unfavorite subject. Then, a question
arises if the cost–benefit computation of mental energy consump-
tion follows the same rule with that of physical energy consump-
tion. Does mental vigor have similar control mechanisms and
neural correlates with motor vigor?

Moving and thinking seem to be distinct. Parkinson’s disease
has long been considered a pure movement disorder as originally
denoted by James Parkinson himself (Parkinson, 1817):
“Involuntary tremulous motion, with lessened muscular power,
in parts not in action and even when supported; with a propensity
to bend the trunk forwards, and to pass from a walking to a run-
ning pace: the senses and intellects being uninjured.” Hence, the
loss of dopamine has long been considered to affect the motor
domain only, including the reduction of movement speeds or the
loss of motor vigor. Consistently, recent experimental evidence
shows that a valuation-related dopaminergic neural population dis-
tinctly responds to a stimulus, depending on if the stimulus is going
to trigger a motor behavior or not in order to get the same reward
(Syed et al., 2016). Dopamine release in the nucleus accumbens is
increased in response to a cue for a “Go” task triggering movement
but not to a cue for a “NoGo” task requiring a certain period of
staying still. These old and new lines of evidence seem to suggest
that the loss of dopamine affects motor vigor only.

However, the advent of Parkinson’s disease research has
expanded of the concept of the disease. Parkinson’s disease is
now known to present many non-motor symptoms even at an
early stage of the disease. One of the possible non-motor symp-
toms is slowing in thinking (bradyphrenia), which makes sense
because it conceptually parallels slowing in movement. But it
has been difficult to prove mental slowing in Parkinson’s disease
(Berardelli, Rothwell, Thompson, & Hallett, 2001). This problem
stems, in part, from technical difficulty in measuring cognitive
speed especially in people who are slow in movement.
Traditional cognitive tasks require motor responses using hand,
mouth, or eyes as effector in each trial for behavioral reports.
To measure cognitive speeds, past studies measured reaction
times, assuming that the processes from cognitive decision to
motor responses remain intact. However, people with
Parkinson’s disease are slow in eye movements (Shaikh &
Ghasia, 2019) and speech (Cantiniaux et al., 2010) as well, indic-
ative of generalized reduction of movement vigor following dop-
amine loss. This makes the reaction time measurement less
reliable in Parkinson’s disease. An idea is to measure movement
time as a control task. Yet, it is likely that people with
Parkinson’s disease are also slow in motor planning and prepara-
tion before motor execution (Berardelli et al., 2001). The pro-
longed process of motor planning and preparation would make
reaction time long, and thus the prolonged reaction time does
not necessarily mean lagged cognitive processing even after con-
trolling for movement time.

To detour the problem of reaction time measurements,
Sawamoto, Honda, Hanakawa, Fukuyama, and Shibasaki (2002)
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assessed the accuracy of, rather than the speed of, reports from
serial mental operation tasks. The serial mental operation tasks
require cognitive operations of working memory contents in
response to serially presented visual cues. The behavioral reports
were required only at the end of a trial with 10 serial cognitive
operations. To measure processing speed through accuracy, the
rate of visual cue presentation was manipulated, so that trials
with faster rates forced faster cognitive processing than trials
with slower rates. As expected, accuracy was declined as a func-
tion of the stimulus rate in both healthy elderlies and adults
with Parkinson’s disease. Of note, the adults with Parkinson’s dis-
ease showed a steeper decline of rate-dependent accuracy than the
healthy elderly controls, supporting the presence of cognitive
slowing or bradyphrenia. Moreover, the degree of cognitive slow-
ing was correlated with the bradykinesia subscale of the Unified
Parkinson’s Disease Raring Scale. This study indicates the corre-
lated reduction of motor vigor and cognitive vigor in people
with Parkinson’s disease.

The reduction of motor vigor and cognitive vigor in
Parkinson’s disease suggests that the effects of dopamine loss
on vigor extend from the motor domain to the cognitive domain.
Hanakawa, Goldfine, and Hallett (2017) extended the serial men-
tal operation tasks used by Sawamoto et al. (2002) back into the
motor domain, so that motor vigor and cognitive vigor can be
measured with the same method. Study participants included
healthy people with various age range and adults with
Parkinson’s disease. The participants were asked to perform the
execution and imagery of finger tapping and mental calculation
in response to visually presented cues. The rate of cues was
manipulated so that the trials with faster rates forced faster move-
ment, motor imagery and mental calculation than trials with
slower rates. Accuracy was decreased as a function of the stimulus
rate in all the three tasks, yielding a measure of vigor for the
movement, motor imagery, and calculation tasks. A score of agil-
ity (a surrogate measure of vigor) was computed through curve
fitting of the rate-accuracy function, supporting that adults with
Parkinson’s disease were slow in movement, motor imagery,
and mental calculation. This finding is consistent with the idea
that dopamine loss negatively affects motor vigor as well as cog-
nitive vigor. The reduction of motor imagery speed suggests slow-
ing of motor planning in Parkinson’s disease, raising further
doubt about the assessment with reaction time task to measure
cognitive vigor in Parkinson’s disease.

To explore the correlates of the reduction of motor vigor and
cognitive vigor, Hanakawa, Goldfine, and Hallett (2017) per-
formed a functional magnetic resonance imaging (MRI) experi-
ment using the same paradigm. In healthy participants, activity
in the basal ganglia-thalamo-cortical circuits was linearly
increased as a function of the stimulus rate in the three tasks.
The movement rate was correlated with activity in the motor cor-
tex, and motor sector of the striatum and the thalamus, as
revealed by diffusion MRI tractography. The calculation rate
was correlated with activity in the cortical language area, and
the language sector of the striatum and thalamus. The imagery
rate was correlated with activity in the premotor cortex, and the
premotor sector of the striatum and thalamus, which underlie
motor planning. These three basal ganglia-cortical sub-circuits
are largely organized in a parallel manner. Adults with
Parkinson’s disease, in whom both motor vigor and cognitive
vigor were reduced, showed reduction of the activity in the corre-
sponding basal ganglia-cortical sub-circuits, especially in the cor-
tex and the striatum. Thus, the motor and cognitive basal

ganglia-cortical circuits appear to underlie the vigor of both
movement and cognition.

In conclusion, the converging evidence discussed above pro-
vides further support for the relationship between the movement
vigor and the striatum receiving dopaminergic projections from
the midbrain as claimed by Shadmehr and Ahmed. Furthermore,
my claim here is that the concept of vigor may be extended into
the non-motor cognitive domains, and cognitive vigor is also likely
supported by the midbrain dopaminergic system.
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Abstract

In this contribution, we criticize the demanding assumption of
vigor that economic agents are maximizers. We discuss the
link between vigor and subjective value through the alternative
notion of aspiration levels, arguing that vigor can help articulate
the ecological balance – central in bounded and ecological ratio-
nality – between minimum expected reward (aspiration level)
and the efforts made for its attainment.
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Vigor represents a novel theoretical framework able to shed new
light on the economic notion of individual preference.
According to Shadmehr and Ahmed (hereafter, the authors),
vigor can be used to quantify individual preferences, which, in
standard economic theory, do not admit a cardinal representation
but only an ordinal one. Indeed, although, in standard economic
theory, agents are only able to compare and rank alternatives (so
as to indirectly “reveal” their optimum, i.e., Samuelson, 1948),
vigor can provide a continuous scale for a direct measurement
of subjective value, according to the general hypothesis that the
vigor of movements toward things is a proxy of how we value
them.

The hypothesized isomorphism between vigor and subjective
value is a powerful idea. As such, it should be scrutinized through
the arguments of one of the most heated debates in the economics
of this past century: precisely, the debate about the nature of sub-
jective value and individual preferences. A significant innovation,
dialectical in this debate, was carried out by Herbert A. Simon
through the notion of bounded rationality (foundational for
behavioral economics), as an alternative to perfect rationality of
homo oeconomicus (assumed in standard economic theory).
Simon’s critique relies on the argument that human beings are
not maximizers, but satisficers, where satisficing is a portmanteau
of “satisfice” and “suffice”: Economic agents do not compare
choice options so as to select their optimum, they simply choose
the first available alternative that meets their aspiration level
(Gigerenzer & Selten, 2002; Simon, 1956). For instance, when
we look for a restaurant in a new city, we plausibly choose the
first one that is acceptable to us – it reaches the threshold of
our own aspiration level – instead of comparing (all) the restau-
rants of the city. We are aware that, probably, there are better res-
taurants we are not considering (and, a fortiori, we are not
comparing), nevertheless this rule works.

If we look at individual preferences through the lens of
bounded rationality, we realize that conflating vigor and subjective
value is not a neutral idea, as standard economic theory could
suggest, and as the authors hypothesize. The central intuition of
vigor, according to which (in the authors’ own words, p. xi,
emphasis added) “we move faster toward the things that we
value more,” takes on a different meaning if aspiration levels
come into play. More than what? we could ask. We can posit,
as the authors do, that we move faster toward the things we
value more in absolute terms (upper bound), but, more conserva-
tively, we could hypothesize that we move faster toward the things
that surpass our aspiration level (lower threshold). Very impor-
tantly, the demarcation between an upper bound (assumed in
standard economic theory) and a lower threshold (assumed in
bounded rationality) is not a matter of degree on a continuous
scale. As vehemently remarked by H. A. Simon on several occa-
sions, aspirational levels do not require a theoretical consistency
with sub-optimality, being the notion of satisficing a tout-court
alternative to both optimality and sub-optimality (e.g., Simon,
1996).

The authors explicitly ascribe the theoretical scope of vigor to
standard economic theory stating that “choices are determined by
the computation of a utility, a logical process of deliberation that
results in the maximization of the gain ascribed to the utility”
(p. 69). Indeed, in standard economic theory, choices require
the perfect rationality of economic agents, which is instantiated
in an omnibus comparison of alternatives based on monotonic
preferences. Actually, such instantiation is problematic, consider-
ing that transitivity of preferences is often violated (Tversky, 1969;

see also Regenwetter, Dana & Davis-Stober, 2011). The existence
of an omnibus comparison of alternatives based on monotonic
preferences is a demanding assumption – axiomatically postulated
in standard economic theory – that the authors embrace as vigor-
ously as uncritically. And this assumption is precisely the one that
bounded rationality tries to overcome with a more realistic (where
“realistic” is the equivalent of cognitively plausible) explanation of
how choices are made de facto in ecological settings.

But, if we think that bounded rationality and aspiration levels
jeopardize the theoretical scope of vigor as a proxy of subjective
value, we could be wrong. Far from playing only the role of
pars destruens, the notion of aspiration levels is surprisingly con-
sistent with vigor, although the authors do not explore this theo-
retical link. The idea of utility proposed by the authors – “Utility
of an action may be defined as the reward expected when the
action is completed minus the effort required to complete the
action, divided by time to acquire the reward” (p. 13, emphasis
added) – articulates a fundamental facet of aspiration levels: eco-
nomic agents conjointly evaluate the expected reward and the
costs related to its attainment. Put differently, economic agents
seek a satisficing balance between “what they can get” and “to
what effort,” where the effort is affected by the limited endow-
ment of time, information, and computational capabilities (as
postulated in bounded rationality, Simon 1955, 1987). Although
in standard economic theory, efforts are ruled out (or, they are
modeled as monetary costs, expressed in terms of budget con-
straints), in bounded rationality and its articulation of ecological
rationality (e.g., Gigerenzer & Selten, 2002; Todd & Gigerenzer,
2012), efforts are theoretically central, being related to the proce-
dural dimension of rationality (Simon, 1976) and, in particular, to
search: efforts signal how much an available alternative is still not
worth – the lower threshold is not reached – so that (the action
of) search must continue. Using again the restaurant example,
we easily realize that in a new city we will keep on searching
for a restaurant until we find one that meets our aspiration level.

Although the authors speculate on individual preferences, sit-
ting in the realm of standard economic theory, we believe that
bounded and ecological rationality represent the theoretical
domains of behavioral economics, on which vigor could have a
significant impact for future research. Indeed, a core argument
of vigor – the effort of making movements and the benefit of
acquiring rewards are conceived within a unitary theoretical
framework – is able to articulate the nature of ecological balance
(central in bounded and ecological rationality) between aspiration
level (the minimum expected reward) and cost of search (the
effort made). Using again our previous example about the restau-
rant, we realize that the rule of choosing the first restaurant that
meets our aspiration level, works precisely because it is based
on an acceptable balance between efforts and reward.
Speculatively, efforts could be considered the “psychophysiologi-
cal” price to pay for a specific reward. Note that, in bounded
and ecological rationality, the ecological balance between efforts
and reward is achieved de facto through the use of heuristics,
which represent adaptive tools able overcome the limited endow-
ment of time, information and computational capabilities of the
economic agents (Gigerenzer, 2008). Again with the restaurant
example: asking local people or looking at parked cars are com-
mon “rules of thumb” used to make inferences about restaurants.

Studying economic choice in ecological settings is a pillar of
bounded and ecological rationality, but it is not a mark of stan-
dard economic theory. Strangely, despite the authors’ consider-
ation of how ecological dimension enters economic choice (in
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particular, they discuss modal representations of the environment,
looking at salience as an alternative to utility maximization, in
sect. 2.7) they do not explore this aspect further. If we discard
the demanding assumptions of omnibus comparison and maxi-
mization (connoting standard economic theory, endorsed by the
authors) and, more conservatively, we contemplate the existence
of aspiration levels – where subjective value is situated in the
neighborhoods of an ecologically salient lower threshold – we
will mitigate the Panglossian risk of conflating the adaptive
scope of vigor into the teleological need for optimality.
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Abstract

Neuroeconomics is still “under construction.” To be a leading dis-
cipline, it needs firm ecological rationale and neurobiological

bases. “Vigor” supplies this infrastructure through the mathemat-
ics of the foraging theory and system-neuroscience evidence on
utility and motor control. It will prepare us for the future neuro-
economics, if studied appropriately in the light of evolution.

Roman roads represented the core infrastructure of the empire con-
structed for political and economic unification of the nations.
Archeological studies revealed that the roads were constructed with
a consistent design while people made the best use of locally available
materials. The heavy cost invested in their construction contributed
to their exceptional longevity because their design was reasonable.
The “construction” of scientific disciplines also ought to be like this.

The science of neuroeconomics, first coined by Glimcher
(2003), owes a lot to the concept of optimal foraging in behavioral
ecology (Stephens & Krebs, 1986). The patch use model, particu-
larly the marginal value theorem (MVT) introduced by Charnov
(1976), had a huge impact on this field because of the transpar-
ency of its graphical explanation and applicability to a wide
range of animals such as great tits (Cowie, 1977), paper wasps
(Kasuya, 1982), starlings (Kacelnik, 1984), and humans (as for
information foraging) (Pirolli, 2007). System neuroscientists
have designed several behavioral tasks intended to reflect the eco-
logical considerations in their neurophysiological studies.

MVT itself has left room for further sophistication of its math-
ematical aspects, while system neuroscientists have produced a
flood of data ranging from single unit neurophysiology to func-
tional magnetic resonance imaging (fMRI). Unfortunately, the
data on the behavior of neurons often lose its relevance to ecolog-
ical reality. We, therefore, need a good set of both mathematical
and ecological theories. In this concise but dense book, the authors
revive the classical MVT by adopting canonical mathematical
analysis. The authors are also successful in digesting ample neuro-
physiological data on their mathematical platform, and they for-
mulate clear links between foraging behavior and neuroscience.

In this commentary, we would like to draw attention to several
issues that remain unaddressed in this book of “Vigor.” In chapter
4, the authors focus on superior colliculus (SC), and introduce
readers to the two competing systems of SC, namely, one for hold-
ing still (fixation) and another for moving (saccade to targets).
They construct a clear model of “build-up to threshold” neurons
that account for the reaction time. Here arise two questions: (1)
How and where is the associated utility computed? (2) What
dynamics underlie the choice at the level of the SC and down-
stream? The authors return to the first question in chapters 5
and 6, but they leave the second question partially addressed.

In recent decades, we have witnessed huge advances in our
understanding of the representation of utility in cortical structures
such as frontal eye field, lateral intraparietal sulcus, orbitofrontal
cortex, and dorsal anterior cingulate cortex (dACC). Of particular
importance is the study by Hayden, Pearson, and Platt (2011),
which revealed stay-time related neural activities in dACC in a
task that mimicked patch-use behavior. The idea of “build-up to
threshold for decision making” proved central to understanding
the machinery of foraging control. However, a question arises:
What determines this threshold? To find the answer, research efforts
must be directed toward the sub-SC control in the brainstem.

We may assume that the decision to move occurs in a single
step at some higher level of the brain. But we can also consider
multiple decision steps distributed along the entire brain/spinal
cord network. A study by one of the commentators addresses
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the control of swimming direction in lamprey spinal cord, which is
composed of coupled segmental neural oscillators for locomotor
pattern generation. The lamprey instantaneously transitions from
forward to backward swimming, and the reversal of the swim
direction was reproduced when the caudal segment received stron-
ger excitation than the rostral (Matsushima & Grillner, 1992). A
commonly accepted idea is that the brain sends descending signals
that change the direction by biased excitation to the caudal spinal
cord segments. We may otherwise assume that the brain is
informed of the change in swim direction post-hoc, only after
the spinal network has decided it via inter-segmental interactions.
If this is the case, it is implied that the brain center can only pre-
dict the swimming direction with uncertainty.

The possibility of multiple decision steps and the involvement
of lower brain mechanisms in decision-making lead us to ques-
tion the evolutionary origin of optimal behaviors. The authors
emphasize the role of the cerebral cortex in the computation of
utilities (Ch. 5), which probably applies to us humans and most
mammals with developed cortical structures. But what about
fishes, amphibians, and birds? Lower vertebrates also have layered
cortex (Suryanarayana, Robertson, Wallén, & Grillner, 2017), but
these are underdeveloped when compared with mammals. Birds
have a big cerebrum comparable to that of primates (Olkowicz
et al., 2016), but it is not layered and the architecture of telence-
phalic pallia is different from the mammalian cortex (Shanahan,
Bingman, Shimizu, Wild, & Güntürkün, 2013). Do these non-
mammalians put up with sub-optimal decisions based on awk-
ward payoff computation because they lack the mammalian-like
cerebral cortex? Certainly, they do not.

The book of “Vigor” concludes by tentatively assigning seroto-
nin to effort (Ch. 7), and two cited papers are particularly impor-
tant in this argument. The first paper by Lottem et al. (2018)
examined the effects of optogenetic activation of raphe nuclei
(serotonergic cells) on foraging tasks. Contrary to the widely
accepted idea that serotonin tames animals (i.e., inhibitory con-
trol), the study suggests that serotonin promotes resource exploi-
tation and suppresses exploration of new patches; this is in
concert with our pharmacological study using serotonin-selective
reuptake inhibitor (Matsunami et al., 2012). The second paper is
by Cohen, Amoroso, and Uchida (2015), who carefully studied
activities of serotonergic neurons and found that (1) tonic activ-
ities could represent the global capture rate, whereas (2) transient
activities the local capture rate.

The evolutionarily conserved lower brainstem could, therefore,
be sufficient for behavioral variables necessary for the control of
vigor. If so, how do these serotonergic neurons compute the signals?
Do cortical networks instruct the lower brainstem? Or do they
uniquely compute the capture rate at the level of the lower brain-
stem and allow the higher center to be informed of it subsequently?
Evolutionary considerations teach us that animals usually make the
best use of available “construction materials” to adapt to environ-
mental changes, and rarely innovate new machinery to introduce
novel behaviors. The stories of dopamine and serotonin are linked
to the phylogenic origins of human neuroeconomics of vigor.

The control of vigor in social setting is another challenging
topic that needs to be addressed in the future. When competing
for limited resources such as food and mates, animals and
humans often invest more efforts; this is known as “social facili-
tation” (Zajonc, 1965). When foraging together, animals pay
more physical effort without an increase in the capture rate
(Amita & Matsushima, 2011; in domestic chicks; Ogura, Masamoto,
& Kameda, 2020 in humans; Ogura & Matsushima, 2011), therefore

they apparently deviate from optimality. Competition also causes
impulsive choices, encouraging animals choose small-but-
immediate reward more frequently even though the alternative
delayed option is larger (Amita, Kawamori, & Matsushima,
2010; also see Ogura, Amita, & Matsushima, 2018 for an adaptive
value of impulsiveness). Notably, the social facilitation of effort
investment was not impaired by selective depletion of mesolimbic
dopamine (Ogura, Izumi, Yoshioka, & Matsushima, 2015). We
may have to consider variables other than the local/global capture
rates when animals interact.

The field of neuroeconomics is still “under construction.” To
develop this novel science, we require a lot of “locally available
materials” (understanding of foraging behaviors in a variety of
animals with different evolutionary and ecological backgrounds)
and “a consistent design concept” (common mathematical frame-
works). In this book, a gap exists between the concept of meta-
bolic optimization of human locomotion and the mathematical
formulations for optimal foraging behaviors (Chs. 1 and 2).
Another gap is found between the discussion on the ecology of
foraging behavior and the eye movement studies in monkeys,
the cortical representations of utility, and the aspects of neuromo-
dulation in mice (Chs. 3, 4, and 5). Despite these few uncomfort-
able gaps, readers will find the proposed design concept highly
valuable, inspiring novel approaches for the unification of differ-
ent but highly related scientific disciplines of ecology, evolution,
economics, and neuroscience in the coming decades.
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Abstract

In active agents, sensory and motor processes form an inevitable
bond. This wedding is particularly striking for saccadic eye
movements – the prime target of Shadmehr and Ahmed’s thesis
– which impose frequent changes on the retinal image. Changes
in movement vigor (latency and speed), therefore, will need to be
accompanied by changes in visual and attentional processes. We
argue that the mechanisms that control movement vigor may
also enable vision to attune to changes in movement kinematics.

In their book Vigor, Shadmehr and Ahmed synthesize the vast lit-
erature on movement and reward to compose an intriguing thesis:
that the kinematics of our movements betray how much we value
the goal we move toward. Their core argument is that – at the
expense of more effort – we increase movement speed and
decrease movement latency to more quickly reach goals that are
valuable to us. With a pen for poetry, they craft beautiful exam-
ples of vigor and sloth in movements that could fill the pages

of a popular science book. But the authors take the reader on a
different route, deeper into the material, meticulously building a
coherent case for their thesis. This is a scientific magnum opus
of the kind that is rarely seen these days, by two outstanding sci-
entists in neuroscience and biomechanics, taking a passionate
look at the relation between movement and reward through the
spectacles of economics. In the first part of their book, they intro-
duce optimal foraging theory as a mathematical framework for
their argument, and review the evidence for its quantitative,
empirically testable predictions regarding the link between reward
and vigor. In the second part of the book, they focus on eye move-
ments, in particular – the motor system that has been studied the
most – recasting the classic literature of the neural control of sac-
cades from a neuroeconomic perspective. Weaving together dif-
ferent fields of investigation, their analysis makes a strong case
for the proposed link between reward and movement vigor,
geared toward maximizing what is known as the global capture
rate (i.e., the rewards gained less the efforts spent, in a given
time). This link inspires behavioral, electrophysiological, and
neurochemical research questions and, more often than not,
the authors’ predictions across these various levels of analysis
are met.

Here, we consider a fundamental consequence of Shadmehr
and Ahmed’s thesis that remained unexplored throughout their
book. In an active agent, movement is wedded to perception
more than to any other function of the brain. Saccadic eye move-
ments – the type of movement that the authors focus on through-
out the bulk of their book – are a prime example of this bond.
Small, fixational eye movements allow the visual system to code
space by time (Rucci, Ahissar, & Burr, 2018). Saccades bring
the fovea to different parts of the visual scene (Rayner, 2009).
And large-scale gaze shifts, involving movement of the head
and the trunk, bring new parts of the world into view (Land,
2004). These movements do not only change what we look at,
they impose rapid global displacements of the visual scene on
the retina that require keeping track of where things are in
space (Cavanagh, Hunt, Afraz, & Rolfs, 2010; Wurtz, 2008).
Every degree of change in movement vigor, thus, entails an
equal degree of change in the perceptual consequences of these
movements. Shadmehr and Ahmed briefly allude to this idea,
arguing that “we are blind for a total of 1.5 hours during each
waking day, making it particularly important for the brain to opti-
mize duration of each saccade” (p. xii). They calculate that higher
movement speeds (as those observed in response to high reward)
could reduce this time by 10 min a day, which would yield a gain
of many months of seeing over a human lifetime. Although these
numbers are flabbergasting, this argument might not age well. We
now know that the processing of visual information acquired
strictly during a saccade is intact and functional, serving object
continuity across saccades and facilitating gaze correction upon
saccade landing (Schweitzer & Rolfs, 2020, in press). Thus, reduc-
ing the duration of saccade-induced blindness might not be a top
priority of this sensorimotor system.

Our point, therefore, is a different one. Imagine you would get
a chip implanted that optimized your movement skills – including
what is commonly called “muscle memory” and the reward-based
mechanisms maintaining speed and accuracy. You would be
gifted, say, with the nimble movements of a Parkour master, the
rapid dexterity of an E-sports champion, or a professional danc-
er’s finesse in combining intricate body movements. Would you
instantly run, play, or dance at their level of skill? We argue
that you would not. Just like tuning the engine of a car for higher
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speed would impose stress on other key parts of the machine (say,
the steering, the suspension, or the brakes), an isolated update of
the motor and reward system might leave the other core systems
of the brain incapable to catch up. This point is most evident for
perception – when we alter the way we move, new sensory infor-
mation arrives at a different rate. More vigorous (i.e., high-speed
and low-latency) eye movements, for instance, would require
more efficient visual processing, as the sensory consequences of
saccades hit the visual system at a quicker pace. Although the
speed of looking at a desirable object – such as the candy bar spot-
lighted by the authors – may reveal its subjective value, the fast
movement does not achieve its goal if the visual system is not pre-
pared to apprehend the next part of the scene.

Thus, the efficiency of a sensory system must match the vigor
of the movement system that alters its input. To achieve and
maintain an appropriate, systemic balance, there appears to be a
need for plasticity in perceptual and attentional processes in
response to changes in movement vigor. In spelling out this argu-
ment, the focus can remain on saccadic eye movements, as they
showcase our point prominently. Saccades are visual actions
that are inextricably linked to their sensory consequences –
every movement of the eyes across the visual scene yields an
immediate, equal and opposite movement of the scene across
the retina. The perceptual consequences of saccades depend on
saccadic peak velocity (Ostendorf, Fischer, Finke, & Ploner,
2007) and the timing of post-saccadic visual information
(Balsdon, Schweitzer, Watson, & Rolfs, 2018; Castet, Jeanjean, &
Masson, 2002). In addition, even though pre- and intra-saccadic
stimuli are routinely omitted from conscious perception
(Campbell & Wurtz, 1978; Duyck, Collins, & Wexler, 2016),
visual processing remains effective during omission (Watson &
Krekelberg, 2009) and serves fundamental visuomotor functions
(Schweitzer & Rolfs, 2020, in press). Changes in vigor should
thus have immediate consequences for visual processing during
and around the time of saccades. Is the visual system prepared
to deal with these consequences?

Next to nothing is known about the plasticity of intra-saccadic
visual processes (for a first exception, see Scholes, McGraw, &
Roach, 2021), so we will focus on another key player in the active
visual system – attentional selection. Predictive attentional
processes support vision across saccades (Rolfs, 2015). Some
100 ms before the eyes move to a new location, the part of the
scene that the saccade aims for stands out from the background
(Rolfs & Carrasco, 2012) and can be more easily discerned than
other locations in the scene (Deubel & Schneider, 1996; Ohl,
Kuper, & Rolfs, 2017). As a consequence of the saccade, objects
that have a fixed place in the world rapidly shift to new positions
on the retina (e.g., the target of a saccade shifts to the fovea).
Pre-saccadic attention enhances performance in a broad range
of spatial frequencies, with an emphasis on the highest spatial fre-
quencies that can be resolved (at a given eccentricity), presumably
to prepare for foveal processing (Kroell & Rolfs, 2021). At the
same time, sensory tuning toward features of the target object
sharpens as movement preparation progresses (Li, Barbot, &
Carrasco, 2016; Ohl et al., 2017). To keep track of attended
objects’ changing locations, visual processing relies on the predic-
tive updating of this pre-saccadic attention (Rolfs, Jonikaitis,
Deubel, & Cavanagh, 2011), and we have argued that it is this
concert of attentional processes that gives rise to perceptual con-
tinuity across saccades (Cavanagh et al., 2010; Rolfs, 2015; Rolfs &
Szinte, 2016). To maintain perceptual continuity in the face of
changes in saccadic vigor, therefore, we need to understand

how differences in movement latency and velocity could alter
the dynamics of these predictive attentional processes.

We suggest that the pace of information arriving in volleys on
the retina itself would allow the visual system to sharpen its atten-
tional priorities in time and space, and increase sensitivity to the
features of objects it is going to look at next. One way to achieve
that would rely on the same quantity that, in Shadmehr and
Ahmed’s view, controls movement vigor – reward, harvested at
each new fixation. Although the direct impact of reward on pre-
saccadic attention (as to our knowledge) has never been investi-
gated, reward does alter visual processing in a way similar to pre-
saccadic attention. For instance, reward history strongly shapes
attentional selection in favor of high-reward stimuli with corre-
sponding advantages in visual processing (Failing & Theeuwes,
2018). Higher reward improves orientation discrimination by
sharpening behavioral orientation tuning functions (Baldassi &
Simoncini, 2011), and increases visual sensitivity in response to
exogenous spatial cueing (Engelmann & Pessoa, 2007).
Correspondingly, stimuli associated with high reward elicit stron-
ger responses in visual cortex and in the attentional control net-
work than low-reward stimuli do (Serences, 2008). Indeed,
selection based on reward history as opposed to selective attention
seems to be hard to dissociate at a neural level. Curiously, the
basal ganglia – a key player in the modulation of vigor according
to Shadmehr and Ahmed – are involved in the control of visual
attention (Arcizet & Krauzlis, 2018). They may thus constitute a
shared origin of simultaneous changes in reward-related priorities
for action as well as attentional influences on perception.

The similarities between the consequences of reward and pre-
saccadic attention for visual processing suggest that the mecha-
nisms to prepare the visual system for faster (or slower) move-
ments are in place, in that reward serves both the motor and
the visual system at the same time. Although the relation between
vigor and visual processing remains largely unexplored, some evi-
dence suggests that pursuing a research program in this direction
could be fruitful.

First, there is at least one hint that pre-saccadic attention shifts
are malleable, and that this plasticity occurs as a consequence of
implicit reward. White, Rolfs, and Carrasco (2013) had observers
saccade to one of six patches of moving dots. The target location,
and the motion direction of each patch, were randomly chosen on
each trial. Observers were asked to execute the saccade and dis-
criminate a brief luminance pulse (the probe) displayed some
time before movement onset at an unpredictable location. They
showed that, just before saccade onset, performance in the lumi-
nance discrimination task (their proxy for the deployment of
selective attention) was tied specifically to the saccade target loca-
tion. Interestingly, this spatial specificity was reduced when the
probe had appeared at a non-target location on the previous
trial. Another way to put this result is that observers paid more
attention to non-target locations when they had just made the
experience that the perceptual task was spatially dissociated
from the saccade target. Along the same vein, if on the previous
trial, the motion direction at the probed location matched that
of the saccade target, then the current target’s motion direction
improved performance across all locations. Thus, the recent his-
tory of utility of the feature and location of the saccade target
was associated with adaptive changes in pre-saccadic attention.

Second, Jonikaitis and colleagues showed that attention shifts
more vigorously to the target of a saccade when the imminent
movement has a shorter as compared to a longer latency
(Jonikaitis & Deubel, 2011). This pattern of results was consistent
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across many data sets (Jonikaitis & Theeuwes, 2013) and suggests
that attention is coupled to movement onset, not to the onset of
the instruction to move. A more intriguing aspect of this result,
however, is that the dynamics of predictive attentional processes
may covary with the vigor of our movements.

Such links between movement and attention provide a rare
glimpse at how visual processing covaries with the kinematics
of movement control (for another striking example in the domain
of perception, see van Heusden, Rolfs, Cavanagh, & Hogendoorn,
2018). Future research should address directly how changes in
movement vigor accelerate or decelerate perceptual processes,
and how, at the same time, the needs of the visual system may
impose constraints on the variability and plasticity of movement
vigor.
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Abstract

A compelling ecological theory of movement and vigor must
explain why humans and other animals spend so much time
not moving. When we rest, our somatic maintenance systems
continue to work. When our somatic maintenance requirements
increase, we place greater subjective value on resting. To explain
variation in movement and vigor, we must account for the sub-
jective value of resting.

This book is an important contribution to the study of movement.
Shadmehr and Ahmed propose that humans and other animals
move in ways that maximize the rate of net utility acquired over
time. Moving with greater vigor to obtain a reward costs more energy
but secures the reward sooner. Thus, vigor is a mechanism that helps
us navigate tradeoffs between time and energy costs. An individual’s
degree of vigor in pursuit of a given reward offers a window into how
much subjective value the individual places on that reward.

But a compelling ecological theory of movement and vigor must
also explain why humans and other animals spend so much time
not moving. As it turns out, the relative utility of resting may
explain a lot about when and how much we choose to move.

Resting (i.e., abstaining from effortful movement) is not a
reward-neutral behavior. Much like a motivation to feed generates
feelings of hunger; a motivation to rest generates feelings of
fatigue (Hockey, 2013). The motivation to rest appears to track
both internal information (e.g., nutritional status and illness)
and external information (e.g., ambient light and environmental
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hazards) (Hubbard, Ruppert, Gropp, & Bourgin, 2013; Lima,
2005; Schrock, Snodgrass, & Sugiyama, 2019; Spurr, 1983).

When we are at rest, our somatic maintenance systems con-
tinue to work – identifying and neutralizing toxins and patho-
gens, repairing tissue damage, digesting food, and synthesizing
proteins for a range of other functions (Snodgrass, 2012).
Resting is a behavior that maximizes the metabolic resources
available for somatic maintenance. Energy that would otherwise
have been spent on movement can instead be spent on somatic
maintenance when we are at rest (Westerterp, 2017).

Rest also has other benefits. For example, resting in a safe place
may, on average, reduce the risk of predation or pathogen expo-
sure (Hart, 1990; Lima, 2005). Resting is so central to our behav-
ioral repertoires that most humans dedicate at least 6 hours of
each 24-hour period to obligate rest, in the form of sleep
(Nunn & Samson, 2018). In addition to extended periods of
rest at night, human daytime activities are also interspersed
with frequent bouts of resting (Munroe et al., 1983).

An individual who moves forfeits the benefits of rest. A moti-
vational system that optimally regulates movement must account
for the opportunity costs of giving up rest. For movement to be
worthwhile, its net payoff must outweigh the benefits of resting.

The motivation to rest, or at least to minimize movement, is
surprisingly strong (Lieberman, 2015). The high subjective value
of resting, in the absence of a compelling reason to move, is illus-
trated by the fact that many of us find it difficult to maintain min-
imum levels of physical activity recommended by medical experts
(Guthold, Stevens, Riley, & Bull, 2018), despite the well-known
health benefits and social desirability of being physically active.

Human motivational systems that regulate movement evolved
in environments where subsistence required relatively demanding
physical work and calorie-dense foods were relatively scarce
(Eaton, Konner, & Shostak, 1988; Lieberman, 2015). The evolution-
arily novel energetic conditions of many contemporary environments
may lead to patterns of movement regulation that are not optimal for
long-term cardiometabolic health (Eaton & Eaton, 2003).

The average utility of resting, relative to other behaviors,
appears to vary widely across species. For example, a comparative
study of time allocation budgets in primates, based on direct
behavioral observation of free-living populations, reported that
the proportion of observed time spent resting varies from 70.3%
in Columbian red howler monkeys to 10.9% in common squirrel
monkeys (Pollard & Blumstein, 2008). Differences between pri-
mate species in resting time are associated with other key determi-
nants of the energy budget, including brain size, body size, and
caloric density of the diet (Schrock, 2020).

Changes in the subjective value of resting can have a profound
influence on movement and vigor. For example, humans and
other animals typically place a greater subjective value on rest
when they are sick compared to when they are healthy
(Shattuck & Muehlenbein, 2015). Greater lethargy during sickness
has been reported in multiple taxa, including humans (Lasselin
et al., 2020a), nonhuman primates (Friedman, Reyes, & Coe,
1996), rodents (Engeland, Nielsen, Kavaliers, & Ossenkopp,
2001), birds (Owen-Ashley & Wingfield, 2007), and amphibians
(Llewellyn, Brown, Thompson, & Shine, 2011), suggesting that
increased resting when sick is a phylogenetically ancient response.
This likely reflects, in part, the high energy costs of activating the
immune system to fight infection and repair somatic damage
(Horan, Little, Rothwell, & Strijbos, 1989; Muehlenbein,
Hirschtick, Bonner, & Swartz, 2010). During illness, calories
that are saved by not moving can instead be used to fund the

elevated somatic maintenance costs incurred by immune activa-
tion (Schrock et al., 2019).

Somatic maintenance costs can be manipulated via administra-
tion of lipopolysaccharide (LPS) (Lasselin et al., 2020b). LPS is a
molecule found on Gram-negative bacteria. Many of our cells
have receptors that detect LPS circulating in the blood supply
and in other tissues. When these receptors detect LPS, it triggers
a calorically costly inflammatory immune response aimed at
fighting bacterial infection (Horan et al., 1989). This inflamma-
tory immune response triggers the classic features of sickness,
including lethargy, social withdrawal, reduced appetite, and
increased body temperature (Shattuck & Muehlenbein, 2015).
The administration of LPS (without causing actual infection) is
a commonly used paradigm to study the behavioral and motiva-
tion changes that occur during sickness.

One study found that male zebra finches who were housed
alone and treated with LPS (to induce sickness) exhibited greater
rates of resting behavior compared to male zebra finches who were
housed alone and treated with placebo (Lopes, Adelman,
Wingfield, & Bentley, 2012). This experiment was repeated with
males who were housed in a breeding colony. When housed in
the breeding colony, LPS treatment did not lead to increased rest-
ing behavior. Apparently, the proximity of potential mates and
social competitors provided sufficient alternative motivations to
outweigh the sickness-induced motivation to rest. A follow-up
study found that LPS-treated birds who spent more time resting
exhibited better immune function, as indexed by bacterial killing
capacity, haptoglobin-like activity, and ability to modulate body
temperature (Lopes, Springthorpe, & Bentley, 2014). This study
provides an example of how resting can play a role in promoting
effective somatic maintenance.

Sickness does not force an individual to rest. Rather, sickness
increases the subjective value of rest. When alternative motiva-
tions that require movement are sufficiently compelling, sick indi-
viduals will still move to satisfy those motivations (Lopes, 2014).

For example, one study induced sickness by administering LPS
to mouse dams with litters of dependent pups (Aubert, Goodall,
Dantzer, & Gheusi, 1997). When ambient temperatures were neu-
tral, sick mouse dams reduced their rate of nest building behaviors
compared to dams treated with placebo. When experimenters
reduced ambient temperatures to colder levels that represented
a danger to the pups, sick dams engaged in nearly as much
nest building behavior as healthy dams. This study suggests that
the increased danger to pups in cold environments generated
an alternative motivation sufficiently compelling to at least par-
tially overcome the increased motivation to rest during sickness.

The growing literature on the behavior of sick humans and
other animals suggests that the increased subjective value of rest-
ing during acute illness is an adaptive response aimed at prioritiz-
ing somatic maintenance (Schrock et al., 2019; Shattuck &
Muehlenbein, 2015). An alternative hypothesis is that the
increased motivation to rest in acutely sick individuals is a path-
ological byproduct of illness. However, the motivational changes
that occur during sickness are mediated by highly organized
bidirectional communication circuits between the peripheral
immune system and the brain (Maier & Watkins, 1999;
McCusker & Kelley, 2013). Such highly organized regulatory sys-
tems are unlikely evolve for no reason, much less so if they are a
net detriment to survival and reproduction. Furthermore, the
broad phylogenetic scope of resting as a response to illness sug-
gests that it has been evolutionarily conserved or that it has
evolved independently in different lineages (Lasselin et al.,

Commentary/Shadmehr and Ahmed: Précis of Vigor: Neuroeconomics of Movement Control 25

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0140525X20000667
Downloaded from https://www.cambridge.org/core. University of Colorado Boulder, on 24 Feb 2022 at 19:28:21, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0140525X20000667
https://www.cambridge.org/core


2020b; Schrock et al., 2019; Shattuck & Muehlenbein, 2015). It
should be noted, however, that lethargic states driven by chronic
degenerative disease may often be maladaptive (Myers, 2008).

Experiments have demonstrated that sick individuals tend
exhibit increased aversion to effort relative to healthy individuals
(Vichaya & Dantzer, 2018). In other words, sick individuals perceive
a given level effort to be more costly than do healthy individuals.
From the viewpoint of resting, this suggests that sickness increases
the utility of resting, which, in turn, increases the value a reward
must provide in order to make a given level of effort worthwhile.

There has been relatively little direct research on the relation-
ship between sickness and the degree of vigor in patterns of move-
ment. One exception is a study that experimentally induced
sickness via LPS administration in human participants and com-
pared walking speed between sick and healthy individuals
(Sundelin et al., 2015). The study reported that LPS-treated indi-
viduals walked slower than placebo-treated individuals and that
individuals who watched films of participants walking rated the
LPS-treated individuals as less healthy than placebo individuals.
Slower walkers were rated as looking less healthy, sadder, and
more tired compared to faster walkers.

Safe doses of LPS can be used to experimentally manipulate
sickness in humans and other animals (Lasselin et al., 2020b).
The availability of this experimental paradigm opens a wide
range of opportunities for novel studies on sickness and move-
ment, including studies of saccade vigor.

Shadmehr and Ahmed briefly touch on resting in one passage
of the book, when they discuss a study of locomotion decisions in
starlings (Bautista, Tinbergen, & Kacelnik, 2001). The birds were
trained to pursue rewards via walking or flying and were allowed
to make decisions between walking and flying under varying
conditions. The starlings made walk versus fly decisions in a man-
ner that was consistent with maximizing the net rate of energy
capture. However, the birds frequently opted not to walk or fly
but rested instead. This was viewed as a somewhat puzzling behav-
ior because the net rate of energy capture when resting was always
negative. The authors of the starling study surmised that, in some
cases, the risk of predation might outweigh the benefits of move-
ment (Bautista et al., 2001). I propose that that somatic mainte-
nance and the utility of rest are missing pieces of the puzzle that
would help make sense of scenarios where individuals abstain
from effortful movement, including the starling example.

The literature discussed in this commentary suggests that
somatic maintenance is a key variable that influences an individ-
ual’s decisions about whether to rest or move. Given the amount
of time that humans and other animals spend resting (Munroe
et al., 1983; Pollard & Blumstein, 2008), the utility of resting is
not a trivial detail. It should be included in ecological models of
vigor and movement.

I have endeavored to show that resting holds utility that the
utility of resting varies depending on an individual’s circum-
stances, and that changes in the utility of resting can lead to
changes in patterns of movement. I use sickness as an example,
but sickness is not the only circumstance that changes the utility
of resting. Other factors that may influence the relative utility of
resting include nutritional status (Spurr, 1983), physical exertion
(Pageaux & Lepers, 2016), ambient light (Hubbard et al., 2013),
and gestation (Butte & King, 2005), to name a few. If resting
held no utility, we would constantly move through our environ-
ments, scooping up any reward we could get our hands on. If
we hope to explain variation in movement and vigor, we must
account for the utility of resting.
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Abstract

Shadmehr and Ahmed’s book is a welcome extension of optimal
foraging theory and neuroeconomics, achieved by integrating
both with parameters relating to effort and rate of movement.
Their most persuasive and prolific data come from saccades,
where times before and after decision are reasonably determi-
nate. Skeletal movements are less likely to exhibit such tidy tem-
poral organization.

Shadmehr and Ahmed (2020) give a compelling statement of
optimal foraging theory incorporating effort and speed of move-
ment, providing rich targets both for behavioural analysis and for
neuroeconomic enquiry into the substrates of selection and con-
trol. Their most common and convincing illustrations concern
saccades, which are a convenient target for neuroeconomics.
Eye movements relative to the skull have a simple geometric orga-
nization, with a correspondingly simple topographic representa-
tion. Each eye’s movements depend on only six specialized
muscles, and different movements are strictly mutually exclusive.

Eyes rotate around their own centres of mass, making gravita-
tional loads irrelevant. Relative to a stationary head, the relation-
ships between efferent nervous activity and muscle activation, and
between muscle activity and movement, are close to direct corre-
spondence. Finally, the “collicular burst” constitutes an uncontro-
versial culmination of the decision process, clearly demarcating
processes before and after it. Varying the reward contingencies
associated with cued saccade targets, thus manipulating the con-
sequences of movements, while measuring neural activity
upstream of oculomotor control is one of the founding experi-
mental paradigms in neuroeconomics (Glimcher & Sparks,
1992; Platt & Glimcher, 1999). Early study measured activity at
specific locations in topographic maps of possible movements
in advance of cued and rewarded saccades, finding that activity
related meaningfully to expected subjective value from those
movements, and predicted saccade selection.

Sherrington (1906) introduced the notion of a final common
path, referring to the last neural stage at which competition
between incompatible deployments of combinations of muscles
can be resolved. He recognized that some different movements
made conflicting demands on the same muscles. McFarland
and Sibly (1975) in turn introduced the notion of a behavioural
final common path to represent the control processes of a behav-
ing organism, including both perceptual and motor competition.
(The qualifier “behavioural” distinguishes their proposal from
Sherrington’s neural conception.) In highly compressed sum-
mary, McFarland and Sibly propose that the revealed preferences
of an animal can be represented in a “candidate space” where
mutually exclusive actions and activities are ordered along dimen-
sions according to relationships of “displacement” over one
another, determining a set of indifference curves. The determi-
nants of the actions and activities of an animal can, in turn, be
represented in a “causal factor space” consisting of all variables
causally relevant to the animal’s behaviour. This space is divided
into a “cue space” of external factors to which the animal is sen-
sitive, and a “command space” of internal factors. Considered
abstractly, the task of behavioural ecology is to characterize the
candidate space, and to determine the structure of the causal fac-
tor space, in principle being able to predict how changes in the
causal factors will be expressed in behaviour. From this perspec-
tive, neuroeconomics can be understood as applying tools of cog-
nitive neuroscience to find the neural basis for value
computations in the command space which explain the course
of behaviour (Glimcher, 2002). Much neuroeconomic research
seeks to identify value representations and computations at or
upstream of final common paths, something about which
Glimcher (2011) is helpfully explicit. In the case of saccades
from a stationary skull, for the reasons glossed above, this task
is relatively tractable. Shadmehr and Ahmed’s treatment of vigour
both articulates the relationships between speed of movement and
returns from action, and confirms that neural processes of selec-
tion and control are sensitive to these relationships.

Skeletal movements and their corresponding control systems,
although, exhibit interacting complications absent in saccades.
They are rarely ballistic, involve many more muscles, and often
deploy linked series of joints. Most of the enormous variety of
possible movements is sensitive to bodily orientation, gravita-
tional loading, inertia, and the disposition and properties of
nearby surfaces, which can all change independently of, and
because of, the movement itself. As a result, activity in somato-
topic maps in the motor cortex doesn’t correspond nearly as
neatly to bodily movement as it does with fixed-head saccades.
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The functional effects of different bodily movements can be sub-
stitutable to varying degrees, because different movements can
achieve equivalent effects. Movements also stand in highly vari-
able relations of mutual exclusivity, including cases where differ-
ent goals can be pursued simultaneously. In consequence, the
relationships between behavioural function and movement are
neither simple nor direct, and opportunity costs harder to deter-
mine. Shadmehr and Ahmed are well aware of these consider-
ations (see Shadmehr & Mussa-Ivaldi, 2012), but it is worth
focusing on their significance.

There are indeed topographic maps of the body, but the com-
plex mappings noted above mean that different parts of them are
relevant to different combinations of functions, movements, and
conditions. There aren’t determinate final common paths corre-
sponding only to those bodily resources relevant to an effect or
function, because many can be achieved in multiple ways.
(Some, but not all, ways of removing your spectacles involve
your left elbow.) As Gallistel (1980) puts it, this implies that con-
trol of skeletal muscles must be expressed through a “lattice hier-
archy” in which the level at or before which competition over
deployment of degrees of freedom must be resolved is highly var-
iable. Any functional – as opposed to merely anatomical – topo-
graphic map or internal model for handling these relationships
will have to be abstract and distributed. These considerations
pose significant challenges to any attempt to study whole body
vigour and its neural control with anything like the temporal spe-
cificity available in the saccade case.

Shadmehr and Ahmed, similar to McFarland and Sibly (1975),
hold that selection is made in terms of a “currency” which ranks
states, or actions conditional on states, in ways that have contrib-
uted to success under natural selection (Spurrett, 2021).
McFarland and Sibly explicitly specify a common currency, but
Shadmehr and Ahmed share the presumption of commensurabil-
ity. McFarland and Sibly note that the hypothesized ranking pro-
cess, because it should take “all relevant motivational variables”
into account, must be “located at a point of convergence in the
motivational organization” (1975, p. 290). That is, the supposed
optimizing over all of the relevant factors – including bodily
needs and their relative evolutionary urgency, the expected costs
and returns of available actions, the physics and geometries of
the actions themselves in context of the physics and geometry
of the environment – requires a place, a “point,” where everything
comes together. This rings a Dennettian bell.

Dennett has argued that the notion of a determinate “finish
line” for the transition to consciousness is untenable over rela-
tively short time-scales, in extended systems such as brains in
their bodies which transmit information at finite speeds
(Dennett, 1991; Dennett & Kinsbourne, 1992). In such cases,
the effective time-ordering of distal events about which informa-
tion travels at finite speeds isn’t generally independent of where
and how the determination is made. Dennett’s criticism of the
pseudo-dualist view he calls “Cartesian materialism,” that is, is
partly driven by reflection on the implications of the fact that
“the ‘point’ of view of the observer must be smeared over a rather
large volume in the observer’s brain” (Dennett, 1991, p. 107). This
reasoning isn’t only relevant to consciousness, and applies to deci-
sions, selection, and control. The shared issue isn’t consciousness,
but the suggested unproblematic determinacy of times “before,”
“of,” and “after,” becoming conscious or being decided. Recall
that we’re supposing that estimates of all relevant costs – in
time, calories, and so on – and rewards in their many modalities
are to be integrated into the common currency, and applied to

select deployments of the whole body. If we suppose that action
selection is comprehensively informed by converging communi-
cation from across an extended sensorimotor system, and that
there is a definite moment of decision, we need selection to hap-
pen at a point, or for there to be a determinate boundary across
the lattice hierarchy demarcating events before and after selection.
And we must not help ourselves to a supernatural external view-
point here: Relationships of before and after must be settled by
processes operating at the speed of neural activity.

Similar to Cartesian materialism, the view that selection takes
place at a determinate moment, let alone at a point, is not openly
defended. But other things people say and write suggest its influ-
ence. McFarland and Sibley’s passing reference to a “point of con-
vergence” may be one example. Shadmehr and Ahmed’s
occasional remarks about the value estimating state of a whole
agent at a “moment,” or to the rate of reward harvesting at an
“instant,” and to a determinate “time of decision” suggest it as
well. These terms are, of course, meaningful in the mathematical
models they are deploying. Those models can be expected to
idealize and simplify neural reality, as Shadmehr and Ahmed
are fully aware.

Nonetheless, if there can’t be a central executive able to inte-
grate everything quickly enough to make selection and control
of all skeletal movement consistently sensitive to a single value
function responsive to all available information, something else
must be going on. If there was a central executive that delayed
until all the information was in, the resulting hesitations would
be obvious. (Imagine waiting for a whole body “collicular burst”
to determine whether to wave hello while walking.) A key feature
of Dennett’s positive view of consciousness is the simultaneous
construction, revision, and propagation of incompletely specified
interpretations (“multiple drafts”) of the sensorimotor situation,
where contingencies in the flow of interaction can contribute to
which achieve the celebrity of consciousness, and where repre-
sented time can come apart from the temporal course of the vehi-
cles of content. We can imagine an analogous process for
selection and control where parallel sensorimotor processes corre-
sponding to opportunities in the environment and occasioned by
internal needs estimate the expected costs and returns of taking
those opportunities, and compete for execution as long as there’s
time. Cisek, independently of Dennett and focusing on action
selection rather than consciousness, has imagined this, and called
it the “affordance competition hypothesis” (Cisek, 2007). This
does without the presumption of a determinate finish line by pro-
posing that “the processes of action selection and specification
occur simultaneously” (2007, p. 1586). On his view, incoming
sensory and bodily information selectively inform the generation
of a number of incompletely specified candidate behaviours,
which may be released into execution in advance of full
specification. (The term “affordances” is from Gibson’s [1979]
ecological psychology.) Cisek’s affordance competition, that is,
is a multiple drafts model of action selection and control, in
which there’s no mandatory bottleneck for all deployments, and
specification can sometimes lag behind selection. Shadmehr and
Ahmed show that if such a theory is to be taken seriously,
candidate actions must vary in vigour, and processes of competi-
tion and selection be sensitive to relationships between vigour and
reward rate.

It is a likely consequence of this type of view that value-
sensitive computation – tracking needs, opportunities, expected
costs, and returns of candidate actions – is neurally widespread.
Were it not so, the processes corresponding to different actions
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would be unsuited to flexible and swiftly expressed competition
wherever needed in the lattice hierarchy. This picture, offered as
a suggested way of talking and thinking that does without the
implications of terms like “moment of decision” including the
implication of a determinate agent-wide time “before” decision,
is potentially consistent with what is revealed in many neuroeco-
nomic experiments. When the expression of choice is severely
constrained, when both the options themselves and the means
of expressing them kept strictly mutually exclusive, and when
time itself is regimented with cues and delays, we might reason-
ably expect to find that both behaviour and neural processing
fit our best theories most neatly. Our best theories should, for rea-
sons Shadmehr and Ahmed convincingly articulate, be sensitive
to the importance of vigour. That so many of our most compel-
ling experiments don’t discourage interpretation in terms of
determinate moments of, and before, choice for the whole
agent, however, may tell us less about control on the hoof and
in the wild than it does about what it takes to bring value tracking
neural processes into empirical focus.
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Abstract

I explore a distinct perspective from that brought in the book by
arguing that in postural control our organism selects the vigor of
reactive responses guided by an optimization rule considering
first the required postural response for balance recovery as indi-
cated by afferent information from a myriad of sensory recep-
tors, and second the history of previous responses to similar
perturbations.

In everyday living, humans are continuously challenged to main-
tain their body balance against the gravitational force.
Particularly, when standing quietly in upright stance, we try to
keep our body center of mass at a low energy consumption loca-
tion over the support base, delimited by the positions of our feet,
so that a reduced amount of torque at the ankles is enough to sta-
bilize balance. On the contrary, sudden large-scale balance pertur-
bations, such as tripping or slipping, require energy-consumption
vigorous and fast muscular activation throughout the body to pre-
vent a fall. At the first exposure to a perturbation, we are usually
able to select a response good and strong enough to allow for bal-
ance recovery. Our primary response to an unusual postural per-
turbation, however, is characterized by poorly coordinated and
energetically expensive movements. When suffering repeated bal-
ance perturbations, responses become more effective and eco-
nomic, reducing the magnitude of muscular activation and
amplitude of limb movements at the same time that the chance
of falling is decreased. In my comments, I will explore a perspec-
tive distinct from the core idea brought by Shadmehr and Ahmed
in Vigor: Neuroeconomics of Movement Control that movement
vigor is determined by the amount and rapidity of reward acqui-
sition in relation to the effort expended. Rather, I argue that in
postural control our organism selects the vigor of reactive
responses to sudden extrinsic perturbations guided by an optimi-
zation rule considering two contextual factors. First, the required
magnitude of a postural response for balance recovery as indicated
by afferent information from a myriad of sensory receptors, and
second, the history of previous responses to similar perturbations.
In this case, there exists a single relevant and immediately pro-
vided reward of achieving successful balance recovery without
falling.

As seminal findings supporting my argument, Nashner (1976)
compared feet-in-place postural responses to a short set of repet-
itive displacements of the support base, either through toes-up
rotations or backward translations. Results revealed task-specific
adaptation over trials, with progressive reduced plantiflexor mus-
cular activation for support base rotations, and progressive
increased activation of the same muscles for support base transla-
tions. Both muscular response patterns were adaptive, as indicated
by increased balance stability in the last as compared to the first
perturbation trial. In this classic study, Nashner showed, thus, that
response vigor of the plantiflexor muscles was modulated as a
function of the particular task requirements for balance recovery
and also by the history of consequences from previous responses.
Further support for the notion that reactive postural responses are
selected on the basis of functional task requirements and history
of postural responses to previous perturbations comes from a
recent study we conducted by applying stance perturbations lead-
ing to forward body sway with magnitudes of 6, 8, and 10% of
body mass (Teixeira et al., 2020). Responses were constrained to
feet in place reactions to evaluate the effect of load on the
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magnitude of automatic postural responses at the ankles. One
group was exposed to a series of perturbations of progressively
increasing load magnitudes, whereas another group faced the
opposite decreasing sequence. On the one hand, results showed
instantaneous scaling at the very first reactive response to a
given perturbation load, with vigor of postural responses corre-
sponding to the magnitude of stance perturbation. On the other
hand, the increasing in comparison with the decreasing load
sequence led to reduced displacement and velocity of center of
pressure under the feet, in parallel with lower activation rate of
the agonist plantiflexor muscles. Namely, response magnitude
to a given load was decreased or increased depending on whether
the previous responses were generated to a lower or to a higher
load, respectively. These results indicate that feedback from differ-
ent sensory receptors signaling fast body sway (e.g., muscle spin-
dles, mechanoreceptors under the feet soles, and vestibular
apparatus) guides instantaneously the selection of vigor of pos-
tural responses in coherence with the perturbation magnitude,
whereas the history of previous responses to a lower or higher
load magnitude preset proactively the control system through
feedforward processes for down- or up-sizing the postural
response vigor.

For repeated similar perturbations vigor of postural responses
is diminished, leading to more effective and economic move-
ments. The first perturbation of a sequence has been shown to
be featured by excessively strong muscular activation, resulting
in exaggerated amplitude of limb and trunk movements
(Oude Nijhuis et al., 2009; Tang, Honegger, & Allum, 2012).
Interestingly, these strong responses rather than leading to fast
recovery of stance stability provokes indeed further balance per-
turbation. Over repeated perturbations of the same kind, one
will see more economic movements associated with increased bal-
ance stability. This effect has been explored for improvement of
reactive responses in perturbation-based balance training.
Results have shown that training reactive balance responses by
means of serial perturbations leads to decrement of the following
response parameters: (a) hip angular velocity (Krause et al., 2018),
(b) number and/or length of compensatory steps (Mansfield,
Peters, Liu, & Maki, 2010; McIlroy & Maki, 1995), and (c) ampli-
tude of arms and trunk displacement (Akinlosotu, Alissa, Sorkin,
Wittenberg, & Westlake, 2020; Hurt, Rosenblatt, & Grabiner,
2011; Takazono, de Souza, de Oliveira, Coelho, & Teixeira,
2020). Reinforcing the adaptive value of previous exposure to per-
turbations for selecting response vigor in future events, research
has also shown retention of stability gains over time (König
et al., 2019; McCrum, Karamanidis, Willems, Zijlstra, & Meijer,
2018), and generalizability of gains to contexts different from
that specifically experienced during the perturbation-based bal-
ance training (Lee, Bhatt, & Pai, 2016; Takazono et al., 2020).
Through different measurements, then, these findings show that
the history of previous experiences with perturbatory events to
balance stability prospectively attenuates the vigor of ensuing
reactive postural responses through feedforward processes, mak-
ing them at the same time more economic in energy consumption
and more effective for balance recovery. Neurophysiologically,
response vigor can be thought to be modulated at two control lev-
els. At the lower level, it has been shown that balance training
through self-induced perturbations by standing on an unstable
support surface leads to attenuation of fast peripheral reactions
in the lower limb, as revealed by decreased excitability of the
H-reflex following training (Keller, Pfusterschmied, Buchecker,
Müller, & Taube, 2012; Taube et al., 2007). At higher control

levels, perturbation-based balance training has been shown to
lead to increased activation of the prefrontal and parietal cortices
(Patel, Bhatt, DelDonno, Langenecker, & Dusane, 2019), which
can be thought to underlie adaptive selection and scaling of com-
pensatory responses to unanticipated balance perturbations.

An additional instance supporting the argument that contex-
tual factors guide modulation of vigor of muscular responses
can be seen under organismic constraints. In bipedal creatures
such as humans, the two legs are coordinated to share the duty
of producing muscular forces for maintaining stability of upright
balance control. When keeping quiet stance, for example, the two
legs share equivalent control responsibilities. In situations that
one individual’s leg is disabled like in unilateral stroke, the unim-
paired leg compensates for the weak responses of the impaired leg
in automatic postural reactions to extrinsic stance perturbations
(Coelho, Fernandes, Martinelli, & Teixeira, 2019). To study com-
pensatory control between the legs, we recently performed an
experiment evaluating reactive lower leg muscular responses to
unanticipated forward stance perturbations in the condition that
the plantiflexor muscles of one leg only were fatigued (Rinaldin
et al., 2021). Results revealed that a low muscular activation of
the fatigued leg when responding to stance perturbations was
compensated for by stronger muscular activation of the non-
fatigued leg in comparison with the pre-fatigue state. As further
findings of interest, we observed progressive decrement of muscu-
lar activation in the non-fatigued leg over a series of perturbation
trials, and an after–effect featured by conservation of greater mus-
cular activation of the non-fatigued leg following fatigue dissipa-
tion. In both instances, our findings revealed feedforward
processes as previous fatigue-related responses affected ensuing
muscular activation for balance recovery. Additionally, the
between-leg compensatory control was observed in the medial
and lateral gastrocnemii but not in the soleus muscle, suggesting
that vigor of muscular activation was set presumably on the basis
of the potential contribution of each individual muscle (because
of their structural and functional properties) to the aim of reestab-
lishing upright balance following the specific perturbation
employed. These results support the perspective that the vigor
of reactive postural responses can be predictively up- or down-
sized taking into consideration physiological constraints and
memory of previous responses.

As concluding remarks, in my comments to Vigor:
Neuroeconomics of Movement Control, I discussed evidence that
vigor of reactive postural responses to sudden extrinsic perturba-
tions to stance stability is modulated on the basis of an optimiza-
tion rule taking into consideration two contextual factors: The
required postural response for balance recovery as signaled by
sensory information, and the history of previous responses to sim-
ilar perturbations. From this perspective, I argue that feedback
and feedforward processes interact to determine the vigor with
which we respond to extrinsic perturbations to body balance
stability.
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Abstract

Movement vigor provides a window on action valuation. But
what is vigor, and how to measure it in the first place?
Strikingly, many different co-varying vigor-related metrics can
be found in the literature. I believe this is because vigor, just
like the neural circuits that determine it, is an integrated, low-
dimensional parameter. As such, it can only be roughly
estimated.

In Vigor: Neuroeconomics of Movement Control, Shadmehr and
Ahmed convincingly argue that movement vigor can be used as
a proxy to measure how the brain assigns value to action goals
(Shadmehr & Ahmed, 2020). The authors demonstrate that
because goal-oriented decisions and actions involve some kind
of “economic” computations in which effort, time, and reward
are evaluated, subjects react and move more vigorously when
the option is more desirable (i.e., they value it more), and con-
versely slow their behavior in the prospect of unpleasant events.

Although appealing, this proposal lacks an important precision
in my opinion: What is vigor, and how to measure it in the first
place? The notion of vigor is rather intuitive, but it’s commonly
associated with very different behavioral variables in the system
neuroscience literature. Vigor sometimes refers to movement
speed and/or duration (Muhammed, Dalmaijer, Manohar, &
Husain, 2020; Thura, Cos, Trung, & Cisek, 2014), to speed or
duration scaled by amplitude (Baraduc, Thobois, Gan,
Broussolle, & Desmurget, 2013; Berret, Castanier, Bastide, &
Deroche, 2018; Choi, Vaswani, & Shadmehr, 2014; Reppert,
Lempert, Glimcher, & Shadmehr, 2015; Reppert et al., 2018;
Thura, 2020), to movement kinematics and reaction times
(Milstein & Dorris, 2007; Sedaghat-Nejad, Herzfeld, &
Shadmehr, 2019; Summerside, Shadmehr, & Ahmed, 2018), or
to reaction times only (Griffiths & Beierholm, 2017;
Guitart-Masip, Beierholm, Dolan, Duzel, & Dayan, 2011). Vigor
is also sometimes qualified via the rate of responses (Dezfouli,
Balleine, & Nock, 2019; Niv, Daw, Joel, & Dayan, 2007), the
level of engagement, arousal, or motivation in a task (Mazzoni,
Hristova, & Krakauer, 2007; Turner & Desmurget, 2010).

Despite a lack of consistent definition, it is safe, however, to say
that most of the vigor-related metrics listed above strongly co-vary
with each other: Increasing movement speed for a given ampli-
tude typically reduces its duration and increases its energetic
cost; or increasing movement amplitude increases its duration
and speed. The same problem arises for the notion of “value,”
which is naturally confounded by many factors, including plea-
sure, curiosity, pain, and so on, and for which the existence of
a proper neural substrate is still debated despite decades of inves-
tigations (Ballesta, Shi, Conen, & Padoa-Schioppa, 2020; Hayden
& Niv, 2020). In their book, Shadmehr and Ahmed demonstrate
that movement vigor is actually another confounding factor that
one should take into account in order to identify the neural cir-
cuits of valuation. Recent publications even suggest that valuation
and motor invigoration are two undistinguishable functions,
mediated by shared/common neural networks (Collins & Frank,
2016; Hayden & Niv, 2020).

Beyond semantic debates (Baker, Lansdell, & Kording, 2021;
Brette, 2019; Cisek, 1999), one might wonder why the brain
would bother having to compute multiple discrete quantities
that are all so tightly linked? Wouldn’t it benefit, in terms of
accuracy-energy expenditure trade-off, from computing fewer
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but integrated quantities that capture, if not all, most of parame-
ters variability? In this view, movement vigor would approximate
the reciprocal of the chosen behavior duration (or its speed) that
integrates the context-dependent reward rate computation based
on costs (opportunity and energy) and rewards. Because each
individual perceives reward and costs differently, vigor is idiosyn-
cratic in nature (Berret et al., 2018; Reppert et al., 2018). And
because in a given task, different motor repertoires serve different
goals (e.g., exploration vs. interaction), oculomotor vigor should
not necessarily co-vary with arm movement vigor, or locomotion
vigor. Thura et al. (2014), for instance, report in monkey that sac-
cade velocity is less influenced by reward rate than reach velocity
in a reaching decision-task. Reppert et al.’s (2018) also show in
human that vigor, defined here as a “latent” variable, is shared
among skeletomuscular motor modalities, but has no relationship
with oculomotor behavior. Thus, by establishing a desired level of
vigor for a given goal, the brain does not necessarily need to sep-
arately compute movement planning and execution durations,
speed, and acceleration, and can even maybe flexibly exchange
deliberation time for movement planning/execution time depend-
ing on the subject’s needs and preferences (Reynaud, Saleri
Lunazzi, & Thura, 2020).

Most of the recent neurophysiological results fit an integrated
view of neural organization (Cisek & Kalaska, 2010). For example,
studies on monkey have long reported that dorsal premotor
(PMd) and primary motor (M1) neurons vary their activity as a
function of movement duration, velocity, acceleration and dis-
tance (see Kalaska, 2009 for a review). More surprisingly, these
motor neurons also “encode” estimation of elapsing time
(Renoult, Roux, & Riehle, 2006) and reward (Ramkumar,
Dekleva, Cooler, Miller, & Kording, 2016). Perhaps even more
dramatically, dopamine neurons have been shown to be crucial
for action valuation during reinforcement learning (e.g.,
Glimcher, Dorris, & Bayer, 2005; Lee, Seo, & Jung, 2012), to be
a key component of the neural circuits that regulate the effort
and motivation required to obtain a reward (e.g., Jurado-Parras
et al., 2020; Salamone et al., 2016), and to determine the level
of vigor with which the selected movement is executed (Collins
& Frank, 2016; da Silva, Tecuapetla, Paixão, & Costa, 2018;
Panigrahi et al., 2015; Rueda-Orozco & Robbe, 2015; Yttri &
Dudman, 2016; Zenon, Devesse, & Olivier, 2016).

How such a degree of neural integration, at least for some
brain areas, is related to “good-enough” policies at the behavior
level is an open question. Yet, monkey and human studies indi-
cate that subjects rarely aim for “perfection” or optimality dur-
ing tasks execution in the lab. In the motor domain for
instance, participants typically perform highly variable move-
ments (in terms of speed and accuracy) as long as those actions
still lead to rewards. Similarly, human decision-makers easily
adopt heuristics approaches in a large number of decision con-
ditions, sometimes more successfully than if they opted for a
rational strategy (Gigerenzer & Gaissmaier, 2011). In the opti-
mal foraging context, Shadmehr and Ahmed (2020) note that
“the actual behavior of animal disagrees with the exact formula-
tion of the theory in a number of experiments” (p. 73).
Therefore, many situations seem to favor goal-driven good-
enough policies dictated by an accuracy-energy expenditure
trade-off much more than rational and normative operations
requiring a vast a priori knowledge of the world as well as costly

computations of multiple low-level behavioral parameters.
Interestingly, some sub-optimal behavioral patterns have been
proposed to emerge from pre-wired neural organizations and
pre-defined computations (Buzsáki, 2019).

A given behavior emerges because integrated, distributed, and
recurrent neural activities take place in a body surrounded by an
environment, in service of a goal (Gomez-Marin & Ghazanfar,
2019). We thus need to address behavior from the viewpoint of
the brain, considering why and how its species-specific circuits
successfully evolved over time to control interactions with the
world (Cisek, 2019; Jourjine & Hoekstra, 2021). To this end,
neglecting behavior would obviously be an error (Cisek &
Kalaska, 2010; Krakauer, Ghazanfar, Gomez-Marin, MacIver, &
Poeppel, 2017; Niv, 2020). But could it be that “over-analyzing”
behavior turns out to be ultimately more misleading than insight-
ful? We all know that studying behavior in a lab means immedi-
ately giving up many aspects of real-life behavior. In addition,
because behaviors are complex and variable, tasks often decouple
parameters in a given number of dimensions of the full outputs
space, allowing one to observe whether neural activity follows
more closely one or the other of the decoupled parameters
(Reimer & Hatsopoulos, 2009). In such tasks though, animal’s
behavior deviates even further from its ethological repertoire, call-
ing into question our ability to ultimately map this behavior with
the neural circuits shaped by millions years of interactions with
the external world in natural conditions. Even when a task is etho-
logically compatible, one should avoid, at least initially, to over-
decompose behavior during data analysis, considering that the
same neural circuit can generate different behavior patterns as
long as the animal’s goal is reached (Katz, 2016). In other
words, just as dimension reduction of neural activities may reveal
how neural circuits operate and compute (Humphries, 2020;
Kalaska, 2019; Saxena & Cunningham, 2019; Vyas, Golub,
Sussillo, & Shenoy, 2020), a heuristics-oriented “dimensions
reduction” of the behavioral variables under investigation might
be fruitful too if one hopes to eventually shed light on the
brain–behavior mapping mystery.

One way to implement this strategy in neuroscience studies is
to complement and compare “controlled” experiments with tests
made in “naturalistic” settings, using hypothesis-based and
ethologically-relevant tasks, and to initially analyze integrated
behavioral parameters only. Although more challenging techni-
cally, especially for studies on large animals, recent developments
in unconstrained in-vivo electrophysiology methods (Berger,
Agha, & Gail, 2020) combined with virtual reality systems
(Dombeck & Reiser, 2012; Noel et al., 2021) or powerful
AI-based pose estimation algorithms (Mathis et al., 2018) should
make this naturalistic approach more accessible in the near future.

For example, a naturalistic setting would allow one to test a
recent hypothesis about the role of the monkey basal ganglia
(BG) in the selective invigoration of behavioral repertoires
(Cisek & Thura, 2018). In this proposal, the monkey premotor/
motor and posterior parietal cortices are organized in “zones”
of ethologically relevant types of motor repertoires, such as reach-
ing or climbing movements (Graziano, 2006). The dopamine-
dependent putamen neurons receive massive inputs from all cor-
tical areas and project to downstream structures of the BG orga-
nized as segregated functional modules (Grillner & Robertson,
2016) connected to a given cortical zone, via connections in the
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thalamus. Now imagine a cage designed so that a monkey can
adopt a “foraging” behavior and interact at its convenience with
two touch screens, one accessible from the lower part of the
cage, the other placed higher up. Each screen displays visual stim-
uli associated with evolving cost/reward contingencies. The mon-
key would have the choice to directly reach the screen in front of
him (“exploitation” decisions, within a given behavioral reper-
toire) or, as the animal would do in a tree, move in the cage
(“exploration” decisions, between behavioral repertoires) to
place himself in front of the other screen and start a new sequence
of exploitation decisions. With wireless neural recordings and a
set of video cameras installed in the cage, we could assess whether
during exploitation, the reaching repertoire is selected and invig-
orated whereas the other repertoires (climbing, walking, eating,
etc.) are suppressed through the cortico-BG-thalamo-cortical
loops, and whether deliberations within the selected repertoire
are resolved through competitions in cortical areas (Cisek, 2007;
Thura & Cisek, 2017).

To summarize, I argue in this commentary that behavioral neu-
roscience, including my own work, suffers from a temptation to
“disintegrate” behavior so that artificially defined subsystems
appear more easy to investigate. I believe that such an approach
confuses terminology, encourages unnatural behavior, and eventu-
ally limits the production of insightful evidence about what neural
systems have been designed for. I agree with Shadmehr and Ahmed
that movement vigor informs us about how we value our actions.
However, as an evaluation tool, a clear definition of vigor and
quantification methods is lacking. I believe this is because vigor
is one of the low-dimensional parameters that approximate how
long and/or how fast the brain interacts with its environment
given particular circumstances. Consequently, vigor cannot be pre-
cisely quantified, but only roughly characterized based on arbitrary-
selected decision and/or movement variables.
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Abstract

We describe a neural monitor of environmental and physiolog-
ical resources that informs effort expenditure. Depending on
resources and environmental stability, serotonergic and dopami-
nergic neuromodulations favor different behavioral controls that
are organized in corticostriatal loops. This broader perspective
produces some suggestions and questions that may not be cov-
ered by the foraging approach to vigor of Shadmehr and
Ahmed (2020).

In both animals and humans, there is support for a basic distinc-
tion between survival needs and needs to invest in future benefits
(Schneider, Wise, Benton, Brozek, & Keen-Rhinehart, 2013; Tang
& West, 1997). Animal research suggests that neural systems are
fundamentally organized to distinguish conditions of low
resources and unmet energy need from conditions of high levels
of resources and met energy needs, and to regulate behavior,
effort, and homeostasis accordingly. Energy acquisition and stor-
age is an important prerequisite for reproductive success. Thus, in
most species, behavioral sequences are organized so that a period
of eating and fattening typically precedes a period of mating and
caring for offspring. This is particularly important in habitats
where food availability fluctuates in an unpredictable manner
(Schneider et al., 2013). Perceptions of predictability and having
a surplus of resources and energy shift the regulatory focus
from immediate, momentary concerns and harm prevention
toward future-directed behavior and long-term investments.
Human evolution has taken this shift from immediate survival
toward mating and caring for offspring further, exploiting envi-
ronmental predictability through the development of a large neo-
cortex and extended parental investment, facilitating the
development and learning of prospective abilities (Carter, 2014).

The different systems for behavioral control, as referred to
above, are the main focus of the predictive and reactive control
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systems (PARCS) theory (Tops et al. 2017, 2021). PARCS theory
proposes that people are equipped with separate neural systems
for dealing with different types of environments, organized in a
ventral-to-dorsal direction in corticostriatal loops and associated
large-scale networks.

The relatively right-lateralized reactive control system includes
the salience network (Downar, Crawley, Mikulis, & Davis, 2002),
and the ventral attentional system (Shulman et al., 2009), for
example, the anterior insula (AI) and inferior frontal gyrus
(IFG). Reactive control systems are for dealing with unfavorable
environments that are unpredictable, unstable and novel, and
for times when resources are low. When behavior is under reactive
control, autonomic, homeostatic, and motor control is guided by
feedback from environmental stimuli.

By contrast, predictive control systems are for dealing with
predictable, familiar, and stable environments. Predictive control
is guided by internally organized, model-based predictions and
expectancies that are based on people’s prior experiences. This
control includes, among other areas, the dorsal attentional net-
work (Shulman et al., 2009; e.g., FEF). Predictive control can be
“proactive”: impulsive but rigid, still very much driven by pre-
dicted rewards. However, especially in humans there is further
development of flexible predictive control. Flexible predictive con-
trol involves the default mode network (DMN). This control is
detached from the immediate environment and takes place at
rest, as well as simultaneously with habitual motor control
(Vatansever, Menon, & Stamatakis, 2017). The DMN is thought
to be implicated in prospection by simulating and comparing
alternative actions and outcomes (Buckner & Carroll, 2007) and
in rapidly selecting appropriate responses and applying learned
rules under predictable behavioral contexts (Vatansever et al.,
2017).

Our theory suggests that different brain areas should control
behavior in future- versus present moment-focused ways depend-
ing on the stability and predictability of the environment. There is
support from human functional magnetic resonance imaging
(fMRI) studies. One study showed graded maps of time scales
within the right IFG–insula and the striatum: ventroanterior
regions predicted immediate rewards and dorsoposterior striatal
regions (and dorsolateral prefrontal cortex, posterior cingulate
cortex) predicted future rewards (Tanaka et al., 2004). A
follow-up study showed that the different learning systems in cor-
ticostriatal loops are sensitive to the predictability of the environ-
ment: the IFG–ventral striatum loop is involved in action learning
based on the present state, whereas the dorsolateral prefrontal cor-
tex–dorsal striatum loop is involved in action learning based on
predictable future states (Tanaka et al., 2006). When subjects
chose small-immediate or large-delayed liquid rewards under die-
tary regulation of tryptophan, a precursor of serotonin, activity of
the ventral part of the striatum correlated with reward prediction
at shorter time scales, and this correlated activity was stronger at
low serotonin levels (Tanaka et al., 2007). By contrast, the activity
of the dorsal part of the striatum was correlated with reward pre-
diction at longer time scales, and was stronger at high serotonin
levels.

The function of serotonin may lay in its relative promotion of
dorsal systems and flexible predictive control (Carver, Johnson, &
Joormann, 2009; Tops, Russo, Boksem, & Tucker, 2009). We pro-
posed that serotonin facilitates predictive control that guides
behavior that is best performed without interference from high
levels of unpredictable environmental stimulation (Tops et al.,

2009, 2010). Serotonin may function as a neuromodulator of a
drive to withdraw: a phylogenetically conserved motive to reduce
the present or anticipated environmental stimulation mentally or
behaviorally, such as by moving into an environment of lower
stimulation levels (Tops et al., 2009; cf. Lowry, Lightman, &
Nutt, 2009). Serotonin increases satiety and decreases responsive-
ness to motivational stimuli. By increasing restraint, it allows for
responding to cues of longer-term outcomes and delay of gratifi-
cation (Depue, 1995). The associations described by Shadmehr
and Ahmed (2020) of 5-HT with sensitivity to the history of
reward, longer harvest time, decreased foraging drive, reductions
in locomotor activity, but sparing of habitual movements, are con-
sistent with facilitation of flexible predictive control: as we have
seen, flexible predictive control takes place at rest or during habit-
ual control. The latter two effects were not observed in tasks with
highly motivational or highly threatening components which
would trigger reactive control.

Serotonin may facilitate flexible predictive control not only in
stable, predictable environments according to history of reward
and reward prediction at longer time scales. Serotonin may also
be sensitive to the levels of environmental and physiological
resources. Tryptophan, the precursor of serotonin, is the amino
acid most sensitive to depletion. Russo et al. (2003) proposed
that tryptophan has a signaling role in physiology. The state in
which tryptophan becomes depleted is associated with both exter-
nal and internal unfavorable circumstances such as inflammation,
stress, and food shortage. Under such conditions, chances of sur-
vival may increase by more aggressiveness and vigor in an attempt
to obtain food (Russo et al., 2003). Decreases in serotonin may
facilitate such behavior by disinhibition of catecholaminergic
(e.g., dopamine) systems. Conversely, high serotonin indicates
sufficiency of resources.

Interestingly, environmental energy conditions have also been
proposed to be central in dopamine function. According to
Beeler, Frazier, and Zhuang (2012), the primary role of dopamine
in behavior is to modulate activity such that it matches energy
expenditure to the prevailing environmental energy conditions.
In other words, it couples energy sensing to regulated voluntary
energy expenditure. Similarly, Berke (2018) proposed that
dopamine provides a dynamic estimate of whether it is worth
expending a limited internal resource, such as energy, attention,
or time.

In terms of neural structures, the AI is involved in monitoring
the conditions of peripheral resources and may influence actions
by signaling the adequacy of these resources (Tops, Boksem, &
Koole, 2013, 2015; Tops & de Jong, 2006). Already in 1964,
Gellhorn argued that neural networks of interoception are
involved in a peripheral feedback mechanism on implicit motiva-
tion. Evidence suggests that the right AI integrates interoceptive
information (e.g., energy levels and muscle condition) to connect
motor control with feelings and motivation (Craig, 2002;
Damasio, 1999). The AI has been described as a critical relay
between interoceptive and motor cortices, limbic motivational
areas, and the orbital frontal cortex, which is thought to be
involved in valuation (Carr, Iacoboni, Dubeau, Mazziotta, &
Lenzi, 2003). Similarly, Tinaz et al. (2018) highlighted the interac-
tion between the AI and dACC in generating intentional move-
ments. Integration by the insula of sensory signals from the
body and the emotional and motivational context provides the
impetus to the dACC to initiate and sustain movement (cf.
Tops & Boksem 2011; Tops et al., 2015). Neuroimaging studies
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using such paradigms as the sustained static handgrip exercise and
extension/flexion wrist movements have shown that muscle force
sense and effort sense relate to insula activity (e.g., de Graaf et al.,
2004). Connecting such monitoring functions to the regulation of
effort mobilization, good heartbeat perceivers showed a more finely
tuned behavioral feedback-regulation of physical load than poor
heartbeat perceivers (Herbert, Ulbrich, & Schandry, 2007).

A phenomenon often observed in sports could reflect the
insula in action: clenching a fist for self-encouragement or the
encouragement of others and to invigorate performance. This
“encouragement gesture” may be part of a physiological feedback
mechanism that functions to increase or sustain levels of vigor in
challenging situations by signaling the sufficiency of resources
such as muscle strength (Tops & de Jong, 2006). It involves the
contraction of forearm flexors, similar to the grasping action
that is part of acquisitive actions. Notice the paradox in this effect:
in a challenging and taxing situation, effort is spent on an instru-
mentally useless action. The use of the action is rewarding the
overcoming of challenge and facilitating persistence. This mecha-
nism may be implicated in other examples of paradoxes of effort
(Inzlicht, Shenhav, & Olivola, 2018). For instance, Shadmehr and
Ahmed (2020) described their finding (Yoon, Geary, Ahmed, &
Shadmehr, 2018) that exertion of effort, apparently associated
with increased dopamine, increased harvest time, and subsequent
vigor.

Persistence is adaptive in stable environments with sufficient
resources. In reactive control, on the contrary, exertion of effort
should be subjectively effortful (i.e., aversive) to prevent loss of
resources and because persistence is not adaptive in unpredictable
situations. However, when the environment is stable and
resources are sufficient, exertion of effort and persistence can be
investments in long-term rewards and long-term resources such
as skills and self-efficacy (Ainslie, 2020). For instance, overcoming
the challenge of putting together a piece of furniture creates an
internal model of how to do this, and increases self-efficacy in
this domain. The piece of furniture itself has become proof of
the skill. As we have seen in the example of the encouragement
gesture, exertion of effort is not always subjectively effortful, but
can be rewarding. Possibly, dopamine functioning to overcome
response costs (Salamone et al., 1991) could be a mechanism
behind why exertion of effort is less subjectively effortful and
more rewarding in predictive control than reactive control, if
the former involves higher dopamine function.

Alternatively, there may be a difference between hemispheres.
Support for laterality in motivation to expend effort to obtain
reward was found in Parkinson’s patients with asymmetric dopa-
mine loss (Porat, Hassin-Baer, Cohen, Markus, & Tomer, 2014).
Predominant left-sided loss impaired the expending of effort to
increase gains whereas right-sided loss impaired the expending
of effort to minimize losses. This is consistent with laterality in
PARCS, given that reactive control is more concerned with pre-
venting losses in low resource conditions whereas predictability
and resources allow predictive control to invest in gains (Tops
et al., 2017). The reactive system is relatively right-lateralized.
By contrast, the corresponding ventral system in the left hemi-
sphere is implicated in language functions that are important in
the construction of internal models in dorsal networks. This orga-
nizational pattern is also reflected in human handedness
(Sainburg, 2014). That is, the left hemisphere (in right handers)
relies on feedforward use of vision and proprioception in control

that is most effective under predictable and stable mechanical
conditions, whereas the right hemisphere is specialized for imped-
ance (i.e., online feedback-guided) control, which imparts stability
when mechanical conditions are unpredictable. The left hemi-
sphere exploits predictive processes that assure mechanical effi-
ciency and minimize costs, such as energy and smoothness,
when environmental conditions are predictable (Sainburg, 2014).

We think the stable reward-acquisition (foraging) paradigms
described in Shadmehr and Ahmed (2020) trigger and measure
mostly rigid predictive (i.e., proactive) control. They also describe
shifts toward flexible predictive control in terms of increased sero-
tonergic function. Reactive control seems to be missing. In unpre-
dictable and urgent situations there is often over-mobilization of
effort because efficient responses cannot be predicted. Moreover,
specifically in reactive control, sufficiency and loss of resources are
important. We probably all know from experience that external
and internal conditions and resources (i.e., temperature, dimness,
hunger, and sickness) impact on our subjective and motor vigor
alike. Therefore, we would like to challenge Shadmehr and
Ahmed to consider the role of resources in their model of vigor
(cf. Boksem and Tops, 2008). Could resource be the common cur-
rency between reward (resource obtainment) and effort (resource
mobilization/expenditure/cost)? (Tops et al., 2015).
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Abstract

We offer thoughts on Shadmehr and Ahmed’s foundational
assumption that behavioral intensity (vigor) is proportional to
the perceived value of outcomes driving behavior (incentives).
The assumption is reasonable considering classical motivational
thought and scholarship in related literatures but called into
question by an influential contemporary theory of motivation
by Brehm. Brehm’s theory suggests that the assumption is war-
ranted in some, but not all, performance circumstances.
Furthermore, proportionality between vigor and value might
be generated through a deliberative goal-setting process rather
than through intrinsic neural linkages.

We appreciate the opportunity to comment on Vigor:
Neuroeconomics of Movement Control, by Shadmehr and Ahmed.
The authors’ ideas are profoundly important and relate directly
to analyses that guide work in our laboratories. We offer thoughts
on the authors’ foundational assumption that behavioral intensity
(vigor) is proportional to the perceived value of outcomes driving
behavior (incentives). The assumption is reasonable considering
classical motivational thought and scholarship in related literatures
(Heckhausen, 1991; Heckhausen & Heckhausen, 2010). However, it
is called into question by an influential contemporary theory by
Brehm (e.g., Brehm and Self, 1989), which provides a distinctive
and well-investigated perspective regarding relevant motivational
processes (Gendolla, Wright, & Richter, 2012; Richter, Gendolla,
& Wright, 2016; Wright, 1996).

Brehm’s theory concerns motivational intensity – effort
deployed at a point in time. The theory assumes that effort
deployment is governed by a principle of conservation and distin-
guishes circumstances in which difficulty is fixed from ones in
which difficulty is unfixed or unknown. Difficulty is fixed if per-
formers can secure a desired outcome by attaining an established
performance standard. Difficulty is unfixed if performers can
secure outcomes of different value by attaining different perfor-
mance standards. Difficulty is unknown if performers have no
understanding of what will be required to secure a desired
outcome.

Examples of the different difficulty circumstances might
involve workers challenged to produce widgets. Difficulty would
be fixed if the workers were told they could earn an amount of
money for producing a set number within a particular timespan.
Production lower than the set number would yield no money and
production above would yield no more money than the desig-
nated amount. Difficulty would be unfixed if the workers were
told they could earn different amounts of money depending on
how many widgets they produced within the timespan.
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Difficulty would be unknown if the workers were told they could
earn an amount of money for producing an unspecified number
of widgets within the timespan.

How should effort be deployed in these circumstances?
Brehm’s theory argues that in all cases effort should be deter-
mined proximally (immediately) by appraisals of instrumental
task difficulty. However, there are steps to consider and devils
in detail. Consider workers presented the fixed widget challenge.
Their first decision should be whether to meet the established per-
formance standard, that is, generate the set number of widgets.
Workers should decide affirmatively if they believe (a) they can
succeed, and (b) the financial incentive justifies the effort that
must be deployed. They should decide negatively if these condi-
tions are not met. If the workers decide affirmatively, they should
do what they believe is required, but – following the conservation
principle – no more than what they believe is required. In other
words, they should deploy effort that is consistent with their per-
ception of task difficulty. If the workers decide negatively, they
should do nothing. For them, effort deployment would violate
the conservation principle either because it would be futile
(fully wasteful) or because the value of effort deployed would
exceed the perceived value of the incentive (relatively wasteful).

The resulting pattern of effort is striking. If incentive value is
low, effort should correspond to difficulty at low difficulty levels,
but be consistently low at moderate and high difficulty levels. If
incentive value is moderate, effort should correspond to difficulty
at low and moderate difficulty levels but be low at high difficulty
levels. If incentive value is high, effort should correspond to dif-
ficulty at low, moderate, and high difficulty levels so long as suc-
cess at the high levels is understood to be possible.

Notably, effort in this fixed circumstance should not be pro-
portional to incentive value. It should comport with difficulty
regardless of value where success is perceived as possible and
worthwhile and be low regardless of value where success is per-
ceived as impossible or excessively difficult considering incentive
value. The only time incentive value should relate to effort is
where it justifies requirements of a possible task when high, but
not when low. Thus, for example, if some workers were offered
a strong financial incentive for meeting a difficult, but possible,
widget performance standard, and others were offered a weak
financial incentive for doing so, effort should be high for the for-
mer group and low for the latter group.

Consider now workers presented the unfixed widget challenge.
Their first decision should not be whether to meet an established
performance standard. Rather, it should be what – if any – stan-
dard to pursue. Workers should decide considering what stan-
dards they can meet and what they can secure by performing at
different levels. Possible associations between performance stan-
dard met and value of the outcome secured are variable.
However, the association should commonly be linear, such that
performers can secure steadily more value the better they per-
form. An example would be where workers were told they could
earn 1 USD for each widget produced. Production at the first
level would yield 1 USD. Production at the second would yield
2 USD. Production at the third would yield 3 USD. And so
forth. In such a case, workers could be expected to select the
most difficult performance standard that is (a) possible to meet,
and (b) justified by the value of the outcome with which it is asso-
ciated. Once workers select that standard, they should deploy
effort correspondent to difficulty.

An insight associated with the linear widget example above
relates to the value of the incentive at the first level of

performance. The greater the value, the higher should be the max-
imum effort justified at each available performance level, with
increasingly higher performance standard adoptions tending to
follow. More specifically, as value increases, performers should
tend to adopt increasingly higher performance standards until
they reach the most difficult possible standard that is justified.
Beyond this last point, increases in incentive value at the first
level of performance should not alter standard adoption – and
therefore effort – because performers will have attained their per-
formance peak. Thus, in this special unfixed difficulty circum-
stance, we can expect behavioral vigor to reflect the value of the
outcome driving behavior until performers are fully extended in
terms of effort and can deploy no more.

Preceding points can be illustrated by considering scenarios in
which workers were told they could earn more than 1 USD for
each widget produced. Workers might view a 20-widget perfor-
mance standard as excessively difficult (unjustified) if success
would yield only 20 USD (1 USD × 20) but justified if success
would yield 40 USD (2 USD × 20). Similarly, they might view a
25-widget performance standard as excessively difficult (unjusti-
fied) if success would yield 25 USD (1 USD × 25) but justified
if success would yield 75 USD (3 USD × 25). If workers believe
they can produce no more than 30 widgets and view that perfor-
mance standard as justified by 120 USD (4 USD × 30), but noth-
ing less than that, then increases in payment beyond 4 USD per
widget should have no impact on standard choice or effort. To
be clear, there are other details to consider, such as the difficulty
of individual widget production. But the gist is the same for pre-
sent purposes.

Consider finally workers presented the unknown widget chal-
lenge, the chance to earn an amount of money for producing an
unspecified number of widgets. Once again, the first decision
should not be whether to meet an established performance stan-
dard, because no standard is specified. Rather, the decision should
be what – if any – standard to pursue and workers should decide
considering what standards they can meet and what they can
secure. A crucial point of note is that the likelihood of meeting
the unspecified standard should increase directly with the stan-
dard met. Workers who aim high should have a better chance
of meeting the unspecified standard than workers who aim low.
This means that performers can secure a steadily more valuable
outcome the better they perform. Outcome value at each perfor-
mance level should be a function of the likelihood of meeting the
standard at that level and the amount of money offered for meet-
ing the unspecified standard. The greater the money offered, the
greater should be value at each performance level.

As discussed above, when there is a linear association between
performance standard met and value of the outcome secured, per-
formers should (a) select the most difficult performance standard
that is possible to meet and justified by the value of the outcome
with which it is associated, and then (b) deploy the effort corre-
spondent with difficulty. Consequently, we could expect workers
presented the unknown widget challenge to do this. We also
could expect their effort to reflect the value of the financial incen-
tive up to the point that they attain their performance peak.

It is beyond the scope of this commentary to review empirical
evidence for Brehm’s effort arguments. Suffice it to say that it is con-
siderable, with the most compelling coming from over 100 studies
that have examined implications using focused cardiovascular
responses as indices of effort (e.g., Richter et al., 2016). Studies
include experiments that have manipulated the difficulty of behav-
ioral challenges, the value of approach and avoidance incentives,
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and the nature (e.g., fixedness) of behavioral challenges – generating
remarkable consistency in support.

A single example study is an experiment that examined the
interactional influence of difficulty and incentive value operational-
izing value in monetary terms (Eubanks, Wright, & Williams,
2002). It presented participants over a series of work periods less
or more difficult versions of a recognition memory task. More spe-
cifically, it presented character strings followed by a probe asking if
a particular character was in the preceding string. Character string
lengths were 1, 4, 7, 10, and 13, creating the different difficulty con-
ditions. Instructions indicated that participants would earn chances
to win a $10 prize (incentive value low) or a $100 prize (incentive
value high) by maintaining a 90% success rate. Analysis of cardio-
vascular data collected during the work periods showed a diffi-
culty × value interaction for heart rate. Heart rate increased
steadily with difficulty among those who could win $100 but
increased with difficulty only to a point for those who could win
$10. As seen in Figure 1, heart rate corresponded with incentive
value only at the highest difficulty level, presumably where effort
was justified only if the high value incentive was available.

Insofar as Brehm’s arguments have merit, they suggest that
Shadmer and Ahmed’s foundational assumption regarding the
relationship between behavioral vigor and subjective value is war-
ranted in some, but not all, performance circumstances. They also
suggest that proportionality between vigor and value might be
generated differently than the authors suppose. Specifically, it
might be generated through a deliberative goal-setting process
rather than through intrinsic neural linkages (Locke & Latham,
2019). Means of reconciliation between Shadmer and Ahmed’s
perspective and Brehm’s perspective are uncertain but could be
available and would be well worth exploring.
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Abstract

In science, as in life, one can only hope to both inform others,
and be informed by them. The commentaries associated with
our book Vigor have highlighted the many ways in which the
theory that we proposed can be improved. For example, there
are a myriad of factors that need to be considered in a fully
encompassing objective function. The neural mechanisms
underlying the links between movement and decision-making
have yet to be unraveled. The implications of a two-way interac-
tion between movement and decisions at both the individual and
social levels remain to be understood. The commentaries outline
future questions, and encouragingly highlight the diversity of
science communities that may be linked via the concept of vigor.

In neurobiology, reductionism has proven to be an effective
approach to uncovering facts. Yet, facts by themselves are like col-
orful but tiny pieces of fabric that we might store in a drawer. To
understand behavior, we also need a theory that acts as the crea-
tive seamstress, connecting the pieces, stitching together a tapes-
try. But what are the critical facts, and which theory might bring
the pieces together?

Suppose at a family gathering your mother brings over a small
tray with a few desserts. You look over the various options and
select a cookie with a sliver of almond on top, reach for it and
take a bite. What are the critical facts in this simple act? You
might focus on the act of decision-making, consider the chosen
cookie as a demonstration of preference, and rationalize it using
a theory of economics. On the contrary, you might focus on the
reaching movement, the patterns of kinematics and muscle

Figure 1 (Wright and Mlynski). Heart rate responses as a function of incentive value
across five levels of memory task difficulty (from Eubanks et al., 2002).
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activations, and justify it with a theory born in robotics. But what
if both facts are important, and neither theory is sufficient?

In Vigor, we argued that the acts of decision-making and
movement are linked because our preferences affect how we
move, and the effort it takes to move affects what we prefer. A the-
ory that provides a link between decision-making and movement
is optimal foraging. And the colorful fabrics that the theory brings
together are as diverse as the behavior of crows when they choose
between clams on a sandy beach, and the release of dopamine as
monkeys view images of fractals on a video screen.

To be sure, there are many aspects of the theory that can be
improved. As Clark points out, there are known paradoxes in
decision-making regarding preference of certainty over risk. Does
this certainty preference translate into greater vigor? Experiments
that include probabilistic terms in the reward and effort variables,
and then simultaneously measure preferences and movements,
can answer this question. Teixeira points out that an important
term missing in the mathematical formulation of utility is stability.
That is, the act of moving can affect postural stability, which in turn
may act as a cost. Schrock notes that although resting is a state that
incurs a negative cost because of energetic loss, it also has a positive
gain in terms of somatic maintenance (repairing tissue damage,
etc.). This view is notable because it helps explain puzzling data
in which given two rewarding options that each require some effort,
animals sometimes choose to not make a choice, and simply rest
(Bautista, Tinbergen & Kacelnik, 2001). Bookstein also reminds
us that there are many factors that can affect the speed of move-
ment, such as age, general health, and even social context. It is
important to understand why vigor would change in these situa-
tions, because the analysis may reveal additional factors that need
to be considered such as physical and emotional pain. This would
help explain the finding by Hunter and colleagues that individuals
walk slowly down inclines even though a faster pace would cost
less energy: These savings would come at the expense of a sharper
impact with each step (Hunter, Hendrix & Dean, 2010). Thus, the
nature of the cost function is broader than metabolic costs of action
and energetic gains of reward, and likely includes probabilistic terms,
as well as terms that convey costs of stability, and benefits of rest.

Mastrogiorgio notes that our proposed isomorphism between
vigor and subjective value is a powerful idea because it overcomes
a basic limitation of standard economic theory: The standard the-
ory does not admit a cardinal representation, but only an ordinal
one (Shadmehr et al., 2019; Yoon et al., 2020). However, instead
of maximizing an objective function during the process of decision-
making, agents often choose so that they can satisfy a minimum set
of requirements. A similar point is raised by Thura, who notes that
actions often meet a minimum standard, rather than maximize a
global function. For instance, “when we look for a restaurant in a
new city, we plausibly choose the first one that is acceptable to
us – it reaches the threshold of our own aspiration level – instead
of comparing (all) the restaurants of the city.” Thus, these authors
suggest an alternate theory in which the individual preferences are
viewed through the lens of bounded rationality.

In this alternate view, the prediction is that we move faster
toward things that surpass our aspirational level. This view is
important because items that surpass our aspirational level may
also produce a reward prediction error. Notably, a component
of vigor is related to release of dopamine, which in turn is related
to reward prediction error: When an option is better than
expected, vigor may be higher than when the same option is
worse than expected. Another component of vigor is related to
serotonin, which as Tops, Boksem, Montero-Marin, & van der

Linden (Tops et al.) point out, may function as a neuromodulator
that increases satiety, signaling sufficiency of resources, thus indi-
cating proximity to an aspiration level. Serotonin would encour-
age restraint, enhancing response to longer-term outcomes and
delay of gratification. Indeed, under conditions of food shortage,
there is depletion of tryptophan, a precursor of serotonin.
Under such conditions, the chances of survival may increase by
being more vigorous.

However, production of greater vigor during periods of low
reward rate is inconsistent with our framework of optimal forag-
ing. In Vigor, we point out a paradoxical function of serotonin in
the study of Seo et al. (2019), who found that whereas under nor-
mal conditions, suppression of serotonin enhanced vigor, under
threat conditions this effect was reversed. Under low-threat con-
ditions, activation of 5-HT neurons leads to immediate and dra-
matic reductions in locomotor activity, while sparing more
habitual movements such as grooming (Seo et al., 2019). Effects
were context-specific and not observed in tasks with high motiva-
tional or threatening components.

There is an intriguing implication to the observation that vigor is
affected by dopamine and serotonin. These are ancient neuromodu-
latory systems that project throughout the brain and the spinal cord,
reaching far beyond the motor system. For example, Hanakawa sug-
gests that the idea of vigor control may be extended to mental oper-
ations. “Does mental vigor have similar control mechanisms and
neural correlates with motor vigor?” In Parkinson’s disease, although
loss of dopamine clearly reduces vigor of movements, it also affects
speed of mental operations (slowing of thinking, bradyphrenia). “My
claim here is that the concept of vigor may be extended into the
non-motor cognitive domains, and cognitive vigor is also likely sup-
ported by the midbrain dopaminergic system.”

But why might vigor be regulated by global neuromodulators
such as dopamine and serotonin, rather than via a specific factor
that affects the motor system alone? The commentary of Rolfs
and Ohl highlights an intriguing possibility. There is a link between
movements and allocation of attention for the purpose of accelerat-
ing or decelerating the rate of information processing. When move-
ment vigor increases, there is also a need for an increase in the
efficiency in the sensory system. For example, some 100ms before
the eyes move to a new location, the part of the visual space that
the saccade is aiming has a virtual spotlight that stands out from
the background (Rolfs & Carrasco, 2012), resulting in a pre-saccadic
shift of attention. Thus, during periods of high vigor, the reduced
reaction times and increased saccade velocity affect not just the
motor system, but also the visual system’s ability to receive informa-
tion (Jonikaitis & Deubel, 2011). This seems to beg for a global
brain mechanism, rather than one that is specific to the motor sys-
tem. Perhaps this is why neuromodulators such as dopamine and
serotonin play such an integral role in the control of vigor, and per-
haps these same systems are also involved in regulating information
processing in the sensory system.

R1. Who computes the costs and rewards?

Spurrett notes that in order to move well, there needs to be an
estimate of the relevant costs, in time, calories, and so on, and
potential rewards, and then an integration into a common cur-
rency, applied to select deployment of the whole body.
“Nonetheless, if there can’t be a central executive able to integrate
everything quickly enough to make selection and control of all
skeletal movement consistently sensitive to a single value function
responsive to all available information, something else must be
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going on.” In Vigor, we show that even in the context of an ele-
mentary movement like a saccade, there is no central executive.
Rather, numerous structures, including some in the cortex, and
others in the basal ganglia, express their opinions about where
to move to, and how to make that movement. These opinions
arrive via excitation and inhibition upon the superior colliculus,
which in turn houses the neural machinery to make movements.
The various opinions become potential control policies in the col-
liculus, with each policy translating the perceived costs and
rewards into a potential goal directed movements with a specific
vigor. Through a process akin to a race, one policy rises above the
rest, achieves a threshold, and becomes action.

As Matsushima, Kawamori, & Ogura (Matsushima et al.)
point out, the question of how the brain computes utility has
been largely the focus of cortical neurophysiologists; yet fishes
and birds, to name just a few species, make do quite well despite
less developed cortical structures. Indeed, there is a fundamental
role for the subcortical structures in decision-making. For example,
in order to make a saccade, the decision-making process in mam-
mals involves not only the attention allocation and value-based
judgment of parietal and frontal lobe structures, but also the
motor costs computed by the superior colliculus (Lovejoy &
Krauzlis, 2010). For example, a small regional deactivation of the
colliculus not only makes movements to that region more difficult,
but more importantly, it makes attention allocation for that region
more costly. This implies that the process of decision-making is a
collaboration between cortical and subcortical structures.

We might naively guess that this cortical and subcortical col-
laboration is proforma, because the ultimate arbiter is the cortex.
Surprisingly, the opposite may be true, as illustrated by the fact
that the nucleus that sets the threshold for making a saccade is
not in the cortex, but in the brainstem. Omnipause neurons inte-
grate excitatory and inhibitory inputs from the cortex, basal gan-
glia, and the colliculus, and then pause when the sum exceeds a
threshold, thereby allowing the saccade that is encoded by the
upstream neurons to take place. Thus, the fabled threshold that
determines arrival of a decision to move is not in the cortex,
but in the brainstem.

From an evolutionary point of view, all the basic mechanisms
for decision-making, including representation of a global capture
rate, risks, rewards, and effort, exist in the brainstem, thus allow-
ing numerous species without a highly developed cerebral cortex
to make good decisions that lead to fecundity. With the develop-
ment of a cerebral cortex, computing utility has become more
sophisticated, but not divorced from the evaluation performed
in the brainstem.

R2. Competition for reward can increase vigor

Although optimal foraging provides a metabolic perspective on
why movement vigor may be linked to the subjective valuation
of the goal, Becchio, Pullar, & Panzeri (Becchio et al.) make
the novel suggestion that our vigor can act as a signal to others
regarding how we value the objects in our environment. For
example, the speed of our movement toward an empty seat on
the train can serve as a clear indication to others that we subjec-
tively have placed a high value on this seat, underlining our inten-
tions for this limited resource, which in turn may result in a
reduction in their vigor. This presents a novel view on why we
run toward people we love: to let them know that we love them.
Thus, vigor has benefits that go beyond energetics, conveying
information regarding how we value the goal at our destination.

On the day after Thanksgiving in America, people line up out-
side of stores early in the morning and then when the doors open,
run to grab the few televisions or gaming consoles that have been
advertised at exceptionally low prices. For those standing in line,
the probability of acquiring this reward is low, but they are willing
to expend the energy required to acquire it. As Bufacchi and
Iannetti correctly point out, competition and scarcity can pro-
duce increased vigor. Indeed, as they show in their simulations,
this scenario reverses the usual relationship between expected
reward and vigor, but remains entirely consistent with optimal
foraging theory. Thus, the theory correctly predicts that facing
competition, increased vigor is justified if it increases the proba-
bility of acquiring the scare reward.

In a recent experiment (Yoon et al., 2018), we tested the predic-
tion that scarcity of reward would increase vigor. Human subjects
looked at a fixation point while an image was presented to a side of
the screen. To simulate scarcity, they were limited in the amount of
time that they had to view the image. Thus, when they made a sac-
cade to the image, on one block of trials they only had 0.4 s to gaze
at it, whereas in other blocks they had 1.0 or 1.5 s. This modulation
of harvest duration had a strong effect on both reaction time and
saccade velocity: Subjects reacted sooner, and moved with greater
saccade velocity toward the image that was available for the shorter
period of time (Figure 3.11 of Vigor). Importantly, the expected
reward in the short gaze period was smaller than in the long
gaze period, but as the theory predicted, subjects moved with
greater vigor toward the reward that was available for the shorter
period of time. However, an important direction to explore these
theories is to present a limited quantity of reward and introduce
competition between agents. These richer, more ecologically rele-
vant experiments await to be performed.

Indeed, Wright and Mlynski point out that when considering
effort expenditure, the critical variables are not just the value of
the incentive, but also the probability that expenditure of effort
will be successful in acquiring that incentive. Is there evidence
that movement vigor shows sensitivity to probability of attaining
the incentive?

There is little research on this topic but there is one example
that touches on this in Vigor. Seideman et al. (2018) trained mon-
keys to watch a monitor in which two yellow targets appeared to
the left and right of a fixation point. After a short fixation period,
the fixation point disappeared, instructing the animal to go, and a
reward cue appeared shortly after identifying which of the two
targets was to be rewarded. Once the rewarding target was iden-
tified, the monkeys had a maximum of 450 ms following the go
cue to start the saccade.

Cue processing time refers to the time from the cue onset to the
saccade onset, and reflects the amount of time the monkeys had to
acquire information about the identity of the rewarding target. The
greater the cue processing time, the more certain the animal would
be regarding its decision. Indeed, the probability of choosing the
rewarding target increased with greater cue processing time
(Figure 3.15 in Vigor). Interestingly, saccade vigor also increased
with cue processing time suggesting that the animal was more con-
fident that they would be rewarded. However, as cue processing time
became very long, vigor decreased to baseline. This surprising result
can also be explained by considering the probability of attaining
reward. As cue processing time increased, the monkey was more
likely to exceed the maximum time limit of 450ms, which would
remove the possibility of reward entirely. That is, as cue processing
time became very long, it became less likely that the animal would
be rewarded, and vigor was reduced.
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Thus, in the data of Seideman et al. (2018), we see that as cue
processing time increases, the probability of incentive attainment
increases, and so does saccade vigor. But, as the processing time
becomes too long, the probability of acquiring the incentive
drops to zero, and now saccade vigor returns to baseline. Thus,
for this elementary movement, vigor investment is responsive to
probability of successful attainment of the incentive.

R3. Threats can increase vigor

Bufacchi and Iannetti note that as the level of threat increases, an
animal is more likely to spend energy to defend or escape that
threat. Thus, avoidance of loss can lead to increased vigor.
Indeed, the foraging literature documents a distinct effect of star-
vation threat on risk-taking behavior, with animals more likely to
engage in risky behavior when they are close to starvation than
when they are not (Barnard & Brown, 1985). A recent experiment
illustrates the dual nature of serotonin in control of vigor in low-
and high-threat environments.

Seo et al. (2019) optogenetically stimulated serotonin neurons
during open field locomotion and noted that this caused an
immediate reduction in vigor: walking speed declined. Similarly,
when the mice were placed in a chamber where they had learned
to associate a tone with availability of water, stimulation of the
serotonin neurons reduced their approach speed toward the
water spout. In contrast to these low-threat scenarios in which
increase in serotonin reduced vigor, the effect of serotonin release
reversed during high-threat scenarios. To produce a high-threat
condition that encouraged an attempt to escape, the authors
hung the animals by their tail to a horizontal bar and then mea-
sured the resulting struggle using an accelerometer. Being hung
upside down naturally induced occasional bursts of rapid move-
ments. Surprisingly, these high vigor movements accompanied
high serotonin activity. In this context, stimulation of serotonin
neurons increased vigor of the escape movements.

Thus, under low-threat conditions the release of serotonin
reduces vigor, but under high-threat conditions the same release
enhances vigor. How the possibility of threat and loss is repre-
sented by the brain, and how that representation interacts with
serotonin and dopamine release to affect vigor, are fascinating
topics that remain to be better explored.

R4. Building roads that connect communities of science

In the lovely analogy drawn by Matsushima et al., Roman roads
were the core infrastructure that brought together various nation-
states, leading to exchange of goods and ideas. In Vigor, the math-
ematics of optimal foraging acts as a road that connects neuro-
physiology of decision-making, energetics of biomechanics, and
kinematics of motor control. To continue this road-building, let
us summarize some of the questions raised by the reviewers,
and suggest experiments that might address them:

1. How does probability of reward affect vigor of movements?
Decreasing probability should lower the expected value of a
certain reward and correspondingly reduce vigor.

2. The effort required to attain a reward can discount its value.
When the brain is deliberating a decision between two options,
does the effort-discounted value of each option affect the vigor
of movements toward the stimulus that represents the option?

3. As reward value increases, a level of difficulty (effort expendi-
ture) that previously was too steep of a cost to pay may now

become affordable. Thus, although the value of the stimulus
can be discounted by its effort requirements, it is also affected
by the probability that the expended effort will acquire the
reward. Does vigor reflect this interplay between effort require-
ments and probability of incentive acquisition?

4. Does vigor reflect absolute reward and effort costs, or rather is
vigor a measure of reward and effort costs relative to an aspi-
ration level?

5. Do individuals infer another individual’s subjective valuation of
an acquisition by observing the vigor of their movements? If so,
how does this affect their own valuation and hence the vigor of
their own movements? In other words, does vigor serve as a social
cue reflecting and driving valuation in ourselves and others?

6. How does scarcity of resources influence vigor? Scarcity can lead
to competition for these resources; if vigor increases the probabil-
ity of reward, then scarcity should lead to greater vigor. The sub-
jective value of a scarce resource may also be greater than the
subjective value of the same resource when more abundant. In
this case as well, scarcity should lead to greater vigor.

7. What is the influence of threat on vigor? How do these effects
interact with risky decision-making and what roles do dopa-
mine and serotonin play in determining these effects?

Although the roads that we have built in Vigor have pitfalls, if
they are to have a lasting effect, they must facilitate exchange of
ideas between the fields of neuroeconomics, decision-making,
and motor control. A most encouraging sign is the broad spec-
trum of science reflected in the reviewer comments, suggesting
that this exchange has begun.
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