
BLEU METEOR

    Google Translate 19.4 0.467
    Rosenthal (2024) 22.43 -

Finetune (10 epochs) 17.855 0.387

Finetune (30 epochs) 15.950 0.366

Tree-Planted 14.070 0.341

Tree-Planted Translation 
for Free-Order, Case-Marking Languages 

Motivation
- Free-order, case-marking 

languages tend to require more 
for adequate machine 
translation.[1][2]


- Many languages do not have the 
scale of data required to 
implicitly pick up this more fluid 
morphosyntactic structure.


- Can we explicitly teach 
syntactic structure? 

Method
- Supervised attention through 

Tree-Planting[3]


- Model dependency graph and 
train attention head on distance


- Claim: training efficiency of 
syntactic language models with 
inference efficiency of 
transformers
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Example
Construction of an attention 

supervision matrix for a short 
example sentence.

We convert the tree to an ℓ x ℓ 
matrix capturing the syntactic 
distance between all word 
pairs. We then convert the 
rows to a probability 
distribution using softmax.


The subword attention native 
to the model is converted to 
word-level attention by 
averaging over the attention 
of all tokens within a word. 


This produces two ℓ x ℓ 
matrices which can then be 
directly compared using their 
KL Divergence - our loss 
function!

Experiments
- Data:  

~100k Classical Latin-English 
parallel sentences[4] and 
automatically-generated[5] 
dependency parses


- Baseline Model: 
Helsinki-NLP it-en finetuned for 30 
epochs on parallel sentences only


- Tree-Planted Model: 
Helsinki-NLP it-en finetuned for 10 
epochs on parallel sentences, 20 
epochs both parallel sentences and 
trees 

Discussion
Tree-Planting seemed to impede 
performance. Potential causes:

- Syntactic knowledge may be implicitly 

encoded across neurons rather than 
within one head.


Next step: Probe model weights for 
implicit tree structure[6] - is it impeding 
hierarchies, or are hierarchies not 
useful?


- Implementation may not be optimal. 
Italian tokenizer may not capture Latin 
morphology.


Next step: Train a tokenizer on Latin 
text specifically. Tune 
hyperparameters and tree-planted 
head configuration.

Results
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Super iuvencum stabat deiectum leo.
A lion stood above a bullock he had captured. 

stabat
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