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The electrical grid is facing multiple challenges: increasing peak electricity demand, high

penetration of variable renewable electricity generation, and transmission and distribution (T&D)

infrastructure constraints. These challenges stress the electrical grid by making it more and more

difficult to balance supply and demand for different time scales under the constraints of current

infrastructure. Demand-side entities such as data centers with flexible electrical loads can also be

utilized to serve the balancing, and their contributions can be as viable as supply-side counterparts.

Data centers have numerous opportunities to provide grid services considering their large

capacities, flexible working environments and work loads, redundant design and operation, etc.

Grid-interactive efficient data centers (GEDCs) have rich demand side resources, which have multi-

scaled response time from milliseconds up to hours. The fast response resources such as servers

can be used for providing frequency regulation (FR), as one of the ancillary services. Some electric

markets in U.S., e.g., Pennsylvania New Jersey Maryland (PJM) Interconnection, allows demand

sides to provide regulation services. However, due to the fact that either the programs or the

markets are not mature especially from the data center’s point of view, few of them are willing to

participate. There are plenty of reasons, on top of which is the lack of a dynamic modeling and

evaluation tool to assist the design and the control of GEDCs.

An equation-based object-oriented testbed for GEDCs are proposed and built in the Modelica

environment. The proposed testbed considers different physical systems (thermal, electrical, and

electromagnetic, etc.) with different time-scaled dynamics involved. End-to-end models include

the computer servers, quality of service (QoS), uninterruptible power system, renewable energy

resources such as solar panels, typical cooling system for data centers etc. The case studies show

that this testbed can be used to perform various analysis, including detailed analysis of energy
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efficiency and control performance in normal operation, as well as emergency operation.

The proposed testbed is then validated using measurement data from an actual data center

located in Massachusetts. Based on the validated testbed, energy efficiency measures such as

cooling system retrofitting, and control improvement are then proposed and evaluated. The resulted

energy savings can be as much as 24.2% for the cooling system alone while data center room is still

maintained in an acceptable thermal environment in terms of temperature and relative humidity.

To maximally harness the benefits from participating in energy market and regulation market,

a real time optimization framework is proposed for GEDC without thermal energy storage systems

(TESSs). This optimization framework first proposes a synergistic control strategy to enable FR

service in GEDCs. The synergistic control strategy combines power management techniques at the

server level with control of the chilled water supply temperature to track the regulation signal from

the electrical market. A FR flexibility factor is also proposed to increase the IT capacity for FR.

Then the performance of the control strategy is studied through numerical simulations using the

proposed testbed. Simulation results show that with well-tuned control parameters, GEDCs can

provide FR service in both regulation up and down. The performance of data centers in providing

FR service is largely influenced by the regulation capacity bid, FR flexibility factor, workload

condition, and cooling mode of the cooling system, and not significantly influenced by the time

constant of chillers. The proposed synergistic control strategy can also provide an extra regulation

capacity of 3% of the design power when chillers are activated, compared with a server-only control

strategy. Finally, the proposed real-time multi-market optimization framework is investigated on

the dynamic testbed with well-tuned parameters for FR service. Optimization results show that

providing FR service over two days in January and July can save $23.6 and $115.8, respectively.

However, without storage systems, GEDCs are difficult to limit their demands that contribute

to a large portion of the utility bill. To enable the demand limiting, GEDCs with TESSs are

investigated. First, a synergistic control strategy for FR service by adjusting the chiller capacity,

storage charging rate and IT server CPU frequency is developed. Then, a model predictive control

framework is proposed to minimize the operational costs of GEDCs with TESSs from participating
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in energy market and regulation market. Simulation results show that utilizing the TESS can not

only reduce energy costs and demand charges but also harness FR revenues. The proposed multi-

market optimization framework for the data center with TESS in two days can save the operational

costs up to 8.8% ($1606.4) compared to the baseline data center with TESS. The savings are

consisted of 0.2% ($38.7) of energy cost reduction, 6.5% ($1179.4) from demand reduction and

2.1% ($338.3) from regulation revenues. What’s more, the proposed multi-market optimization

framework for the data center with TESS can reduce the operation costs by $1793.2 in two days,

saving 9.7% compared with a baseline data center without TESS.
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Chapter 1

Introduction

1.1 Grid Balancing

1.1.1 U.S. Power Grid

A power grid, electrical grid or electric grid is an interconnected network for delivering elec-

tricity from producers to consumers as shown in Figure 1.1. There are four major portions of the

electricity supply chain in a regional power grid: Generation, Transmission (high voltage power

lines that move electricity over many miles), Distribution (low voltage power lines for local delivery

of electricity) and Consumption (local consumers or loads).

• Generation. Generations have two types: centralized and decentralized. Centralized gener-

ation refers to large-scale power plant generation far from consumers, which includes coal,

nuclear, natural gas, hydro, wind farms and large solar arrays. The electricity that power

plants generate is delivered to customers over transmission and distribution power lines.

Decentralized generation refers to local generation such as rooftop solar panels.

• Transmission and Distribution. Transmission and distribution refer to the different stages

of carrying electricity over wires and poles from generators to consumers. Transmission

lines move a large amount of power at a high voltage level, such as 100 kV and above.

For most consumers such as homes, the power moving through transmission lines must be

reduced to lower voltage levels by electricity distributors, and then delivered to consumers.
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The distribution lines are usually at a voltage around 7-13 kV. Transformers are used to

increase (step-up) or reduce (step-down) voltages in transmission and distribution grids.

• Consumption. The electricity is finally delivered and retailed to different consumers. Con-

sumers are typically referred to industrial, commercial and residential consumers. Each of

these consumers has different needs of energy services.

Power Plant

Generator 

Step-Up 

Transformer

Transmission 

Customer

138 kV and 230 kV

Transmission Lines

115/138, 230, 345, 500 and 765 kV

Substation

Step-Down

Transformer

Subtransmission

Customer

26 kV and 69 kV

Primary

Customer

13 kV and 4 kV

Secondary

Customer

120 V and 240 V

Generation

Transmission

Distribution

Transformer

Figure 1.1: Electricity supply chain in a power grid

In the mid-1990s, the majority of electricity consumers in U.S. were served by an investor-

owned, vertically-integrated monopoly utility that provided generation, transmission, distribution

and billing simultaneously. In late the 1990s, regional electric grids in U.S. started a regulatory

reform aimed at establishing a less-regulated and more market-based structure. The restructuring

introduced competition in various utility functions, and separated the ownership of generation and

distribution, which has led to systems where generation companies offer quantities of energy at var-

ious prices and distribution companies purchase quantities of energy to satisfy their demand. This

exchange between generation companies and distribution companies is performed over wholesale

markets, while purchases of electricity by consumers from distribution companies are transacted

over retail markets. Because the reform was focused on generation, transmission and retailing, the

local distribution lines are still considered a natural monopoly that would be subject to either reg-

ulation or municipal ownership. Meanwhile, for the restructured parts, wholesale markets greatly

introduce competition on the supply side, which can eventually leads to the least-cost generation.
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For the transmission service, nonpreferential third-parties, known in the U.S. as regional transmis-

sion organizations (RTOs) or independent system operators (ISOs) are created to be organized as

non-profit companies and operate essentially as regulated entities; see Figure 1.2. In the U.S. these

transmission companies do not own any transmission assets, but they can control access to those

assets by virtue of approving the production schedules of the power plants within their regions, as

well as operating real-time balancing markets. In each case, the decisions made by the RTO/ISO

with regards to generation operations must satisfy the constraints of the transmission network and

other reliability considerations.

Figure 1.2: RTOs/ISOs in North America as of 2015

1.1.2 Balance Management

Balance management is a power system operation service to ensure the stabilization of the

electrical grids through the continuous, real-time balancing of power demand and supply. At each

point in time, the total generation must be equal to the total consumption to stabilize system
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frequency. The imbalance in the electrical grid will deteriorate the power stability and quality,

which may lead to the disconnection of system components, and ultimately, power blackouts.

Electricity supply and demand is balanced through self-supply, bilateral contracts or through

ISO/RTO electricity auctions. Electric utilities not participating in an ISO or RTO must effectively

balance their supply with customer demand by either relying on their own generation facilities (that

is, self-supply), by purchasing electricity under bilateral contracts, or by shedding load.

Supply and demand in ISO/RTO regions is balanced through reverse auctions, in which the

ISO/RTO matches bids for supply with bids for demand. Because RTOs/ISOs themselves do not

own any physical assets, they must sign business contracts with generation companies to provide

necessary services. The market mechanisms run by the RTO/ISO are used to procure generation

supplies needed to maintain reliability. Once generation supplies are procured by the RTO/ISO, it

can dispatch generation as needed to meet demand.

RTOs/ISOs run three types of electrical markets (capacity markets, energy markets and

ancillary services markets) to manage the power grid over time scales ranging from cycles (one cycle

= 1/60th of one second) to several years in advance of real-time dispatch, as shown in Figure 1.3.

Figure 1.3: Schematic of time scales involved in power system planning and operations [126]

Capacity market is generally a forward market to ensure generation capacity online and ready

to produce electricity at least one year ahead of time, by providing financial incentives for suppliers.

The capacity market participants offer power supply resources into the market that provide supply

or reduce demand. These resources include new and existing generators, upgrades for existing
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generators, demand response (consumers reducing electricity use in exchange for payment), energy

efficiency and transmission upgrades. When a participant offers these resources into the market,

that participant is committed to increase supply or reduce demand by the amount they offered.

Energy market is used to ensure that enough generation capacity is online and able to produce

energy on a day-ahead (24-hour ahead) to one-hour-ahead basis. Therefore, it usually consists of

two markets: day-ahead market and real-time market. The ”day-ahead market” is a forward market

used to determine which generators are scheduled to operate during each hour of the following day

and at what level of output, based on a projection of electricity demand in the following day. The

”real-time market” is a spot market meaning that the product is procured for immediate delivery.

It is used to adjust which generators are scheduled to run on an hour-ahead basis based on actual

grid operating conditions.

Ancillary services market, to avoid potential instabilities caused by deviations between the

planned and the actual load on a sub-hour basis, allows the RTO/ISO to maintain a portfolio

of backup generation in case of unexpectedly high demand or if contingencies, such as generator

outages, arise on the system. Ancillary services have many types, corresponding to the speed with

which the backup generation needs to be dispatched. Take two important ancillary services (e.g.,

reserves and regulation) as an example. ”Reserves” represent capacity that can be synchronized

with the grid and brought to some operating level within 60, 30 or 15 minutes. ”Regulation”

represent capacity that can adjust its level of output within a few seconds in response to the fluctu-

ations in the system frequency. The fluctuations are typically caused by slow response, inaccurate

automatic generation control (AGC) and forced outages of power plants etc.

1.1.3 Challenges in a Modern Power Grid

One of the facts about power grids is that electric power must be generated and delivered in

nearly the exact amount being consumed at any given moment in time when the grid-scale energy

storage system is unavailable. Typically, grid operators need to dispatch vast amount of power

from various sources to meet the demand variations from load valleys to load peaks every day. This
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balancing process faces multiple challenges in recent years.

First, on the generation side, renewable energy resources (RES), such as wind and solar, are

increasingly penetrated into the grid. The uncertainty of the generation by the RES is difficult

to predict one hour ahead or day ahead, which pose challenges to economic dispatch. Also, the

variations of generation by RES introduce more volatility to grid operations at higher levels of

penetration.

Second, on the load side, the energy use are growing significantly over the past decades.

Beside, the peak demand is also skyrocketing.

Third, the elements of the grid infrastructure (e.g., generators, transformers, or wires) are

facing their physical constraints, which could be capital-intensive to upgrade. The infrastructure

must be be sized to handle the peak demand at its location, because catastrophic damage to

equipment can occur if the flow of power exceeds the rated capacity the element for too long. As

the peak demand grows, the existing infrastructure are exposed to the danger of failure.

1.1.4 Buildings to Grid Services

The electrical grid is facing multiple challenges: increasing peak electricity demand, high

penetration of variable renewable electricity generation, and transmission and distribution (T&D)

infrastructure constraints. These challenges stress the electrical grid by making it more and more

difficult to balance supply and demand for different time scales under the constraints of current

infrastructure. Balance management services are largely provided by supply-side entities: inte-

grated utilities, grid operators, and generators. However, demand-side entities such as buildings

with flexible electrical loads can also be utilized to serve the balancing, and their contributions can

be as viable as supply-side counterparts [97]. The motivation behind is that buildings can provide

demand flexibility in response to price changes or direct signals.

Demand flexibility is the capability provided by on-site district energy resources (DERs)

in buildings to reduce, shed, shift, modulate or generate electricity [97]. The flexibility has the

potential to provide grid services that benefit the grid across the three major dispatchable categories:
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capacity, energy and ancillary services. Building owners or occupants that deliver the grid services

through dispatchable or non-dispatchable programs can be compensated through lower utility bills,

or pre-negotiated payments while the grid also sees an immediate benefit. What’s more, some of

these grid services can also benefit the grid by avoiding or deferring T&D upgrades and associated

capital cost which can increase utility customer rates.

Buildings can provide demand flexibility with five modes: efficiency, shedding, shifting, mod-

ulating, and generation. Some definitions from Ref. [97] are listed here and shown in Figure 1.4.

• Efficiency: the ongoing reduction in energy use while providing the same or improved level

of building function.

• Shedding: the ability to reduce electricity use for a short time period and typically on

short notice. Shedding is typically dispatched during peak demand periods and during

emergencies.

• Shifting: the ability to change the timing of electricity use to minimize demand during peak

periods or to take advantage of the cheapest electricity prices. A shift may lead to using

more electricity during the cheapest time period and using thermal or battery storage at

another time period when electricity prices increase.

• Modulating: the ability to balance power supply/demand or reactive power draw/supply

autonomously (within seconds to sub-seconds) in response to a signal from the grid operator

during the dispatch period.

• Generation: the ability to generate electricity for on site consumption and even dispatch

electricity to the grid in response to a signal from the grid. Batteries can increase the

ability of distributed generation to be dispatched as needed.

There are multiple grid services that buildings can provide through the demand flexibility.

The grid services include generation, ancillary, and deliver services. Ref. [97] summarized potential

grid services that can be provided by demand flexibility in buildings.
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1.1.5 Frequency Regulation

Maintaining the power system frequency at its nominal value (e.g. 60 Hz) is critical for power

system stability and reliability. The real-time system frequency is influenced by the difference

between the supply and the demand. If the supply is greater than the demand, the frequency

will rise above its nominal value, and vice versa. Over-frequency and under-frequency events can

damage electric power equipment, degrade the power quality, or even collapse the entire power

grid. For example, when one generator is suddenly offline for some unexpected reasons, the system

frequency will drop below its nominal value. It would be difficult for other offline generators to

go back online immediately to compensate for the loss of generation. But it would be feasible to

trigger online generators’ protective actions. The under-frequency protection can trip the generator

to operate at a slower speed. In this case, the imbalance of supply and demand is exacerbated and

could lead to a system collapse.

Frequency regulation (FR) is the ancillary service that provides continuous, rapid, and auto-

matic corrections for changes in electricity generation or use on a second-to-second basis in order to

maintain the system frequency. Typically, FR resources are generators. FR uses certain amount of

generators (e.g., about 1% of total generation) equipped with AGC and the information gathered

through the supervisory control and data acquisition system to continuously track the demand

variations. The frequency must be strictly maintained within a very narrow range in order to com-

ply with the control performance standards and the balancing authority area control error limit

reliability criteria. A real-time value, area control error (ACE), is used to quantify the energy

balance at each moment. ACE is measured in MW and is calculated by the mismatch between the

actual and scheduled electrical generation. The balancing authorities must monitor and carefully

control ACE in a limited range in order to fulfill their obligations to the North American Electric

Reliability Corporation (NERC) for system reliability. An automatic generated control signal based

on ACE is then sent to the FR resources.

Besides generators, fast-ramping demand side resources (DSRs) in buildings can also provide
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FR service to the grid by harnessing the demand flexibility provided by the modulating loads.

Typical modulating loads on building side include energy storage systems such as flywheels, batter-

ies and compressed-air energy system, electric boilers and heaters, and independent systems with

variable frequency drivers (VFDs).

1.2 Grid-interactive Efficient Data Centers

Data centers are critical, energy-intensive infrastructures that support the fast growth of the

information technology (IT) industry and the transformation of the economy at large. In 2010

data centers consumed about 1.1% to 1.5% of the total worldwide electricity and the number was

about 1.7% to 2.2% for the U.S. [74]. The electricity usage will keep growing due to the surge in

digital services associated with widespread Internet access. The electricity in data centers is mainly

consumed by two parts: IT equipment (e.g., servers, storage, network, etc.) and infrastructure

facilities (e.g., cooling system). The latter usually accounts for about half of the total energy

consumption in a typical data center [125].

1.2.1 Typical Configurations in Data Centers

1.2.1.1 Cooling Systems

Many different cooling systems have been designed and operated for data centers. The data

center room can be cooled by air, single- or two-phase liquid at room, rack or even chip level.

However, the majority of existing data centers are cooled by air [39]. Thus, our current modeling

efforts focus on air-cooled systems. The air-cooled systems supply to the data center room cold air,

which is then drawn by the rack or servers [7]. The air can be cooled by chilled water systems or

DX systems, which are introduced next.

Chilled water systems are usually used for large data centers. A typical chilled water system

includes chillers, Computer Room Air Handlers (CRAHs), pumps, and cooling towers, as shown in

Figure 1.5(a). The heat generated in the data center room is first transferred to the chilled water
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through the CRAHs, and the chillers then transfer the heat from the chilled water loop into the

condenser water loop through a refrigeration system. The cooling towers at last reject the heat in

the condenser water loop to the outdoor environment.

Economizers can also be installed to provide auxiliary cooling when outdoor conditions allow.

The economizer can be installed on either the air side or the water side of chilled water system. If

on the water side, it is typically called waterside economizer (WSE). WSE can be configured with

a chiller in different ways [48]. For example, the WSE can be integrated with the chiller, meaning

that the economizer can meet all or some of the load while the chiller meets the rest of the load,

or non-integrated, meaning the economizer can only operate when it can meet the entire load.

A common configuration of a chiller plant with integrated WSE is shown in Figure 1.5(b).

The WSE is located upstream of the chiller on the load side of the common leg. This configuration

can guarantee that the WSE can meet the warmest return chilled water and maximize the number of

hours when WSE can operate. The chiller plant with integrated WSEs can operate in three modes:

Free Cooling (FC) mode when only the WSE is enabled for cooling, Partial Mechanical Cooling

(PMC) mode when the chiller and WSE are both triggered, and Full Mechanical Cooling (FMC)

mode when only the chiller is activated. When a particular cooling mode should be activated is

determined by a cooling mode controller, as described in Section 3.2.3.1, and how to achieve the

cooling mode is determined by the manipulation of the associated isolation valves V1 to V4, the

chiller bypass valve (V6) and the WSE bypass valve (V5), as shown in Section 3.2.3.3.

DX system is widely used in small data centers as a primary cooling system or as a backup

system for the chilled water system. The major cooling source in a DX system are the Com-

puter Room Air-Conditioner (CRAC) units. CRAC units typically have their own refrigeration

system. They absorb heat from the data center room through evaporators, and reject heat to the

outdoor environment (air-cooled CRAC) or a condenser water loop (water-cooled CRAC) through

condensers. Based on the type of the condenser in the CRAC, the DX system is categorized into

two classes: air-cooled or water-cooled. Figure 1.6(a) shows a schematic drawing for an air-cooled

DX system, where the air-cooled CRAC is installed to cool the return air and send it back to the
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Figure 1.5: Primary-only chilled water system



14

data center room by supply air fans. The heat extracted by the CRAC is then rejected to the

outdoor environment through condenser fans. The DX system is usually installed together with air

side economizers (ASEs), for example, as shown in Figure 1.6(b). The ASEs enable the system to

efficiently use the cold outdoor air and reduce the operating time of CRACs.

Treturn,air

Tsupply,air

Computer Room

 Air Conditioner

Data Center 

Room

Return Air

Supply Air Fan

Condenser Fan

(a) Without ASE (b) With an ASE

Figure 1.6: Air-cooled DX system

In Figure 1.6(b), with an ASE, the air-cooled DX system can also operate in the three modes

as mentioned above. The only difference is that the mechanical cooling is provided by the CRACs

in the air-cooled DX system instead of the chillers as in the chilled water system. Similarly, when

to activate a particular cooling mode is determined by the cooling mode controller, and how to

achieve the cooling mode is determined by the manipulation of the dampers such as D1 to D4 in

Figure 1.6(b)[48].

1.2.1.2 Electrical Systems

Data centers are required to operate continuously. Electrical distribution systems in data

centers are designed to power the IT equipment in a safe and reliable manner. One typical design

is to power the data center with multiple sources. For example, data centers normally draw three-

phase AC power from the power grid, and use diesel generators as backups during power grid

failures. There is usually a time gap between the power grid failure and the activation of the
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backup diesel generators, because the diesel generators usually need a short warmup time. To

guarantee the safety of the data center during this time gap, the energy storage system, the so-

called Uninterruptible Power Supply (UPS), is utilized to provide power. The UPS is typically

sized to guarantee a 15-minute emergency power delivery for IT equipment of a fully-loaded data

center and the critical equipment in the cooling system. The emergency operation of the UPS ends

once the backup generators are brought online or the power grid recovers. The schematic drawing

of a typical data center cooling and electrical system is shown in Figure 1.7 [116]. The fluid flow in

the cooling system is denoted by solid lines, and the power flow in the electrical system is denoted

by dashed lines.

Cooling 

Towers

Condenser 

Water Pumps

Chillers

Waterside 

Economizer

Chilled 

Water Pumps

Air Handling 

Unit

Room

480/277V AC 480/277V AC

480/277V AC480/277V AC

Bypass

Figure 1.7: Schematic drawing of the cooling and electrical system in a data center

Note that in real data centers the electrical architecture has much more complexity and

diversity. Based on their importance to keep the data center uninterrupted, all the equipment

including IT and cooling equipment in a data center can be categorized into two types: critical and

noncritical equipment. Critical equipment are indispensable to keep the data center functioning.
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A typical design for critical equipment comprehends IT equipment and their supportive supply air

fans in the CRAH. Noncritical equipment can be turned off for a short period of time without

compromising the safety of the data center. They usually include all the other cooling equipment

except CRAH supply air fans.

The data center is connected to the utility service and the backup generators at the building

feeder. The incoming power is usually delivered to the data center building by a three-phase

480/277V AC system. During normal operation, the UPS is bypassed after it is fully charged. The

power drawn by noncritical equipment enables the cold chilled water to be produced and delivered

to the cooling coils in the CRAH. The supply air fans are critical equipment and powered to enable

the heat transfer between the hot room air and the cold chilled water, and thus delivers the cold air

to the servers. To supply the servers that usually are DC loads, the 480/277V AC power needs to be

first transformed to a lower voltage such as 208/120V in the Power Distribution Units (PDUs). The

208/120V AC power is then converted to 12V DC power through the Power Supply Units (PSUs)

in servers. The 12V DC power is finally delivered to the server loads and their auxiliary equipment

such as fans. If the server requires power with a voltage less than 12V, then a Voltage Regulator

(VR) should be used to decrease the voltage of the DC power. In emergency operation, before the

backup generators are brought online, the UPS is only utilized to serve the critical equipment, and

no power is delivered to the noncritical equipment.

1.2.2 Grid-interactive Efficient Data Centers

As a special type of buildings, data centers have numerous opportunities to provide grid

services considering their large energy capacities, flexible working environments and work loads,

redundant design and operation, etc. For example, the large energy usage in data centers makes

them a suitable candidate for generation and delivery services, and the flexible working environment

and work loads provides them the opportunities of ancillary services.

To advance the role buildings can play in energy system operations and planning, Depart-

ment of Energy (DOE) in U.S. is developing a grid-interactive efficient building (GEB) strategy to
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continuously integrate and optimize the DERs such as on-site generations and energy storage, for

the benefit of the buildings owners, occupants, and the electric grid. The GEB is defined by DOE

in 2019 as below [97].

A Grid-interactive Efficient Building is an energy efficient building with smart
technologies characterized by the active use of DERs to optimize energy use for grid
services, occupant needs and preferences, and cost reductions in a continuous and
integrated way.

The same definition can also be used for a grid-interactive efficient data center (GEDC), with

a redefinition of ”occupant” as IT equipment (e.g., servers), instead of human beings. The shifted

meaning of occupant introduces specific constraints for the GEB strategy. The constraints include

thermal environment and quality of service (QoS) delivered by the data centers.

GEDCs should be characterized by several features similar to that GEBs, as mentioned in

Ref. [97]. First, they should be energy efficient. The efficiency can be achieved by optimizing the

system design, installing high-performance site and support infrastructure, and utilizing optimal

control during operation etc. Second, they should be connected. Besides the power supply, GEDCs

are able to perform two-way communication with the grid by sending and receiving responsive

signals. The GEDC strategy also responses to the occupants (e.g., servers) to guarantee their

productivity. Third, they should be intelligent. GEDCs are able to support ubiquitous sensing and

optimal control to manage DERs in ways that are beneficial to the grid, data center owners, and

occupants. The optimality considers not only financial benefits but also business risk management

in data centers. Finally, they should be flexible. GEDCs are capable of providing and harnessing

demand flexibility.

1.2.3 Challenges in Approaching GEDCs

It is self-motivated for data centers to harness demand flexibility provided by energy efficiency.

When it comes to other modes, for example, load modulation, data centers are barely willing to

provide, which can be seen from one of the facts that data centers today are largely non-participants
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in the demand response programs. The reasons for this are not mysterious. There are a number

of significant challenges that lead to this unfortunate fact. Below, some of these biggest challenges

are listed.

Firstly, decision-making tools. There is no mature tools to facilitate the decision-making

process in terms of providing grid services from data centers. For example, it is difficult for data

centers to harness their best portfolio of the grid services without a well-validated tool. The lack

of tools exacerbates the situation where data centers are reluctant to provide grid services at the

very beginning.

Secondly, regulation and market maturity. The opportunities for data center demand re-

sponse participation may be limited by the immature market to simple, traditional smart pricing

programs such as coincident peak pricing that it not well-suited for the risk tolerance of data centers

[141].

Thirdly, risk management. Data centers are typically in the business of maximizing uptime

and performance, and energy issues are certainly secondary to maintaining strong guarantees about

these primary measures. However, participation in demand response programs always comes with

some risk. This risk may be purely financial, e.g., in passive participation programs, or it may

have the possibility of uptime/performance degradations, e.g., in active participation programs.

As a result, risk management is a crucial issue for data center participation in demand response

programs.

Forthly, right of control. An active debate within the demand and response field is that of

who should have the control. For example, grid operators would like to have a guaranteed response

when they ask for it; which leads to direct load control programs for which the grid sends a signal

to a controller of the program participant. However, of course, such programs are inappropriate

for data centers given the risk management issues.

Fifthly, multi-tenant issue. Many data centers are multi-tenant, i.e., they rent space to

many different tenants. In such situations, the data center operator does not have control over

the computing resources and so when a demand response signal is received, it cannot manage the
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response directly and must find a way to encourage the tenants to respond appropriately.

Finally, real time operation. The systems in a GEDC (e.g., thermal, electrical and control

systems) are interoperatable. A poweful control system is needed to coordinate and execute com-

plex control strategies that adapt based on changing conditions over multiple time scales. The

optimization techniques should be able to choose among different strategies and balance efficiency

with flexibility and occupancy comfort. The data communication among systems needs to be cy-

bersecure. All these needs complicate the design of such a control system, which requires a large

amount of expertise.

1.3 Research Questions and Dissertation Structure

The above discussions indicate that approaching GEDCs still needs tremendous amount of

efforts in both academia and industries, because each of the above-mentioned challenges could be

a broad research topic. In this research, the focus is to mitigate the issues related to the decision-

making tools and the operation of GEDCs. Although many studies have been conducted to improve

energy efficiency in data centers, limited studies focused on harnessing the demand flexibility by

shifting and shedding loads, and few have looked at the modulating loads. Therefore, in this study,

we particularly want to answer the following questions:

(1) What is the suitable platform to assist the design and evaluation of GEDCs?

Simulation is a cost-effective way to assist the design and evaluation of complex systems such

as GEDCs. Most of current building energy simulation tools, for example, EnergyPlus, are

designed for energy efficiency purposes. GEDCs involve different physical systems (thermal,

electrical, and electromagnetic, etc.) with different time-scaled dynamics, which usually

leads to a set of differential algebraic equations after mathematical modeling. Simulation

is then conducted to numerically solve the mathematical equations in order to predict

the system performance. To better represent the real systems, mathematical models with

high-fidelity are necessary. To efficiently solve the high-fidelity models, robust and powerful
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numerical solvers are required. Therefore, the complexity of the systems in GEDCs exposes

special needs of the modeling and simulation platform.

To answer this question, Chapter 2 summarizes special needs for the modeling and simula-

tion tools, and then reviewed several commonly used tools for building energy systems. A

recommendation of the suitable modeling and simulation tool, Modelica, for GEDCs based

on the review is finally proposed.

Chapter 3 develops a comprehensive testbed to help design and evaluate GEDCs. The pro-

posed testbed considers different physical systems (thermal, electrical, and electromagnetic,

etc.) with different time-scaled dynamics involved. End-to-end models include the com-

puter servers, quality of service, uninterruptible power system, renewable energy resources

such as solar panels, typical cooling system for data centers etc. The case studies shew

that this testbed is able to perform various analysis, including detailed analysis of energy

efficiency and control performance in normal operation, as well as emergency operation.

Chapter 4 validates the testbed using available measurement data from a data center located

in Massachusetts. Based on the validated testbed, energy efficiency measures such as cooling

system retrofitting, and control improvement were then proposed and evaluated.

(2) How to optimally operate GEDCs to harness the flexibility provided by modu-

lating loads?

Most of studies focus on energy efficiency improvement in data centers, and few focus on

harnessing the demand flexibility provided by modulating loads. One of the major issues

is planning the operation of DSRs to optimize the allocation of flexibility resources within

operating limits in a way that is mutually economical for both building owners and electric

grids. With a special focus on FR provided by modulating loads, this dissertation took two

steps to investigate the control strategies to provide grid services and manage the operation

risks.

First, in Chapter 5, this dissertation introduces a synergistic control strategy with a new
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FR flexibility factor for GEDCs. The control strategy combines power management tech-

niques at the server level with control of the chilled water supply temperature to track the

regulation signal from the electrical market.

Second, a real-time multi-market optimization framework for GEDCs without storage sys-

tems is proposed in Chapter 5 to maximize their benefits from participating in both energy

market and regulation market. The numerical case study investigates the optimal bids at

each hour by considering the energy costs, demand costs and regulation revenues based on

the proposed dynamic testbed of a virtual data center located in PJM.

(3) How to optimally operate GEDCs to harness the flexibility provided by shifting

loads and modulating loads?

Providing FR service might not be able to reduce power demands that contribute a large

portion of the utility bill for data centers, because after providing FR service, the data

center power will fluctuate around their baseline, and the sum of the fluctuations in a

long run will neutralize over time, which might not change the power demands defined as

the average power over a specific period. Therefore, storage systems especially thermal

energy storage systems (TESSs) are proposed to reduce the data center power demands.

The TESS can be considered as a shifting load because of its slow response. This research

question aims to answer the question how to minimize the operation costs in GEDCs by

adjusting shifting loads and modulating loads simultaneously.

Chapter 6 first proposes a synergistic control strategy to provide FR service in a GEDC

with a TESS. The control strategy adjusts the chiller capacity, the storage charging rate

and server CPU frequency together to respond to the FR signal from the electrical market.

Then a multi-market optimization framework using model predictive control is introduced

to minimize the operation costs and compared with different control schemes.

Lastly, Chapter 7 provides final conclusions, limitations and future work.
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Note that the work contained in each chapter is largely associated with work already published

or currently under review in scientific literature. These references are indicated at the beginning

of each chapter.



Chapter 2

Literature Review

This chapter overviews the basics of GEDCs, including opportunities, available demand side

resources, frequency regulation control strategies, PJM frequency regulation market rules and avail-

able modeling and simulation tools.

2.1 Opportunities in Data Centers

The concept of using data centers to provide demand response (DR) services stems from

two critical challenges power grids are facing now. First, electric power grids need to balance

generation/supply with increasing demand, partially due to increased data center use. Second, the

increasing penetration of renewable energy generation in the grid has introduced more fluctuations

in the power supply and thus further challenges the power grid management, especially as large-scale

energy storage is not readily available.

Data centers are well-suited candidates to address these two grid-level challenges. The po-

tential for data centers to provide DR encompasses several aspects:

Capacity Data centers represent very large loads for the grid. In 2010, data centers

consumed about 1.1% to 1.5% of the total worldwide electricity and the number was about 1.7%

to 2.2% for the U.S. [74]. The design load of an individual data center can be up to 50 MW or

more [18]. Further, researches have shown that an optimized 30 MW data center is comparable to

7 MWh large-scale storage in providing DR service for the power grid [141]. One would potentially

lose a huge storage capacity for power grid if data centers’ large potential capacity for DR is not
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utilized.

Flexibility Data centers can be considered as extremely flexible power loads for power

grid. They can operate under a broad range of temperatures, which will result in a large range of

power load. For example, American Society of Heating, Refrigerating, Air-Conditioning Engineers

(ASHRAE) categorizes data centers into four types (A1-A4) based on their requirements of thermal

environment. A Class A1 data center typically provides mission critical operations and requires

tightly controlled thermal environment. ASHRAE suggests that the allowable supply air tempera-

ture in a Class A1 data centers should be within the range of 15 °C to 32 °C [4]. In addition, some

data centers have delay-tolerant workloads, which can be shifted in time in response to electricity

prices or other grid requests. The delay-tolerant workload is managed by the designs of novel hard-

ware and algorithms that can adapt energy usage in proportion to the utilization of the computing

system. Such designs include speed-scaling [29], power-capping [146, 27, 85], moving servers into

and out of power saving mode [61], etc. Further, many internet-scale systems that depend on a

number of geographically distributed data centers have geographical flexibility to distribute the

workload to data centers at different locations [145, 52, 143].

Redundancy Data centers are designed to meet reliability standards to guarantee their

uptime and performance [112]. Most data centers fall into the two high-availability classes defined

by the Uptime Institute: Tier III (99.982% availability) and Tier IV (99.995% availability) [54]. Tier

specifications address the number and nature of power and cooling distribution, required redundant

components, and the ability to repair faults without interrupting IT load. Typical redundant

equipment include power sources (e.g., backup generators, Uninterruptible Power Supply (UPS)),

power delivery systems (e.g., transformers), chillers, pumps, Computer Room Air Handler units

(CRAHs), etc.

Automation Nearly all sizable data centers (>1 MW IT load) have an Energy Man-

agement Control System (EMCS) that monitors and controls the cooling, electrical, and lighting

systems [54]. The EMCS system often can provide limited flexibility in system operations to provide

other services (e.g. DR).
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2.2 Data Centers as Demand Side Resources

Ref. [54] summarized some potential demand side resources (DSRs) for data centers to par-

ticipate in load-shedding and load-shifting. This paper adds additional resources that are capable

of providing fast DR, shown in Table 2.1.

Site infrastructure, e.g., cooling systems, contribute to a variety of DSRs, in commercial build-

ings as well as in data centers, including chillers/Computer Room Air Conditioner units (CRACs),

CRAHs/fans, temperature setpoints at equipment and system level, and more [69, 142, 92, 58].

Support loads, such as UPS and power delivery system, are unique resources for providing

DR. Using a UPS as an on-site energy storage system can be ideal for DSR because of its capabilities

to perform fast charging and discharging. Back-up generators powered by diesel or natural gas are

usually configured to start in two to four seconds after a utility outage or voltage fluctuation or

for greater than a 10% swing in voltage or frequency [54]. The traditional backup generators at

data centers may not be environmentally friendly, in some cases even not meeting Environmental

Protection Agency (EPA) emissions standards [4], which makes this form of response far from ideal.

To fully utilize backup generators for in DR programs, it is necessary to reduce their emissions.

In addition, a report from Lawrence Berkeley National Laboratory [54] mentions that redundant

transformers could be powered down during a DR event to curtail their losses for shedding.

IT infrastructure, such as servers, storage, network etc., provide significant potential for

data centers to participate in DR programs. For example, Servers are usually equipped with pro-

grammable power management mechanisms, and are capable of adjusting their power consumption

using commands from certain interfaces. Fine-grained power management such as Dynamic Volt-

age/Frequency Scaling (DVFS) at the node level allows the processor to use a lower voltage at

the cost of a slower clock frequency by offering high-resolution control [36]. Coarse-grained power

management such as power capping at a low resolution and at a more aggregate level can limit

the amount of electricity that servers can consume at any given time. Virtualization technologies

consolidate and optimize servers, storage, and network devices in real time, reducing energy use by
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enabling the optimal use of existing data center equipment as shown in [53]. Shutdown of servers

and storage or job scheduling are also capable of providing load shedding in response to a DR

event, usually by integrating with virtualization technologies. Load migration refers to temporar-

ily shifting workloads from a system on one site to a system on another site. Migration between

homogeneous platforms that have the same clusters requires less response time than that between

heterogeneous platforms with different clusters.
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2.3 Review of Frequency Regulation in Data Centers

Data centers have a rich pool of DSRs as shown in Table 3.1. FR service that requires fast

responses from data centers can be individually or jointly provided by site infrastructure, support

loads, and IT infrastructure. This section summarizes the state-of-art research of using data centers

to provide FR.

2.3.1 Site Infrastructure

There are few studies in using data center site infrastructure (mainly cooling systems) to

provide FR. However, the data center cooling systems are also commonly used in commercial

buildings. Providing FR with commercial building cooling system has been well studied and the

knowledge can be potentially applied to the data centers. Thus, this subsection mainly discusses

the efforts of providing FR service by the cooling systems in commercial buildings.

Zhao et al. [148] proposed two methods of using HVAC systems in commercial buildings to

provide FR: direct methods, such as adjusting static pressure setpoint, and indirect methods, such

as adjusting zone air temperature setpoint. Many experimental studies focused on using the supply

air fan to provide FR by changing static pressure in the air duct [91, 10], air flow rate setpoint

[86, 87, 10] or frequency of the motor [92, 58, 59, 87, 127, 128, 10]. The response time can be as low

as 2 s [92] by directly adjusting the VFD frequency. Some studies [114, 115] designed and evaluated

a FR controller to adjust the CHWST setpoint for a chiller to track a FR signal.

Due to the specific nature of data centers, there are a few challenges and opportunities in

adopting the outcome of the studies in commercial building to data centers. One is that these

strategies are proposed for commercial buildings instead of data centers. Due to the high reliability

requirement, data centers are required to have sufficient redundant capacity of the cooling equip-

ment (CRAHs/CRACs, pumps, and even chillers), which is not necessary for commercial buildings.

Therefore, there is a great potential for FR service using those redundant capacities in data centers.

In addition, most studies [114, 115] performed the evaluation of the FR service only on
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isolated equipment, such as chillers, and their energy influence on the overall cooling system were

separated. For instance, when regulation down is required, the chillers can raise their supply

temperature setpoints to decrease power consumption. However, the supply air fans have to increase

their power as a response to the increased chilled water temperature in the cooling coils, which

counteracts the efforts of reducing the system power consumption. Thus, it is difficult to quantify

the net benefits from electrical markets without considering the system as a whole.

2.3.2 IT Infrastructure

There are several techniques available to adjust the server power in order to limit data center

power usage as mentioned in Table 3.1 [27, 80, 130, 93]. Some of the techniques (e.g. DVFS and

dummy workload) can also be used to provide FR service because of their fast response.

Data center IT infrastructure is not always running at its full capacity. It is possible to use

that unutilized capacity to provide FR service. A few studies focused on the FR service by using

power management techniques such as DVFS [26, 25]. One recent publication investigated the

possibility of providing FR service by introducing extra dummy workload to the servers [132]. The

purpose of the dummy loads is to adjust the server utilization rates so that the server power can

respond to external signals. However, there is still more spaces in using this resource to provide

FR service which will be discussed in this paper.

2.3.3 Support Loads

Traditional usage of UPS in data centers is to serve as backup power. However, UPS can also

be potentially used for peak shaving, power regulation, and assisting with renewable integration

[95]. Studies showed that one could reduce operational costs by up to 30% by using UPS for peak

demand shaving and FR service together [111, 110]. Others [73, 2] presented an architecture for

distributed per-server UPS, which can participate in ancillary service markets without degrading

the Quality of Service (QoS).

When considering degradation of the equipment, Chen et al. [28] concluded that it may
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not be economical for batteries to participate in some markets. Analysis [95] suggestted that flow

battery, a new type of electrochemical cell, allows for a fast response and placement flexibility, while

conventional electrochemical energy storage technologies, such as Lead-Acid and Lithium-Ion, used

for power backup, are less suitable for FR service.

There are also significant efforts underway within industry to improve the UPS design in order

to enable FR service. In 2017, power management specialist Eaton launched the first pilot project

of ”UPS-as-a-Reserve” service [38], an initiative that enables data center owners to participate in

regulation of the power grid while getting paid for their contribution. New battery technologies such

as the Tesla Powerpack can charge or discharge instantly to provide FR service, voltage control,

and provide spinning reserve services to the grid due to its low ramp time. However, such systems

currently require large and expensive batteries to offer significant regulation capacity to the market.

2.3.4 Synergistic Strategies

Only a few of papers studied synergistic strategies that combine IT infrastructure and support

loads for FR service. For example, Guruprasa et al. [56] developed a coupled data center and battery

system, which allows data center to work in conjunction with a small battery to provide fast FR

service. Some studies [83, 17] also considered the joint power management of a data center and

plug-in electric vehicles for FR service.

It is worth to mention that the strategy that combines the IT infrastructure and site in-

frastructure (e.g. cooling systems) are not well studied yet because of several concerns towards

manipulating the cooling system in data centers. On top of that might be the concern of cooling

safety. For example, adjusting the room temperature might introduce hot spots in the racks. In

addition, for an energy efficient data center whose power usage effectiveness is small, the power of

the cooling system is relatively small compared with IT equipment. However, totally ignoring the

capability of the cooling system might be a waste of existing resources since data center cooling

energy still accounts for about 35 ∼ 40 % of the data center overall energy usage in the world-

wide [66, 54]. In this dissertation, a synergistic control strategy that combines the operation of
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the cooling system and IT equipment is proposed and the extra benefits of including the cooling

system in the regulation control is also studied.

2.4 Overview of Regulation Market in PJM Territory

2.4.1 Traditional and Dynamic FR signals

FR is a service designed to maintain the frequency throughout the power grid system at

something very close to its nominal value (e.g. 60 Hz in the United States). This is achieved by

constantly and automatically balancing small fluctuations in supply and demand in real time. The

service can be offered by FR resources such as generators on the supply side (which has traditionally

been the case) or more recently, by DSRs on the demand side. Providing FR means FR resources

are willing to increase or decrease their output (generation for generators, and consumption for

DSRs) by following a control signal generated by the market operator (e.g. PJM). Details of PJM

regulation services can be found in [89]. Here, only a few important and relevant features are

discussed.

PJM separates FR resources into two groups: ramp-limited and capacity-limited. Typical

ramp-limited resources include gas or coal-fired steam power plants which have large capacities

but respond slowly to FR signals. Typical capacity-limited resources include batteries, flywheels,

plug-in electric vehicles, and responsive loads which have small capacities but can respond quickly

to FR signals. To fully utilize these two types of resources, PJM has developed two types of FR

signals: the traditional regulation A signal (i.e., RegA) and the dynamic regulation D signal (i.e.,

RegD). Ramp-limited resources focus on following the slower moving RegA signal, and mostly get

compensated for capacity. By contrast, capacity-limited resources can follow the faster moving

RegD signal and get compensated mostly for performance.
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2.4.2 Regulation Market Eligibility

Regulation offers may be submitted only for those resources electrically within the PJM RTO.

To regulate, a resource must meet the following criteria:

• Generation and demand resources must be able to provide 0.1 MW of regulation capability

in order to participate in the regulation market.

• Resources must be able to receive an AGC signal. A resources MW output must be teleme-

tered to the PJM control center in a manner determined to be acceptable by PJM.

• New resources must pass an initial performance test (minimum 75% compliance required).

• Resources must demonstrate minimum performance standards. Regulating resources that

have not met performance thresholds over a specified time period will be disqualified and

must re-qualify to offer into the regulating market for applicable signal type (RegA or

RegD). The disqualification threshold is based on the historic performance score. When

the historic performance score falls below 40% by signal type, PJM will notify the resource

owner and the resource will no longer be eligible to offer into the regulation market for the

applicable signal type.

• Resources should give priority to the regulation signal by not allowing the sum of the

regulating ramp rate and energy ramp rate to exceed the economic ramp rate. Only after

a regulating resource has accounted for the regulation capability, may a generator use net

of the economic base point and the regulation ramp rate to follow the energy signal.

2.4.3 Performance Calculation

In the PJM market, new resources aiming to enter the regulation market need to pass an

initial test by obtaining at least 0.75 for a defined performance score. The initial test signals of

RegA and RegD are available at [106]. The performance score is calculated as a composite score
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of accuracy, delay and precision, which are shown below [89].

csig,res =
COV (reg, res)

σregσres
(2.1)

Saccuracy = max
δ=0−5 min

(creg,res(δ)) (2.2)

Sdelay =

∣∣∣∣5 min− δ∗
5 min

∣∣∣∣ (2.3)

Sprecision = 1− 1

n

∑∣∣∣∣res− regreg

∣∣∣∣ (2.4)

Sperformance =
Saccuracy + Sdelay + Sprecision

3
(2.5)

In the above equations, reg represents the regulation signal the DSRs receive from the elec-

trical markets, and res represents the response signal the DSRs generate after control actions. c,

COV and σ are the correlation coefficient, covariance, standard deviation of these two signals. In

PJM, the response signal res is recalculated with a time shift δ ranging from 0 to 5 minutes in an

increment of 10 seconds, which leads to 31 response signals res(δ). The accuracy score Saccuracy is

the maximum correlation coefficient c between reg and res(δ). The delay score Sdelay is calculated

based on the delay time δ∗ when the maximum accuracy score is obtained using Eq. (2.3). The

precision score Sprecision is defined as the relative difference between regulation signal and response

signal, where n is the number of samples in the hour, and reg is the hourly average regulation

signal. The final performance score Sperformance in that hour is calculated as the weighted average

of the three individual scores.

2.4.4 Market Clearing Process

The detailed process and equations related to market clearing in PJM RTO can be referred

to Ref. [89]. Here only a few summaries are listed.

The PJM Regulation Market provides PJM participants with a market-based system for the

purchase and sale of the regulation ancillary service. Resource owners submit specific offers for reg-

ulation capability and regulation performance, and PJM utilizes these offers together with energy

offers and resource schedules from the Markets Gateway System as input data to the Ancillary Ser-
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vice Optimizer (ASO) which is an hour-ahead Market Clearing Engine (MCE). ASO optimizes the

RTO dispatch profile and forecasts local marginal prices (LMPs) to determine hourly commitments

of Regulation to meet the requirement.

Using the dispatch profile and forecasted LMPs, an opportunity cost, adjusted by the ap-

plicable performance score and benefits factor, is estimated for each resource that is eligible to

provide regulation. The estimated opportunity cost for demand resources is zero. The adjusted

lost opportunity cost is added to the adjusted regulation capability cost and the adjusted regulation

performance cost to make the adjusted total regulation offer cost. The adjusted total regulation

offer cost is then used to create the merit order price. All available regulating resources are then

ranked in ascending order of their merit order prices, and the lowest cost set of resources necessary

to simultaneously meet the PJM regulation requirement, PJM synchronized reserve requirement,

PJM primary reserve requirement and provide energy in that hour is determined. The least cost

set of regulation resources identified through this process are then committed. Prices for regulation

are calculated simultaneously with energy and reserve every 5 minutes by the Locational Pricing

Calculator. The highest merit order price associated with this lowest cost set of resources awarded

regulation becomes the Regulation Market Clearing Price (RMCP). The Regulation Market Per-

formance Clearing Price (RMPCP) is calculated as the highest adjusted performance offer from

the set of cleared resources. The Regulation Market Capability Clearing Price (RMCCP)) is the

difference between RMCP and RMPCP. These clearing prices are then used in market settlements

to determine the credits awarded to providers and charges allocated to purchasers of the Regulation

service.

2.5 Modeling and Simulation for GEDCs

2.5.1 Modeling and Simulation Needs

Modeling and simulation is an effective way to design and control GEDCs. The suitable

modeling and simulation platform to serve the purpose of designing and controlling GEDCs should
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have the following features:

First, the platform should provide modeling flexibility. For design applications, fast and

flexible prototyping can help designers and owners have a near-optimal design of the systems. For

control evaluations, a GEDC can be optimized by examining different control strategies to find the

best portfolio when providing grid services. The modeling flexibility in terms of design and control

evaluations can be realized by two important features. One is modularity that can be provided by

object-oriented programming languages such as C++ and Modelica. The modularity emphasizes

compartmentalization and interrelation of independent, interchangeable modules in the platform.

The other is conditional modeling. Conditional models involve discontinuities due to different user

needs or physical phenomena (e.g., discrete control design). For example, to satisfy different needs

of the design and the control, the ideal platform should be able to switch between steady-state and

dynamic modeling.

Second, the platform should provide simulation flexibility. Simulation flexibility comes along

with the modeling flexibility that can be utilized to create different use cases in the same platform

such as energy analysis during design and control evaluations during operation. In the use case

of energy analysis, building energy tools such as EnergyPlus approximate the HVAC equipment

and controllers using steady-state models, resulting in algebraic equations. The only dynamics

is from the building model. The resulting system model is not stiff, and explicit time integration

algorithms are generally more efficient. In the use case of control evaluations, the modeling can lead

to a hybrid numerical system that involves coupled continuous time, discrete time and discrete event

dynamics. This requires solution methods with variable time steps and event handling. Therefore,

the numerical solvers for simulation should also be adaptive to these different use cases so that the

mathematical models could be solved efficiently.

Third, the platform should be able to provide flexibility for data synchronization with ex-

ternal tools. GEDCs, as complex engineered systems, requires expertise from different domains.

The development of these systems may be concurrent and distributed, that is, divided between

different teams or external suppliers, each in their own domain and each with their own tools.
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Each participant develops a partial solution to a constituent system, that needs to be integrated

with all the other partial solutions. The integration among different systems or tools is realized by

synchronizing data among the different systems or tools. Data synchronization can facilitate both

post-processing and co-simulation if required.

2.5.2 Review of Modeling and Simulation for GEDCs

Many researches have been conducted to perform the design and evaluation of the energy sys-

tems and control systems in GEDCs through computer modeling and simulation. This dissertation

divides those researches into three categories based on the application purposes: energy efficiency,

slow demand response (e.g, shedding and shifting) and fast demand response (e.g., frequency reg-

ulation and contingency reserve).

2.5.2.1 Data Center Energy Efficiency

Most of previous researches focus on improving energy efficiency in data centers, by consid-

ering energy efficiency techniques for the cooling system, or IT system or data center as a whole.

For the cooling system, researchers have proposed many techniques to provide efficient cooling

by considering energy consumption or/and thermal environment in the data center room. Pan

et al. [101] developed an energy simulation model for two office buildings with data centers in

EnergyPlus [37] to evaluate potential retrofit energy savings. Kummert et al. [1] modeled and

analyzed the system inertia of a data center cooling system using TRNSYS [44]. Kuei-Peng et

al. [77] applied eQUEST developed with the DOE-2 [144] framework to explore the airside free

cooling energy efficiency of data centers in 17 worldwide climate zones. Bash et al. [8] discuss

a control algorithm for the CRAC units. The proposed control approach aims at minimizing

the amount of heat removed by each CRAC unit, while enforcing the thermal constraints of the

IT. Anderson et al. [3] consider a robust control approach to the control of the cooling system.

Beitelmal et al. [11] developed a steady-state model for a centralized cooling system in a data

center in EES [70] to enable the design and analysis of the heat removal processes. Computational
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fluid dynamic (CFD) simulations are a widely used tool to simulate and predict the heat distribution

in a data center. Such simulations take a very long time to execute and cannot be used in real-time

control applications. In [121], Toulouse et al. discuss an innovative approach to CFD which is able

to perform fast simulations for data centers.

For the IT system, researchers mainly focus on CPU power management [24, 105], network

power management [96, 131] and storage power management [23, 55] for energy conservation. There

are typically two approaches to numerically estimate the benefits of utilizing these techniques. One

is through dedicated professional software. For example, in [55], the authors used the DiskSim

simulator [19], augmented with a disk power model, to study the performance and power impli-

cations of Redundant Array of Independent/Inexpensive Disks configurations on the transaction

processing workloads. In [21], CloudSim [22] was used to evaluate the development of dynamic

resource provisioning and allocation algorithms that consider the synergy between various data

center infrastructures, e.g., the hardware and power units. The other is to formulate and solve the

energy efficiency problem as an optimization problem using commonly-used optimization engines.

For example, Wang et al. [131] proposed a general framework for achieving energy efficiency in

data center networks, where they modeled the energy-saving problem with a time-aware model and

proved its NP-hardness.

There are also some researches focusing on the energy efficiency by considering coupled cool-

ing system and IT system. Parolini et al. [103] considered data centers from a cyber-physical

system perspective: a computational network representing cyber dynamics and a thermal network

representing the physical dynamics. An coordinated control strategy that manages the IT and

cooling system to achieve optimal performance with respect to both QoS and energy efficiency

based on a discrete-time MPC approach was then proposed and evaluated. The in-house codes for

this framework are not mentioned and released. Tran et al. [122] presented their modeling and

simulation tool in Matlab/Simulink for data center energy simulation by considering IT system and

cooling system together. Noguchi et al. [98] developed a model of the thermal behavior of a server

rack in Modelica [41]; they defined a thermal circuit considering the conductance of server chassis,
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cold and hot aisle to calculate each server temperature, and used an active controlled shutter to

block-off cool air from a cold aisle when the temperature of the servers is less than a threshold,

in this way the cooling power can be reduced by preventing excessive cooling of idle or shut-down

servers. Fang et al. [42] provided a MPC-based control framework in Matlab, which divided the

optimization into two subproblems, one for DVFS and IT workload assignment, the other to man-

age the cooling system operating point. They evaluated their results comparing the mathematical

modeling of the thermal dynamics with a CFD simulation.

2.5.2.2 Data Center Demand Response

Researches related to the modeling of data center DR can be categorized into two types in

terms of the way they deal with the cooling system. One is simplified (even ignored) cooling system

models and the other is detailed cooling system models.

Most of the work on data center DR focused on the power management of the IT system (e.g.,

servers) and support loads (e.g., UPS and generator), which ignore or simplify the cooling system.

The data center power is simply represented by a single variable or a set of simple equations in

terms of workload schedules or CPU utilization, and the cooling power if considered is represented

using a system parameter known as PUE. Because these studies are not focusing on dynamic repre-

sentation of the IT system, in-house codes are usually used for the implementation. Luo et al. [90]

proposed an IT workload management approach to process delay-tolerant jobs that have the same

deadline of completion while maintaining their QoS. They formulated the mathematical scheduling

problem to minimize the electricity costs of the data center IT system in response to real-time

prices. Wang et al. [129] proposed a hierarchical DR framework for data centers to respond to

real-time electricity prices. The data center energy system is simply modeled as a controllable

parameter, which assumes the power can be perfectly adjustable. Bahrami et al. [6] considered the

real-time pricing and modeled the data centers coupled decisions of utility company choices and

workload scheduling as a many-to-one matching game with externalities. Li et al. [79] introduced

a mix-integer-programming-based demand management solution for internet data centers consid-
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ering the electricity market economic signals, which integrally optimizes the servers scheduling to

accommodate the continuously received CPU-intense batch computing job requests. The data cen-

ter power is modeled as a function of CPU utilization, and the optimization problem is solved in a

C-based optimization engine, CPLEX [32]. Cupelli et al. [33] presented a Modelica-based modeling

and simulation study to find the optimal sizing of data center UPS for FR service. The data center

power is represented by a simple controllable variable.

There are limited researches using detailed cooling system models to investigate the data

center DR. Cupelli et al. [34] modeled the site infrastructure and support loads system in data

centers to evaluate the potential of ancillary services from the cooling system and generators. The

detailed system is modeled using PowerSystem Modelica library [45] for the electrical system and

AixLib Modelica library [94] for the thermal system. The detailed representation of the cooling

system enables the evaluation of its dynamic response to external signals especially when chiller are

manipulated to provide DR service. However, this platform did not model the IT system. Cupelli

et al. [35] presented a Modelica framework for the optimal operation of data centers, leveraging

their cooling system, delay-tolerant information technology workload and battery storage system

for participating in demand response programs. This comprehensive platform, however, only con-

sidered the air loop for the cooling system, while the water loops (e.g., chilled water loop) are

ignored.

2.5.2.3 Summary

Based on the previous review, several features in terms of the modeling and simulation of

GEDCs can be summarized as follows.

First, many dedicated tools have been developed for different systems in data centers. For

example, for the cooling energy prediction, typical building energy simulation tools such as Energy-

Plus, and TRNSYS can be used. For the IT system, DiskSim can be used for the power evaluation

of the storage system, and CloudSim can be used for the allocation of cloud services. These tools

provide professional models merely for the dedicated system, and ignore other systems in the data
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center.

Second, there are also a few researches focusing on energy efficiency and DR applications

by considering both IT system and cooling system. Most of them utilized a simplified framework

to couple multi-systems in a single platform such as Matlab. These simplified models cannot

represent the system dynamics in the GEDCs, which might lead to false conclusions especially

when the evaluation of various control strategies is needed.

Third, complex and dynamic multi-physical systems are usually represented in a Modelica-

based environment. However, none of them are comprehensive enough to consider both cooling

system and IT system. Also they are barely publicly accessible at this moment.

2.5.3 Comparison of Modeling and Simulation Tools

The previous subsection illustrates how the GEDC can be modeled in the literature, and

finds out that data center can participate in DR programs by managing both IT system and cool-

ing system. Because the cooling system usually has a larger time constant than the IT system,

one way to simply the GEDC platform is to consider dynamic cooling system representation and

steady-state IT system representation. While the IT system can be represented by simple algebraic

equations as in Ref. [129], dynamic cooling system is usually represented by differential algebraic

equations. Without available coupled modeling and simulation platform for GEDCs, this disser-

tation aims to extend existing dynamic cooling system modeling tools to support IT systems for

GEDC applications. Therefore, this subsection gives a detailed comparison of the cooling system

model tools and makes a recommendation for the final choice of GEDC platform development.

Commonly used building energy modeling and simulation tools that could be used directly or

indirectly for GEDCs can be categorized into two types based on the programming language they

are using. One type is based on imperative programming languages such as C/C++ and FOR-

TRAN. Examples of such conventional building simulation programs include DOE-2 [14], TRNSYS

[44], and EnergyPlus [37]. The other is based on equation-based programming languages such as

Matlab/Simulink, and Modelica. Examples include Thermosys Toolbox [78] in Matlab/Simulink,
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and Modelica Buildings Library [140] that can be executed in Modelica environment such as Dy-

mola, OpenModelica, and JModelica.

2.5.3.1 Imperative Language-based Modeling and Simulation Tools

DOE-2 is widely used and accepted as a free building energy analysis program that can predict

the energy use in buildings. DOE-2 solves the building envelope thermal dynamics with HVAC

system operating performance sequentially due to its sequential software structure of Load-Systems-

Plant-Economics [144]. Hour-by-hour evaluation makes it hard if not impossible to evaluate any

control feedback loop. The HVAC equipment is calculated using semi-dynamic and steady-state

models.

TRNSYS can be used to perform dynamic simulation of the behavior of a building system

integrated with controls. Up through TRNSYS 17, two methods for solving the coupled system of

algebraic and differential equations were provided: the successive substitution method and Powells

method [71], where the latter is deactivated in TRNSYS 18. In successive substitution method, at

each time step, the outputs of a given model are substituted for the inputs of the next model in the

system. The performance of that next model is recomputed and its outputs are then substituted

for the inputs of the next model. This process continues until all connected outputs have stopped

changing (within error tolerance). So all the components are called at least once during this time

step. This method does not solve nonlinear algebraic equations efficiently, and may not be able to

find a solution if the equations are highly nonlinear.

EnergyPlus applies a simultaneous solution scheme to update the states of all the elements

such as Zone, System, and Plant. For different elements, different solvers are applied to solve the

equations [37]. For example, differential equations that are used to estimate zone air temperature

can be solved using Euler formulas, 3rd-order BDF algorithm, and an analytic solution. To update

the simultaneous solutions of Plant/System water loop, the secant method is used to predict updates

to the plant leaving water conditions. Additionally, the Gauss-Seidel iterative method is used to

reconcile supply and demand in the air loop and water loop. Most models in EnergyPlus are quasi-
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steady energy balance equations used to predict the conditions present during each time step.

Predictions for state variables, such as temperature, are averages over the time step.

2.5.3.2 Equation-based Modeling and Simulation Tools

EES is a general equation-solving program that numerically solves the DAE equations [70].

The built-in heat transfer library provides support for evaluation of the performance of the building

system. Tarjan blocking algorithm [117] is first applied to break the large set of DAE equations into

a number of smaller sets, which are easier to solve. For the differential equations, explicit method

such as Euler Forward, and implicit method such as Euler Backward are available in EES. For

algebraic systems, EES uses a variant of Newtons method to solve systems of non-linear algebraic

equations. And Jacobian matrix needed in this iterative method is evaluated at each iteration.

EES has several limitations [12, 13]: the available library for evaluating building system has limited

component models, which means users may need to build their own models from scratch; also for a

large HVAC system simulation, EES requires much longer computation time that other simulation

software.

Some Matlab/Simulink tools like Thermosys [78] are also able to perform dynamic evaluation

of building performance. Although these models share the same development environment, the

developers of different tools have defined customized data structure for the models, which makes

the integration of models from different tools time-consuming. As a mathematical programming

tool, Matlab provides large amount of numerical methods for differential equation systems and

algebraic equation systems. All these Matlab-based tools can benefit from the numerical solvers.

Modelica is an equation-based, and object-oriented modeling language [41]. Modelica Build-

ings Library, developed by Lawrence Berkeley National Laboratory, is an open-sourced, dedicated

program for dynamic building and community energy performance simulation built on Model-

ica [140]. The Modelica source code is first translated into a so-called flat model. The flat model

includes a set of equation declarations and functions, with all the object-oriented structure removed.

Then the system of equations is transformed into a suitable form for the numerical solvers, and
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manipulated using symbolic operations to decrease its complexity. Next, the system of equations is

further arranged using the block lower triangular (BLT) decomposition that formulates the system

into smaller equation blocks to solve sequentially. Finally, the procedural code (e.g., C++ code) is

generated based on the previously computed BLT blocks [20]. Modelica-based modeling platforms

provide some important features such as object-oriented, and acausal modeling, and support a rich

library of numerical solvers for PDE, ODE, and DAE systems. The equation-based scheme also

makes possible the nearly decoupled framework for model development: computer scientists can

dedicate to developing and updating the numerical solvers, while the HVAC engineers can focus on

high-quality physical models [81].

2.5.3.3 Pros and Cons

As mentioned above, two types of programs are developed in past few decades to perform

building-level and community-level energy simulation, which also can be used for GEDC applica-

tions. One is based on imperative programming language, the other is based on equation-based

modeling language. Most of these two types of software share a few common attributes: first, most

of them are component-based modeling tools, whose hierarchical structure makes the modeling

process much easier and convenient to the users; second, the large physical system is partitioned

to many smaller sets, which are easier to solve simultaneously.

However, they are different in many other aspects.

(1) Most imperative language-based programs need specify the predefined sequence of the

commands for the computer to perform calculations of assigned variables. For example,

the DOE-2 needs solve Load-Systems-Plant-Economics sequentially to end the simulation.

However, the equation-based programs usually do not need to predefine the equation orders.

The compilers of the equation-based programs would use a partition algorithm such as

Tarjan in Modelica and EES to automatically permute those equations into separate small

blocks, and call numerical solvers to solve those small blocks.
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(2) In most imperative language-based programs, models usually tightly couple physical equa-

tions, input/output routines with numerical solution methods, by making the numerical

solution procedure part of the actual model equations [136, 138], such as the zone temper-

ature model in Energy Plus, PID controller model in TRNSYS and Matlab/Simulink, and

cooling load calculation in DOE-2. This intertwinement makes it difficult to extend these

programs to support co-simulations with each other [107, 123] and effective optimization

[136]. Also it is hard to apply these models in different user cases such as control design

and verification, and coupled modeling of thermal and electrical system, because different

numerical solvers might be required in different systems (stiff systems, non-stiff system and

hybrid systems) [138]. So models for building energy systems and their numerical solution

should be separated where possible. One solution is to use the equation-based programming

language such as Modelica.

(3) In terms of evaluation of control strategies, many imperative-language-based tools have

limited capability.

Some tools are difficult to capture the dynamic response of the control loop, because the

controller is assumed to be ideal. For example, in EnergyPlus, the commonly used PI

control loop is assumed to be ideal, i.e., there will be no overshoot and error bands [137].

EnergyPlus also ignores dead band or waiting time, which are frequently used in the discrete

building control process such as the staging of cooling towers. Without representing the

dynamic processes, it is impossible to evaluate the control performance.

Some dynamic tools may generate numerical artifacts. For example, Ref. [68] reported an

unexpected fluctuation in the output of a TRNSYS PI controller model, which was used

to control an air cooling system. They believed this fluctuation was actually a numerical

artifact and is caused by the way that TRNSYS calculates the output of the PI controller.

In TRNSYS, the PI controller model calculates a control action signal based on converged

values of the controlled variables at the current time step but the calculated action is
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not applied to the system until next time step. This time lagging can easily introduce

instability, which will become numerical artifacts if the studied system rapidly changes.

Such numerical artifacts may lead to a completely different control response compared to

the real one, which makes the evaluation of the control strategies very difficult.

Most tools do not consider the pressure distribution in the fluid loop. For example, in

EnergyPlus, the flow rates in both the duct and pipe networks are directly calculated ac-

cording to the HVAC load. The pressure distribution in those networks are not considered.

However, the pressure may be used as an input for building control systems especially in

data centers (e.g. the head pressure control reported in Ref. [113]). Therefore tools like

EnergyPlus might be challenging to model such a control system.

(4) To obtain reasonable trajectories of the state variables in a dynamic system, the time step

should be employed carefully. For example, to capture the fast dynamics caused by a

discrete event (e.g., an equipment switches on or off), the time step should be set small

enough. But for other simulation periods when there is no event occurring, the time step

can be set relatively large to accelerate the simulation without loss of accuracy. Therefore,

to solve such a system, variable time steps should be used. Modelica and ESS both have

solvers that support variable time steps. However, it is quite common that the time step

is fixed and predefined in the imperative programming language-based building modeling

tools. For example, EnergyPlus uses fixed time step (at least 1 minute) throughout the

whole simulation, and DOE-2 requires a time step of 1 hour to perform the calculation.

2.6 Summary

This chapter provides literature reviews over a few topics including opportunities in devel-

oping a GEDC, demand side resources in a typical data center, frequency regulation control in

data centers, ancillary services especially frequency regulation market in PJM, and modeling and

simulation platform for GEDCs.
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Section 2.1 reviewed the numerous opportunities in data centers in terms of providing grid

services. By understanding these opportunities, data centers can be more motivated to participate

in electric markets.

Section 2.2 summarized different demand side resources in a typical data center and the

potential grid services they can provide.

Section 2.3 provided a detailed literature review with a special focus on how data centers can

provide frequency regulation services to the grids.

Section 2.4 explained briefly the market mechanism of PJM territory in terms of frequency

regulation service.

Section 2.5 reviewed the modeling and simulation platform to help design and evaluate

GEDCs. First, the special modeling and simulation needs are identified. Then a brief litera-

ture review is conducted to understand current existing modeling and simulation framework for

GEDCs. Lastly, current existing building energy modeling tools are compared, and a suitable

candidate, Modelica, is identified to perform modeling and simulation for this dissertation.

In summary, to meet the modeling and simulation needs mentioned in Section 2.5.1, object-

oriented equation-based modeling and simulation tools are identified as suitable candidates for the

evaluation of design and control of GEDCs, on top of which, Modelica is the strongest candidate.



Chapter 3

Development of Numerical Testbed

Based on:

Yangyang Fu, Wangda Zuo, Michael Wetter, James W. VanGilder, Peilin Yang, ”Equation-based

object-oriented modeling and simulation of data center cooling systems”, Energy and Buildings, Volume

198, 2019, Pages 503-519, ISSN 0378-7788, https://doi.org/10.1016/j.enbuild.2019.06.037.

In this chapter, an open source data center package in the Modelica Buildings library to

support modeling and simulation of cooling and control systems of data centers is developed. This

package has been extended to support grid-interactive efficient data centers as well. The data

center package contains major component models, such as server, Computer Room Air Handler,

Computer Room Air Conditioner, models of different subsystem configurations such as chillers with

differently configured waterside economizers, as well as templates for different systems. Two case

studies are performed to investigate the performances of the cooling and electrical system under

normal conditions and emergency situations such as a blackout: one is for a data center powered

by conventional energy, and the other is for a data center powered by renewable energy. Simulation

results show that the dynamic modeling and multi-domain simulation in the Modelica-based tool

make it convenient for users to investigate not only the thermal performance but also the electrical

performance.
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3.1 Dynamic Modeling Platform

Data centers are critical, energy-intensive infrastructures that support the fast growth of the

information technology (IT) industry and the transformation of the economy at large. In 2010 data

centers consumed about 1.1% to 1.5% of the total worldwide electricity and the number was about

1.7% to 2.2% for the U.S. [74]. The energy in data centers is mainly consumed by two parts: IT

equipment (e.g., servers, storage, network, etc.) and infrastructure facilities (e.g., cooling system).

The latter usually accounts for about half of the total energy consumption in a typical data center

[125].

Modeling and simulation is a cost-effective way to evaluate the design and operation of cooling

systems. Different physical systems (thermal, electrical, and electromagnetic, etc.) with different

time-scaled dynamics are involved in such systems. This usually leads to differential algebraic

equations. Simulation is then conducted to numerically solve the mathematical equations in order

to calculate the system performance.

Many tools have been developed in academia and industry to perform computer modeling and

simulation of the energy systems in data centers. For example, eQuest [77], EnergyPlus [101, 57],

TRNSYS [1], and some customized simulation tools such as Energy Modeling Protocol [109] have

been used to study cooling systems with waterside economizers (WSEs) and airside economizers

(ASEs) in data centers. Most of these traditional tools are based on imperative programming lan-

guages such as FORTRAN and C/C++. When implementing a physical model in these tools, model

developers utilize their expertise to sort the physical equations in an order so that the unknowns

(model outputs) in the equations can be solved based on given known variables (model inputs). The

nonlinear equations are usually manipulated to be solved iteratively, and the differential equations

are discretized to numerically approximate the state variables. Then, the model developers write

the variable assignments into computer source codes. Other computer program procedures may

be called in the source codes to calculate the input variables from a subsystem at each time step,

which might request from the solver re-simulation of a subsystem iteratively [136].
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The above-mentioned conventional simulation tools expose several disadvantages in terms

of their modeling and simulation performance. First, in the imperative programming languages,

mathematical equations are typically intertwined with numerical solvers. For example, a typical

zone model is mathematically described as a first-order differential equation as shown in Eq. (3.1)

where m is the zone air mass, cp,a is the specific heat capacity of the air, Tzone is the zone air

temperature, t is time, and Qi is the ith heat source in the zone.

mcp,a
dTzone
dt

=
n∑
i=1

Qi(Tzone) (3.1)

In EnergyPlus that is written in C++, the zone model is represented by discretizing the differential

term on the left side over time. One of the discretization algorithm used for the zone model is

the 3rd-order backward difference formula, which converts the differential equation into a set of

algebraic equations as shown in Eq. (3.2).

mcp,a

11
6 T

t
zone − 3T t−δtzone + 3

2T
t−2δt
zone − 1

3T
t−3δt
zone

δt
=

n∑
i=1

Qi(T
t
zone) (3.2)

where δt is the length of the time step, and subscripts t,..., t−3δt represent the time instance. The

numerical method is integrated with the mathematical equations in the source codes, which leads

to a program code that is hard to maintain. By accepting non-convergent solutions at intermediate

time steps to the simulation results, the nested solver can also introduce numerical noises that

can pose challenges to optimization programs [136]. Second, some platforms are not designed for

evaluating the system dynamics and the semantics of their control have little in common with

how actual control works [48]. For example, in EnergyPlus, the commonly used Proportional-

Integral (PI) control loop is assumed to be ideal, i.e., there will be no overshoot. EnergyPlus also

idealizes dead band or waiting time, which are frequently used in building controls. Moreover,

many equipment models have built-in idealized control that requests flow rates, and flow rates are

ideally distributed within a system rather than the results of friction-based flow distribution. This

makes it difficult to model, test and verify actual control. Third, different numerical solvers for

differential equations might be needed for different use cases [138]. However, most traditional tools
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have predefined solvers in their physical component models. Forth, these tools are hard to support

fast prototyping based on various user’s needs. For example, the control logic for the WSE in

DOE2.2 are predefined. Users are able to change the thresholds of particular conditions, but not

the logic themselves. It is difficult for users to implement new logic. Fifth, these tools are difficult

to perform multi-domain simulations. For example, to study the interactive performance of the

thermal and the electrical system, one needs an external data synchronizer to couple these tools

with electrical simulation tools as mentioned in Ref. [75].

Equation-based languages such as Modelica [41] can provide solutions to the above-mentioned

issues. Modelica separates physical equations and numerical solvers wherever possible. The sepa-

ration can mitigate the risks of intertwinement, and can fully take advantages of different expertise

from different domains. For example, model developers can concentrate on how to develop efficient

high-fidelity physical models, while computer engineers can focus on the development of robust

numerical solvers. Also, the State Graph package [100] in the Modelica Standard Library can be

used to perform discrete control which contains dead band or delay time. The rich library of nu-

merical solvers in Modelica can be chosen for different systems and different use cases. Besides,

Modelica models are convenient enough to be extended to support fast modeling and simulation.

Furthermore, Modelica itself supports multi-domain simulation. Models from different domains are

built in one single platform so that dedicated data synchronizer between different platforms is not

required.

The Modelica Buildings library is designed to model and simulate the energy and control

system at building and community level [140]. The Buildings library is free open-source, and

has been demonstrated to have full capability to conduct energy efficiency analysis. Researchers

have been active to utilize the Buildings library in a broad range of applications, such as dynamic

modeling [40, 47, 46, 51], rapid prototyping of a district heating system [135], evaluation of feedback

control [136], fault detection and diagnosis at the whole building level [76], optimal model-based

control design and evaluation [63, 64], as well as coupled simulation between the cooling system

and the detailed room model with fluid dynamics considered [119, 120]. However, this library so far
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have very limited capability to support the design and operation of GEDCs. There are two main

reasons. First, current models are insufficient to describe a complete energy system in the data

center. For example, CRAC models and IT server models are missing. Second, existing models

are not well constructed to meet the needs of fast modeling for design and control evaluations. For

instance, to a model a chiller system with WSE, the users have to form the system level model

by connecting the component models piece by piece. The lack of system templates extends the

learning time of new users.

This study further extends the Modelica Buildings library to support fast modeling and sim-

ulation of energy systems for data center applications. As some of the data center cooling systems,

such as chiller plants, are also commonly used by large commercial buildings and district cooling

systems, the models developed by this study can also be used for those applications. This chapter

first introduces typical air-cooled cooling systems in data centers such as chilled water system and

direct expansion (DX) system. In Section 3.2, we give an introduction of the component models,

subsystem models, cooling control models, and system models in the data center package. In Sec-

tion 3.4 and 3.5, to demonstrate the capability of Modelica-based tools, we model and simulate an

energy system under normal operation and emergency operation for a conventional and a renewable

data center respectively. We then conclude the chapter in Section 3.6.

3.2 Mathematical Models

The data center package Buildings.Applications.DataCenters is built on Modelica Buildings

library and Modelica Standard library as shown in Figure 3.1, and was publicly released in the

Modelica Buildings library 5.0.0 (https://simulationresearch.lbl.gov/modelica/). It contains com-

ponent models for the above-mentioned two typical air-cooled cooling systems in data centers. This

package adopts the class hierarchy used by the Buildings library, and contains various reusable base

classes. These base classes together with the inheritance and instantiation in the object-oriented

modeling language Modelica facilitate fast model-based design of data center cooling systems. The

following part introduces some of the key models for cooling components, subsystems, controls and
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system templates.

3.2.1 Component Models

3.2.1.1 Group of Equipment

A group of chillers and pumps can be modeled on the base of existing chiller and pump

model respectively. Take as an example the model of a parallel of chillers. The diagram for the

ready-to-use model for the chiller parallel is shown in Figure 3.2. This model utilizes existing chiller

and valve models in Modelica Buildings library and a filter model in Modelica Standard library.

(Tc,o,k,j , ṁc,o,k,j ,∆Pc,k,j) = chiller(Tc,i,k,j , ṁc,i,k,j , uj) (3.3)

(Tv,o,k,j , ṁv,o,k,j ,∆Pv,k,j) = valve(Tv,i,k,j , ṁv,i,k,j , uf,j) (3.4)

uf,j = filter(uj) (3.5)

In the above equations, T , ṁ, and ∆P are temperature, mass flow rate and pressure losses

respectively. For the subscripts, c,v and f are short for chiller, valve and filter, i and o refer to the

inlet and the outlet, k represents the two sides of the equipment with 1 denoting evaporator side

and 2 denoting condenser side, and j is the index of equipment ranging from 0 to N , where N is

the design number of the chiller in the group. The functions chiller,valve, and filter represent

existing chiller, valve and filter model, respectively. The chiller model can be referred to [37], and

the valve model can be referred to [5]. For the filter model, we use a second-order critical damping

low pass filter to smooth the input control signal in order to represent the mechanical inertia in

the equipment such as valves as introduced in [140]. Detailed equations are shown in Eq. (3.6) -

(3.8). a is the coefficient of the state space equations for the first-order filter described in Eq. (3.7)

and (3.8). fcut is the cut-off frequency of the low pass filter, which passes signals with a frequency

lower than fcut and attenuates signals with a higher frequency. α is a frequency correction factor

for different orders. Here we use 0.622 for the second order. u is the input signal, and uf is the
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Figure 3.2: Diagram of the new chiller parallel model
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output signal from the filter.

a = −2πfcut
α

(3.6)

dx

dt
= a(x− u) (3.7)

duf
dt

= a(uf − x) (3.8)

The group model is built by connecting the abovementioned individual component together

in a way that the chillers are in parallel with each other, one valve is at the upstream of each side

of each chiller, and each valve receives the signal of position from the filters. The mass flow rate

at each component on each side such as ṁv,i,k,j is calculated based on the pressure balance in the

fluid network by combining Eq. (3.3) through Eq. (3.13). ṁi,k and Ti,k are the mass flow rate and

temperature at the inlet of the group.

ṁi,k =
N∑
j=1

ṁv,i,k,j (3.9)

ṁc,i,k,j = ṁv,o,k,j (3.10)

Ti,k = Tv,i,k,j (3.11)

Tc,i,k,j = Tv,o,k,j (3.12)

∆Pc,k,1 + ∆Pv,k,1 = ... = ∆Pc,k,j + ∆Pv,k,j (3.13)

The outlet conditions of the grouped chillers such as mass flow rate ṁo,k temperature To,k

and pressure loss ∆Pk are then obtained as follows:

ṁo,k =
N∑
j=1

ṁc,o,k,j (3.14)

ṁo,kTo,k =

N∑
j=0

ṁc,o,k,jTc,o,k,j (3.15)

1

∆Pk
=

N∑
j=1

1

∆Pc,k,j + ∆Pv,k,j
(3.16)
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The implementation of the grouped chillers in Modelica benefits from the data structure array,

which can vectorize the existing chiller model directly. The vectorized equipment model uses the

same design parameters, but different performance curves if needed. The pseudo-code of vectorized

chiller model ElectricChillerParallel is shown in Figure 3.3(a). First, a partial class of the electric

chiller model Fluid.Chillers.BaseClasses.PartialElectric is instantiated through vectorization with

a number n, which specifies the length of the chiller array. The keyword replaceable allows the

model to be redeclared with a detailed chiller model later on. Line 3 specifies the medium used in

the chillers. Line 4 defines the identical design parameters for the chillers with the keyword each

in Modelica, such as the design capacity. Line 5 defines the performance curves of each chiller by

assigning different curves from a performance curve array. The same instantiation method is also

used to model a group of pumps. In addition, we add isolation valves in the vectorized models to

avoid circulating flow among components. The implemented source code is packaged in a model

and the graphic icon shown in Figure 3.3(b) is added to support graphical modeling.

1: replaceable Fluid.Chillers.BaseClasses.PartialElectric chillers[n]
2: constrainedby Fluid.Chillers.BaseClasses.PartialElectric(
3: redeclare each final replaceable package Medium = Medium,
4: each final parameters = parameters,
5: final performanceCurve = performanceCurveArray)
6: ”Chillers with identical design parameters but different performance curves”

(a) Pseduo code

On/off

Chilled Water 

Supply Temperature

(b) Modelica icon

Figure 3.3: Vectorized chiller model in Modelica

3.2.1.2 Waterside Economizer

The WSE model is built using a heat exchanger model with constant effectiveness, and a

three-way valve model. The mathematical equations that define the distribution of fluid flow is

similar to that in Section 3.2.1.1. Figure 3.4 shows the Modelica implementation. The three-

way valve is on the chilled water side, and can be adjusted to control the chilled water supply

temperature using a built-in PI controller. The three-way valve can be activated or deactivated

based on users’ needs for different control strategies. For example, in the FC mode, the mechanical
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cooling is shut down, and only the WSE is activated to provide cooling. The chilled water supply

temperature downstream of the WSE can be controlled at its set point by regulating the speed of

the cooling tower fans or by modulating the three-way valve on the chilled water side in the WSE.

The former control strategy requires deactivation of the three-valve, while the latter control needs

to activate the three-way valve. The switch between activation and deactivation of the three-way

valve is realized by setting a Boolean parameter activateControl to True or False.

MM
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Heat Exchanger

Three-way Valve

PI Controller

Figure 3.4: Waterside economizer model in Modelica

3.2.1.3 Computer Room Air Handler

As shown in Figure 3.5(a), the CRAH model named CoolingCoilHumidifyingHeating is built

on the existing models of a cooling coil, a humidifier, a fan and a two-way valve on the water side

of the cooling coil. An ideal electric reheater and an on/off controller with hysteresis is added in

order to avoid simultaneous heating and cooling.

The electrical reheater is modeled as an ideal heat transfer process. The required heat flow

Q̇r to control the outlet temperature at its setpoint Ta,s is shown in Eq. (3.17). And the power of

the electrical heater P is then obtained in Eq. (3.18).

Q̇r = max(0, ṁaCp,a(Ta,s − Ta,i)) (3.17)

P = ηQ̇r (3.18)
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Figure 3.5: Modelica models for computer room cooling sources
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The electrical reheater is activated only if the following two conditions are met simultaneously:

yw,v ≤ yw,v,sh −∆y, (3.19)

Ta,o − Ta,s ≤ dTsh −∆dT (3.20)

where yw,v is the two-way valve position, yw,v,sh is a user-defined switching threshold, Ta,o

is the outlet air temperature, Ta,s is the outlet air temperature setpoint, dTsh is a user-defined

temperature difference threshold, ∆y and ∆dT are the control dead band for the valve position

and temperature difference. These two conditions mean that the electric reheater is only activated

when the valve on the waterside reaches its minimum position, and the outlet temperature is still

lower than its setpoint.

3.2.1.4 Computer Room Air Conditioner

Both air-cooled and water-cooled CRAC models are available in Modelica Buildings library.

The capacity of the refrigeration system in the CRAC is expressed using regression equations based

on inlet temperature and flowrate on both the evaporator and condenser sides. The equations

are based on Ref. [37]. The water-cooled CRAC model is shown in Figure 3.5(b), and detailed

equations are illustrated as below.

This model uses the coil bypass factor (bf) to calculate sensible and latent heat thorough the

cooling coils. The coil bypass factor at nominal conditions bf0 can be calculated as:

bf0 =
ha,o,0 − hADP,0
ha,i,0 − hADP,0

(3.21)

where ha,o and ha,i are the enthalpy of air at the outlet and inlet respectively, hADP is the enthalpy

of saturated air at the coil apparatus dew point, and subscript 0 is the nominal condition. The

model uses modifiers to correct the nominal values in order to predict the off-design conditions. For

example, Eq. (3.22) and (3.23) show the calculation of the available total cooling capacity Q̇t,a and

energy input ratio EIR from their corresponding nominal values Q̇t,a,0 and EIR0 and the modifiers

g1 to g6. ra and rw are air and water flow ratio as defined in Eq. (3.24) and (3.25), g1 and g4 are
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biquadratic equations, and g2, g3, g5, g6 are polynomial equations. These modifier equations can

be obtained from curve-fitting techniques.

Q̇t,a = Q̇t,a,0g1(Ta,wb,i, Tw,i)g2(ra)g3(rw) (3.22)

EIR = EIR0g4(Ta,wb,i, Tw,i)g5(ra)g6(rw) (3.23)

ra =
ṁa

ṁa,0
(3.24)

rw =
ṁw

ṁw,0
(3.25)

The sensible heat ratio (SHR) in the cooling coil is calculated using Eq. (3.26), where

hTa,i,wADP
is the enthalpy of the fictitious air with the same dry bulb temperature of the actual

inlet air Ta,i and the same humidity ratio of the saturated air at coil apparatus dew point condition

wADP , ha,i is the enthalpy of the actual inlet air, and hADP can be calculated from Eq. (3.27).

SHR =
hTa,i,wADP

− hADP
ha,i − hADP

(3.26)

hADP = ha,i −
Q̇t,a

ma(1− bf)
(3.27)

The power consumption by the compressor P and heat rejection in the water-cooled condenser

Qt,w can be calculated as

P = Q̇t,aEIR (3.28)

Q̇t,w = Q̇t,a(1 + EIR) (3.29)

The outlet conditions on the air side are then calculated based on Q̇t,a and SHR as shown

in following equations:

ma
dha,o
dt

= ṁa(ha,i − ha,o)− Q̇t,a (3.30)

ma
dwa,o
dt

= ṁa(wa,i − wa,o)−
(1− SHR)Q̇t,a

hg,w
(3.31)

In the above two equations, hg,w is the latent heat of condensation of water, whose value is

2442 J/g at 25 °C, and ma is the mass of the air volume in the evaporator. Here assuming that
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the density of the air keeps constant, we can get

ma = τa,0ṁa,0 (3.32)

where τa,0 is the design thermal time constant of the evaporator, and can be defined by users. The

outlet temperature of the water-cooled condenser Tw,o can then be obtained from Eq. (3.33). Cp,w

is the specific heat capacity of water, and mw is the mass of the water volume of the condenser,

that also can be calculated from user-defined time constant τw,0 as shown in Eq. (3.34).

mwCp,w
dTw,o
dt

= ṁwCp,w(Tw,i − Tw,o)− Q̇t,w (3.33)

mw = τw,0ṁw,0 (3.34)

3.2.1.5 Individual Server Power Model

Here we assume a data center with N0 heterogeneous computer servers, and the server i

has Fi different CPU frequencies fi,1,..., fi,Fi . Assuming fi,1 ≤ ... ≤ fi,Fi , the set of the relative

frequencies of the server i can be denoted by Φi = { fi,1fi,Fi
, ...,

fi,Fi
fi,Fi
}. Thus the power of the individual

server i can be calculated as:

Pi = αifi(t)λi(t) + βi, (3.35)

where Pi, fi ∈ Φi, and λi are the power consumption, relative CPU frequency, and workload of

server i, respectively. αi and βi are the coefficients that can be obtained through curve-fitting

techniques.

3.2.2 Subsystem Models

Different subsystem models and their base classes that define the arrangement of chillers

and WSEs are also built. The different subsystem models share the same base class as shown in

Figure 3.6(a). The base class is built on a four-port fluid interface, representing the inlets and

outlets for the chilled and condenser water, with instances of the chiller group model and the WSE

group model. The connections of chillers and WSEs on the chilled water side are not declared in
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the base class, because different subsystem models mentioned in Ref. [48] have different hydraulic

configurations, such as chillers with integrated WSE on the load side, chillers with integrated WSE

on the plant side, and chillers with nonintegrated WSE etc..
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Figure 3.6: Modelica implementation of chillers and WSE subsystem

The different subsystems can then be modelled individually using a hierarchical approach.

In this case, we first inherit the base class, then instantiate additional necessary equipment models,

and finally add physical connections among components. For example, to model the subsystem

where the WSE is integrated on the load side of a primary-only chilled water system (as shown in

the dashed box of Figure 1.5(b)), we only need to extend the base class, add necessary instances

such as bypass valves and pumps, expose model inputs and outputs, and finally connect them as

in an actual system. Figure 3.6(b) shows the implementation of such a subsystem model based on

the base class in Figure 3.6(a). On the left are the model inputs, including the on/off command,

supply chilled water temperature setpoint, bypass valve position signal and pump speed signal from

particular controllers. On the right are the model outputs, such as power from chillers and pumps.

This hierarchical modeling structure allows users to manage the complexity of large models,

and to assemble system models as one would connect components in an actual system. This

structure also facilitates debugging and verification of component models. For example, a lower-

level model is first debugged and verified, and then instantiated in a higher-level model, which can
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help identify modelling errors at the early stage of the model development.

3.2.3 Cooling Control Models

3.2.3.1 Cooling Mode Control

In both the chilled water and DX systems, a cooling mode control determines when to activate

and deactivate the FC, PMC and FMC modes for the cooling system with economizers based on

the system status and the environment. The cooling mode control is a supervisory control, and the

output control signal will be taken as inputs by other equipment-level controllers as described in

Section 3.2.3.2.

The cooling mode can be described as a finite-state machine. The cooling mode can transition

from one state to another in response to some external inputs. For example, we can present a widely-

used control strategy [113] for a chilled water system with integrated WSE using a state graph as

shown in Figure 3.7(a). The chiller is switched on when

∆tchi,off ≥ ∆t1 and Tchw,sup,wse > Tchw,sup,set + ∆T1 for ∆t2, (3.36)

and switched off if

∆tchi,on ≥ ∆t3 and Tchw,sup,wse < Tchw,sup,set −∆T2 for ∆t4, (3.37)

where ∆tchi,off is the time of the chiller in Off status, ∆tchi,on is the elapsed time since the chiller

was switched on, ∆t1 to ∆t4 are time thresholds whose defaulted values are shown in Figure 3.7(a),

Tchw,sup,wse is the temperature of the supply chilled water downstream of the WSE, Tchw,sup,set is

the chilled water supply temperature set point, and ∆T1 and ∆T2 are the deadband temperature.

The waiting time and dead band can prevent frequent short cycling.

The WSE is enabled when

∆twse,off ≥ ∆t7 and Tchw,ret,wse > Twb + Tapp,ct,pre + ∆T4 for ∆t8, (3.38)

and is disabled when

∆twse,on ≤ ∆t5 and Tchw,ret,wse < Tchw,sup,wse + ∆T3 for ∆t6, (3.39)
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where ∆twse,off is the elapsed time of the WSE in Off status, ∆twse,on is the elapsed time

since the WSE was switched on, Tchw,ret,wse is the temperature of the return chilled water upstream

of the WSE, Twb is wet bulb temperature of the outdoor air, Tapp,ct,pre is the predicted approach

temperature of the cooling tower, ∆T3 and ∆T4 are the offset temperature, and ∆t5 to ∆t8 are time

thresholds. In our application, we set Tapp,ct,pre as the nominal approach temperature in the cooling

tower, although many other prediction algorithms can be used such as using a detailed cooling tower

model [113] or engineering experience [118]. Figure 3.7(b) shows the Modelica implementation using

the State Graph package.

Tchw,sup,wse > Tchw,sup,set + �T1  for 2 min

PMC

FMC

Tchw,sup,wse < Tchw,sup,set + �T2  for 2 min

Tchw,ret,wse < Tchw,sup,wse + �T3  for 2 min Tchw,ret,wse > Twb + Tapp,ct,pre+ �T4  for 2 min

�tchi,off 
� 20 min and �tchi,on � 20 min and

�twse,on � 20 min and �twse,off � 20 min and

start
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Figure 3.7: Cooling mode control for a chilled water system with integrated WSE

3.2.3.2 Equipment Control

Equipment-level control includes stage control and speed control of chillers, pumps and cool-

ing towers. The stage control determines when and how many equipment are activated at a given

time. The speed control regulates the speed of equipment such as cooling tower fans.

For the stage control of chillers, we implemented the following logic: If the cooling mode

control outputs FC mode, then all the chillers should be commanded off. If the cooling mode

control outputs PMC or FMC mode, at least one chiller should be active all the time. Then one

additional chiller is commanded on when

Qave > Qup + ∆Q for ∆t9, (3.40)
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and commanded off when

Qave < Qdown −∆Q for ∆t10, (3.41)

where Qave is the average cooling load in all the active chillers at the current time, Qup and Qdown

are the cooling load thresholds for staging up and down, respectively, and ∆Q is a deadband. The

two conditions need to remain true for a predefined waiting time ∆t9 and ∆t10, respectively. The

stage control was implemented in Modelica using the State Graph package.

For the speed control, here we take the cooling tower fans as an example. The cooling tower

fan speed should be regulated differently in different cooling modes. One possible set of control

logics is shown as follows.

• In the FC mode, the fan speed is controlled to maintain a predefined chilled water supply

temperature downstream of the WSE.

• In the PMC mode, the fan speed is reset to 90%. Setting the speed to 100% can produce

the condenser water as cold as possible and maximize the WSE output. However, with

variable speed drives on the tower fans, changes from 90% to 100% do little to lower the

condenser water temperature but increases the fan energy significantly [113].

• In the FMC mode, the fan speed is controlled to maintain the supply condenser water at

its set point.

3.2.3.3 Valve Control

The transition among each cooling mode is achieved by manipulating the associated isolation

valves and bypass valves. For example, in Figure 1.5(b), when the cooling system is in the FC

mode, the isolation valves V1 and V2 in chillers, and V5 for bypassing the WSE are closed. The

isolation valves V3 and V4 in the WSE, and V6 for bypassing the chillers are fully opened so that

the chilled water can flow through the WSE, and then be delivered by the primary pumps to the

CRAHs. In the PMC mode, V1 and V4 are fully open, and V5 and V6 are closed. In the FMC mode,
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while V3, V4 and V6 are closed, V1, V2 and V5 are fully open to deliver the chilled water through

the primary pumps, chillers, and then CRAHs.

3.2.4 System Templates

Templates for different systems are also provided. An example is shown in Figure 3.8, where

the model of a primary-only chilled water system with an integrated WSE, its control system,

boundary conditions, and post-processor is presented.

The boundary conditions for the cooling system are read from a weather data file. The cool-

ing and control system are assembled by connecting the above-mentioned component and control

models. The data center room model in the cooling system is simplified using a well-mixed volume,

because the air flow management in the room is not the focus here. The cooling load is assumed

to be constant during the simulation period. Post-processing provides an option to process the

simulation results such as energy and control performances in the model. The simulation results of

the system template model have been reported in Ref. [48].
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3.3 Model Evaluation

Each component is verified in a simulation example, following the conventions of the Buildings

library [140]. Taking advantages of the class hierarchy in the Buildings library and the object-

oriented language Modelica, we built the data center package based on the base classes and ready-

to-use component models. We validated the data center package using analytical verification and

comparative testing. The former has also been used to validate all individual component models in

the Buildings library. For example, the WSE model is validated by analytical verification, which

compares its results with analytical solutions that are derived for certain steady-state boundary

conditions. In addition, the CRAC model in Modelica is validated by comparing its simulation

results with the same model in EnergyPlus.

3.4 Case Study 1: Conventional Data Center

This case study presents two scenarios to investigate the cooling system operation in a con-

ventional data center located in Salem, Oregon, USA. This data center is powered by the power

grid. The first scenario investigates the energy efficiency and control performance of the cooling

system under normal operation (e.g. connected to grid), and the other one compares different

operation strategies to explore the opportunities of effective operation of the cooling system under

emergency situations (e.g. disconnected from grid and backup generators).

3.4.1 Description of Cooling and Electrical System

3.4.1.1 Cooling System

In the case study, the studied data center is cooled by a primary-only chilled water system

with two identical chillers and one integrated WSE on the load side. The WSE is installed in parallel

with chillers on the condenser water side. The design cooling load is 2,200 kW, which could be

satisfied by two identical chillers in the FMC mode or one WSE in the FC mode. The number

of variable-speed chilled water pumps, constant-speed condenser water pumps and variable-speed
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cooling towers are equal to the number of chillers. One CRAH with one supply air fan delivers cold

air to the room. The evaluation of the redundancy for the cooling system, such as a backup CRAH

and redundant piping system, is not a purpose of this case study, therefore it is not considered

here.

Dynamics in the cooling system models are represented using two methods: one is a lumped

volume, parameterized by time constant or thermal mass, and the other is a signal filter that filters

high frequency input signals. For example, the dynamics in the cooling coils are represented by

a predefined time constant of 30s, and the thermal mass of the racks and the servers from Ref.

[102] are added to the data center room model to calculate the thermal inertia inside the data

center room. Furthermore, the dynamic behavior of the valves motors is represented by adding a

second-order filter for the input position signals. For the control system, the room temperature

is controlled at a set point of 25 °C by adjusting the fan speed in the CRAH. The supply air

temperature is maintained at 18 °C by regulating the two-way valve on the waterside of the cooling

coils. The chilled water supply temperature is set to be 6.5 °C under all cooling modes and load

conditions.

3.4.1.2 Electrical System

The electrical system is modeled using the Buildings.Electrical package in the Modelica Build-

ings library. The electrical loads of the cooling equipment are represented by the balanced three-

phase AC inductive resistances. The PDUs and PSUs are modeled by connecting existing converter

and transformer models as in an actual physical system. The servers are represented as DC loads.

The UPS is modeled as a battery storage that does not consider the voltage and thermal dynamics

during the charging and discharging process in this case, and is sized based on the selected critical

equipment (IT equipment and supply air fan in the CRAH). The charging and discharging of the

battery are controlled by the following logic shown in Figure 3.9. The state of charge (SOC) of a

battery is its available capacity expressed as a percentage of its rated capacity. Knowing the SOC

gives the user an indication of how long a battery will continue to perform before it is depleted. As
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it is not desired to deplete or overcharge the battery, the SOC of the battery should be kept within

proper limits. Because the charging and discharging dynamics are not the purpose of this case

study, we set the lower and upper bound of the SOC (SOCl, and SOCu) as 0 and 1, respectively.

When connected to the utility or backup generators, the UPS is charged at a reference rate until

being charged to SOCu. When disconnected, the UPS discharges power to support critical equip-

ment at a discharging rate of the minimum between the required rate Pdis,req and the reference

rate Pdis,ref . The potential voltage fluctuation during charging and discharging is not considered

in this case.

1: if Connected then
2: if SOC(t) < SOCu then
3: Pcha(t)← Pcha,ref

4: else
5: Pcha(t)← 0
6: end if
7: else
8: if SOC(t) < SOCl then
9: Pdis(t)← 0

10: else
11: Pdis(t)← min(Pdis,req, Pdis,ref )
12: end if
13: end if

Figure 3.9: Pseudo codes of UPS charging and discharging control

3.4.2 Scenario 1: Normal Operation

Energy efficiency of the data center is considered as an important goal during normal oper-

ation. To quantify the energy efficiency, the Power Utilization Effectiveness PUE =

∫ t1
t0
Pfeederdt∫ t1

t0
PIT dt

is

used, where Pfeeder is the total power that are delivered into the data center for the IT equipment

and all their supporting infrastructure, Pserver is the power used only by the servers, and t0 and t1

is the start and the end time for calculating the PUE. The closer the PUE is to 1, the more efficient

the data center is. In this section, we investigate the different energy performances under different

part load ratios (PLRs) of the cooling load in the data center room. The considered PLRs are
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0.25, 0.50, 0.75 and 1.00, which represents the growing occupancy in the data center. The control

settings for the cooling system in all PLRs are the same as the design condition as described in

Section 3.4.1.1.

3.4.2.1 Simulation Results

Under design cooling load condition (PLR = 1.00), the breakdown of the annual electricity

usage of the cooling system is shown in Figure 3.10. For the chilled water system with WSE, the

economizing time, that is the period when the economizers are activated to pre-cool or fully cool

the loads, is about 42% of the whole year (Figure 3.11). Because of the economizer operations,

the fan in the CRAH is the major energy consumer, which takes up about 50.9% of total annual

cooling energy. Chillers, pumps and cooling towers use 22.8%, 17.1% and 9.2%, respectively.

Figure 3.10: Breakdown of the electricity usage of the cooling system at PLR = 1.00

Figure 3.11(a) illustrates the normalized operation time of each cooling mode under different

PLRs. As the PLR increases, the time when the cooling system stays in the FMC mode increases,

and the time of the FC mode decreases. The time when the WSE is enabled decreases as the
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PLR increases. The cooling mode controller described in Section 3.2.3.1 takes as inputs weather

conditions and temperatures in the chilled water loop and the condenser water loop. Although the

same weather file is used under different PLRs, the return chilled water temperatures are different.

For example, the return chilled water temperature at PLR = 0.25 is higher than that at PLR =

1.00. Thus, condition (3.38) is faster to be triggered at PLR = 0.25 compared to PLR = 1.00, and

hence the cooling system operates longer in the FC and the PMC mode at lower PLRs.

Figure 3.11(b) describes the relationship between PUEs and different PLRs. Among the four

PLRs, the lowest PUE is 1.39 at PLR = 0.50, and hence maximum efficiency is achieved at part

loads.

(a) Normalized Hours (b) PUE

Figure 3.11: Operational status at different PLRs

Figure 3.12(a) shows the detailed energy consumption by each cooling component at different

PLRs. The energy usage by the CRAH has an approximately cubic relationship with the PLR. The

reason is when the supply and room air temperature control setpoints are not changed as the PLR

changes, the speed of the fan in the CRAH is linear to the PLR in the room, and the fan power

has a cubic relationship with its speed. Similar profile can be observed in the chilled water pumps.

The energy consumption of the chiller has a weak quadratic relationship with the PLR, which is

determined by the performance curves of the chillers and the hours of the PMC and FMC modes.

Since the condenser water pumps have constant speed, the energy consumption is almost constant
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at PLR = 0.5, 0.75 and 1.00. A difference can be observed between PLR = 0.25 and other PLRs,

because only one condenser water pump is activated during the FMC mode when the PLR is 0.25,

while two condenser water pumps are needed at other larger PLRs during the FMC mode. As for

the cooling towers, the annual energy increases as the PLR increases, although the relative increase,

compared with the fan in the CRAH, is small. The major reason is that the cooling system runs

at the PMC mode during the most time of the year especially when the PLR is low, and the speed

of the cooling tower fans in the PMC mode is set to 90% all the time.

Figure 3.12(b) plots the normalized energy for each cooling component divided by the current

cooling load. The energy efficiency of the cooling tower fans and condenser water pumps increases

as the PLR increases, while the opposite trends happen in the CRAH fan, chillers and chilled water

pumps. The cooling system efficiency as a whole by combing all the cooling equipment is highest

at PLR = 0.50. At that PLR, to address 1 kW of cooling load, the cooling system needs about

0.29 kW electricity.

(a) Energy consumption (b) Normalized energy consumption

Figure 3.12: Detailed energy consumption in the cooling equipment

3.4.3 Scenario 2: Emergent Operation

The priority of emergency operation is to keep the data center safe. Thermally, safety means

the heat generated by IT equipment can be removed timely to avoid the temperature of the IT

equipment exceeding the maximum safety limit. Operation during emergency situations such as a

blackout aims to maximize the use of the UPS by only powering critical equipment until backup
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generators are online. Given the capacity of the UPS, the selection of critical and noncritical

equipment has significant influence on the survival time. Typically, in a chilled water system with

WSE, critical equipment are the IT equipment and the fan in the CRAH. However, there may be

opportunities to cool the data center with the UPS by considering some other cooling equipment

as critical equipment when the outdoor air is cold enough to activate the WSE, especially when

the data center is operating under part load. This scenario studies the impact of the selection of

critical equipment in a chilled water system with WSE during emergency mode on the thermal and

electrical performance in a data center under different cooling load and outdoor conditions.

3.4.3.1 Problem Formulation

The selection of the critical equipment in order to provide a thermally reliable environment

even during the emergent gap can be formed as an optimization problem shown in Eq. (3.42).

min E(s) =

∫ t2

t1

P (s, t)dt

s.t. Troom(s, t) ≤ Troom,high

0 < SOC(s, t) ≤ 1, t ∈ [t1, t2)

SOC(s, t) ≥ 0, t = t2

(3.42)

The optimization goal in this case study is to minimize the usage of the UPS power E during

the gap by choosing the best operation strategy s, although other goals can also be considered. One

constraint is that during the gap t ∈ [t1, t2], the data center room temperature should not exceed

a high limit Troom,high, because high temperature usually de-rates the power and IT equipment [4].

The other constraint is that the UPS must be able to support IT equipment during the gap, which

means the SOC must be larger than zero before reaching the end of the gap.

In this study, we assume that the power grid fails at t1=14:00, and the gap ends at t2=14:15.

The high temperature limit is set to 35 °C. The power P (s, t) is simulated using the Modelica

models, and is integrated over t1 to t2. Three strategies (s1,s2 and s3) for the selection of critical

equipment are considered in this study, as shown in Table 3.1. The optimization problem is solved
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Table 3.1: Operation strategies for emergency situations

Index Strategy

s1 The IT equipment and fan in the CRAHs are powered by the UPS during the
15-minute gap.

s2 The IT equipment and all the cooling equipment other than the chillers are
powered by the UPS during the 15-minute gap.

s3 When the SOC in the UPS is greater than 0.5, then activate s2. Otherwise
activate s1.

by exhaustively simulating and comparing the three operation strategies. The same optimization

problem is also formulated and solved for different PLRs under different cooling modes. The results

are detailed in the next section.

3.4.3.2 Simulation Results

(1) FC mode

The recommended emergent operation strategies for different PLRs under the FC mode is

summarized in Table 3.2. Detailed explanations are illustrated as follows.

Table 3.2: Recommended operation strategies for emergency situations in the FC mode

PLRs s1 s2 s3

0.25 x
0.50 x x
0.75 x
1.00 x

When the PLR is 0.25, s1 performs better than s2 and s3 because it can keep the temperature

within the high limit, and consumes the least energy from the UPS. The room temperature increases

by 2.2 °C at the end of the power grid failure by utilizing s1. The temperature rise is caused by the

deactivation of cooling sources (chillers and economizers). On the contrary, the room temperature

can be kept at 25 °C in s2 and s3 because the WSE is enabled to cool the room at the cost of more

power drawn from the UPS. The SOC after 15 minutes in s1 is 0.76, while that in s2 and s3 is 0.72.
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The SOC in s2 and s3 is the same because the SOC in this case is greater than 0.5 all the time,

which makes s3 the same as s2. Compared with s1, s2 and s3 consume less fan energy, because in

s2 and s3 the fan speed is kept at around 0.25, while in s1 the fan speed ramps up to around 0.85 in

the 15 minutes because the fan needs to deliver more air to reduce the room temperature. For the

discharging current (negative) in the UPS, s1 discharges slower than s2 and s3 at the beginning.

However, as the fan needs more energy in s1, the UPS need discharge faster. Although s1 requires

more fan energy, the increased fan energy is still less than the energy required by the activation of

more cooling equipment in s2 and s3.

When the PLR is 0.5, s2 and s3 have the same performance, and perform better than s1,

because they can maintain a lower room temperature and consume less energy from the UPS,

although they power more equipment. In s2 and s3, the fan speed is maintained at 0.5 as in the

normal operation, while in s3 the fan speed ramps up to 1 during the 15 minutes, which eventually

leads to faster discharging and more energy consumption in the end.

When PLR is 0.75, s2 performs better than s1 and s3, because it can lead to the lowest

room temperature and consume the least energy. In s1, the room temperature at the end of the

gap increases to 33 °C. In s2, the room temperature is still maintained at 25 °C. In s3, the room

temperature is kept at 25 °C before the first 10 minutes when the SOC of the UPS is greater than

0.5, and increases to 27 °C at the end of the failure. s1 consumes more energy than s2, because the

fan in s1 runs at the full speed during most of the gap. s3 consumes slightly greater power than s2

after the first 10 minutes because of the higher fan speed after deactivating the cooling equipment.

When PLR is 1.00, s1 is the only strategy that can help the IT equipment survive 15 minutes,

although the room temperature in the end reaches about 36 °C. For s2, the room temperature is

kept at 25 °C, but the UPS can only last about 13.5 minutes, which means the IT equipment has

to be shut down for 1.5 minutes until the backup generators are on. Similarly, the UPS in s3 can

only last for 14.5 minutes. Though s2 and s3 can keep the data center room at a low temperature

when data center is fully loaded, the reliability of the data center room is compromised.
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(d) PLR = 1.00

Figure 3.13: Comparison of blackout in the FC mode at four PLRs for different strategies
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(2) FMC Mode

During the FMC mode, the waterside economizer is activated for emergency operation. In the

15 minutes, the outdoor air dry bulb temperature is around 28.5 °C, and the wet bulb temperature

is around 19.3 °C. The economizer can take some heat out when the condenser water temperature

is lower than that in the chilled water loop. Simulation results show that s1 is the best strategy in

the FMC mode for all PLRs.

As shown in Figure 3.14, s1 outperforms s2 and s3 when PLR = 0.25, 0.50 and 0.75, because

it consumes the least energy while maintaining the room temperature within the high limit. When

PLR = 1.00, s1 is the only strategy that depletes the UPS after the gap.

3.5 Case Study 2: Renewable Data Center

Data centers with renewable energy become increasingly attractive, especially for small and

medium ones as their installations are cheaper and smaller. Renewable data centers can provide not

only decent economical savings, but new opportunities to improve reliability due to the additional

generation. This case study aims to investigate how the renewable data center behave under

emergent situations with a special focus on how it can extend the survival time of the UPS.

The studied system is the same as case study 1, except that the data center is connected to

an additional PV system. To quantify the impact of the PV to the data center, we introduce a

penetration factor rpv that defines the ratio of the nominal power of the PV system to the nominal

power of the data center. If rpv is 0, then the data center cannot receive renewable power, and if

rpv is 1, the renewable energy can meet all the electrical demands in the data center at the nominal

condition. To explore the survival time during emergency situation, we manually introduce a

blackout at 12:00 pm, which lasts for 4 hours. The parameters rpv and PLR are swept to show how

the penetration of the PV system can affect the survival time of the UPS under different PLRs by

using strategy s2.

Figure 3.15 shows the lasting time of the UPS during FC and FMC mode for an emergency
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(d) PLR = 1.00

Figure 3.14: Comparison of blackout in the FMC mode at four PLRs for different strategies
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situation. Generally, as the penetration of renewable energy increases, the lasting time increases

as well because more power can be drawn from the renewable sources and less from the UPS. For

example, as shown in Figure 3.15(b), when the data center is running at a PLR of 0.75 in PMC

mode, the UPS can only last about 16 minutes at no penetration, and about 211 minutes at a

penetration of 0.8. Note that the maximum lasting time is 240 minutes because we only simulate

a blackout for 4 hours. Therefore, the penetration of renewable energy in a data center can extend

the lasting time of the UPS, thus increasing the data center reliability. The extra time may also

be utilized when there are emergent system maintenances needed to be performed onsite.
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Figure 3.15: Comparison of UPS lasting time in a renewable data center at different cooling modes,
PV penetration factors, and PLRs

The relationship between the lasting time and penetration of renewable energy is nonlinear.

The nonlinearity is caused by the difference between the penetration and the PLR. If the pene-

tration is higher than the PLR, the lasting time will increase significantly because the generation

of renewable energy can meet the most or entire electrical demand in the data center, which thus

requires little power from the UPS.

Figure 3.16 compares the detailed SOC of the UPS and the current flows in two data centers

with a penetration of 0 and 0.6. Without renewable resources, the UPS depletes after around 16

minutes. When the penetration of renewable resources increases to 0.6, the survival time can be

extended to about 48 minutes. The SOC decreases non-smoothly when the PV system is penetrated,
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because of the oscillations of the PV current and the UPS current. The sharp changes in the PV

current are due to the movement of clouds.
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Figure 3.16: Comparison of detailed SOC and currents with and without PV

3.6 Summary

This chapter presents an open source, equation-based, object-oriented Modelica package for

GEDCs. This package includes major cooling component models, control logic, subsystem models

and system templates for both chilled water system and direct expansion system, which are designed

to support rapid virtual prototyping. The case studies show that this package is able to perform

various analysis, including detailed analysis of energy efficiency and control performance in normal

operation, as well as emergency operation. By integrating with the electrical models, detailed

electrical analysis is also supported for both conventional and renewable data centers.



Chapter 4

Validation of Numerical Testbed

Based on:

Yangyang Fu, Wangda Zuo, Michael Wetter, Jim W. VanGilder, Xu Han, David Plamondon, ”Equation-

based object-oriented modeling and simulation for data center cooling: A case study”, Energy and Buildings,

Volume 186, 2019, Pages 108-125, ISSN 0378-7788, https://doi.org/10.1016/j.enbuild.2019.01.018.

In the previous chapter, an equation-based object-oriented modeling and simulation testbed

is developed for GEDCs. This chapter aims to validate the developed testbed and provide new

solutions to harness the demand flexibility of energy efficiency. The validation is conducted using

measurement data from an actual data center located at the University of Massachusetts Medical

School in Massachusetts, United States. This chapter is organized as follows: Section 4.1 gives a

detailed description of the analyzed cooling and control systems, including the system configurations

and different control strategies. Section 4.2 shows the management of the complex, large system

model through a hierarchical modeling approach. The Modelica models are then calibrated using

on-site measurement data in Section 4.3. In Section 4.4, we first identify several energy and control

related issues in the baseline system through an annual simulation. Then we propose different

energy efficiency measures (EEMs) to address the identified issues. A sequential search technique

is applied to identify the combination of the most cost-effective EEMs in terms of energy savings and

life cycle cost (LCC). After that, an optimization of the supply air temperature for the best EEMs

is performed to evaluate the energy saving potentials. Conclusions are presented in Section 4.5.
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4.1 System Description

The data center analyzed operates 24 hours per day, 365 days per year. The data center

room has a floor area of 687 m2 with a white space height of 3.35 m. The room contains 138 IT

racks and 12 floor-mounted power distribution units. This case study only focuses on the cooling

and control system, and the room-side air distribution management is not considered.

4.1.1 Cooling System

A primary-only chilled water system with airside economizers (ASEs) is used to provide

cooling for the data center room, as shown in Figure 4.1. The size of detailed components is listed

in Table 1. The current cooling load of the data center is about 316 kW. Two identical water-cooled

chillers with a design coefficient of performance (COP) of 5.8 work in a Lead/Lag configuration

to equalize their runtime. Each chiller has two variable-speed compressors. Two identical cooling

towers with variable-speed fans eject the heat from the condenser water loop to the environment.

Two chilled water pumps operate with variable speed drives, while two condenser water pumps

work at a constant speed. Two Air Handler Units (AHUs) provide cool air to the data center

white space. Each AHU consists of an array of 12 variable-speed supply air fans arranged in a

parallel-flow configuration. The cool supply air is delivered to cold aisles through an underfloor

plenum. The hot IT exhaust air is directed into open hot aisles, then enters a ceiling plenum, then

mixing box, and finally returns to the AHUs. When the weather conditions allow, the ASEs are

activated to mix the cold outdoor air and warm indoor air to provide precooling or free cooling.

The activation and deactivation of ASEs are controlled by a cooling mode controller discussed in

Section 4.1.2.1.

4.1.2 Control System

The control system is composed of a system-level cooling mode control and an equipment-

level control with various controllers, as shown in Figure 4.2. The solid lines show the hierarchical
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Figure 4.1: Schematic drawing of the cooling system in the data center
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Table 4.1: Nominal information of components in the cooling system

Equipment Qty. Nominal Equipment Information Unit Value

AHU 2 Cooling Coil Air Flowrate m3/s 39.2
Cooling Capacity kW 696
Sensible Heat Ratio - 0.99
Water Flowrate kg/s 0.025

Heating Coil Qty. - 4
Power kW 31.2

Steam Humidifier Qty. - 4
Capacity kg/s 0.019

Fan Qty. - 12
Head Pa 622
Power kW 3.42
Flowrate m3/s 3.26

Chiller 2 Nominal Capacity kW 774
Design COP - 5.8
Evaporator Flowrate m3/s 0.028

Design Outlet Temperature °C 10
Condenser Flowrate m3/s 0.026

Design Inlet Temperature °C 29.4
Compressor Number - 2

Speed Type - Variable Speed
Power kW 67

Chiller Water
Pump

2 Head mH2O 41

Power kW 12
Flowrate m3/s 0.028
Speed Type - Variable Speed

Condenser Wa-
ter Pump

2 Head mH2O 29.5

Power kW 8
Flowrate m3/s 0.026
Speed Type - Constant Speed

Cooling Tower 2 Nominal Capacity kW 893
Design Approach Temperature °C 4.4
Number of Cells - 1
Number of Fans - 1
Fan Speed Type - Variable Speed
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relationship between different controls. The dashed arrows describe the actual control signal flow

between different controls. Based on the operational status and outdoor air conditions, the cooling

mode controller selects a particular cooling source from the three available choices: chillers only,

ASEs only, or both chillers and ASEs. The signal from the cooling mode controller is then sent to the

equipment-level controllers to determine the appropriate operating point of individual equipment.

4.1.2.1 System-level Control

The chilled water system with ASEs can operate in three cooling modes to provide cooling for

the data center: (1) Free Cooling (FC) mode, where only ASEs are activated; (2) Partial Mechanical

Cooling (PMC) mode, where chillers and ASEs work simultaneously; and (3) Fully Mechanical

Cooling (FMC) mode, where only chillers are utilized. As the cooling system has to operate 24

hours per day, 365 days per year, the system off state is not considered. The staging among the

different cooling modes is controlled by prescribed transition conditions, which is described by a

state graph shown in Figure 4.3.

The transition between FC and PMC mode is determined by air temperature setpoint in the

underfloor plenum Tfloor,set and outdoor air conditions, such as dry bulb temperature, TOA,db, and

dew point temperature TOA,dp.The cooling system switches from FC to PMC mode, when

TOA,db > Tfloor,set + ∆T1 and TOA,dp > TOA,dp,low + ∆T2 (4.1)

and from PMC to FC mode when

TOA,db < Tfloor,set −∆T1 or TOA,dp < TOA,dp,low −∆T2 (4.2)

where TOA,dp,low is the low cutoff limit for TOA,dp, and ∆T1 and ∆T2 are temperature dead band

settings.

The transition between PMC and FMC mode is governed by TOA,db, TOA,dp, and data center

return air temperature TRA,db. The cooling system switches from PMC to FMC mode when the
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following conditions are triggered:

TOA,db > TRA,db + ∆T3 or TOA,dp > TOA,dp,high + ∆T4 (4.3)

and from FMC to PMC mode, when the following conditions are met:

TOA,db < TRA,db −∆T3 and TOA,dp < TOA,dp,high −∆T4 (4.4)

where TOA,dp,high is the high cutoff limit for TOA,dp, and ∆T3 and ∆T4 are temperature

dead band settings. The TOA,dp, TOA,db, and TRA,db are read from measured data. The Tfloor,set,

TOA,dp,high and TOA,dp,low are set to 22.2 °C, 12.75 °C, and 11.65 °C, respectively. The dead bands

∆T1 and ∆T3 are set to 1.1 °C, and ∆T2 and ∆T4 are 0.55 °C. To prevent short-cycling, all the

conditions must remain true for 2 minutes before switching to next state.

4.1.2.2 Equipment-level Control

As shown in Figure 4.2, the equipment-level control consists of multiple layers with compli-

cated interactions among different controllers. Layer 1 is designed to coordinate the operation of

the three major fluid loops of the cooling system: air, chilled water, and condenser water. Each

loop has multiple groups of different controls in Layer 2. For instance, the air loop has two groups

of controls. One is to control the differential pressure in the underfloor plenum to ensure that a

reasonable amount of air passes through the perforated tiles to the data center room. The other is

designed for the temperature control. Some groups in Layer 2 also have multiple controllers (Layer

3) dedicated to different control objectives. For example, the condenser water supply temperature

(CWST) control in the condenser water loop consists of controls for cooling tower fan staging and

fan speed. The details are explained in a top-down approach from Layer 1 to Layer 3 as follows.

Air Loop Control

Air loop control includes the control for the underfloor plenum and AHUs. The average static

pressure in the underfloor plenum is controlled at a setpoint of 12.4 Pa by modulating the AHU fan
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speed. The AHUs run all the time. The fans in each AHU are equipped with variable frequency

drives and they are controlled to run at the same speed.

The temperature control in the air loop determines the supply air temperature (SAT) setpoint

for AHUs, mixed air temperature (MAT) setpoint, outdoor air damper position, chilled water

supply temperature (CHWST) setpoint, and control signals for the reheaters in the AHUs. The

control strategies and interactions are schematically shown in Figure 4.4. The underfloor plenum

air temperature (UPAT) is maintained at its setpoint Tfloor,set = 22.2 °C by resetting the SAT

setpoint for AHUs in a range from 15.6 °C to 23.3 °C using:

f =



yref,1, u ≤ uref,1

(u− uref,1)
yref,2−yref,1
uref,2−uref,1 + yref,1, uref,1 < u < uref,2

yref,2, u ≥ uref,1

(4.5)

where u and y are input and output signals respectively. The uref,1, uref,2, yref,1, and yref,2

are predefined reference values. In this case, u is the output of a proportional-integral-derivative

(PID) controller (PID-1) and uref,1 = 0 , uref,2 = 1 , yref,1 = 23.3 °C, and yref,2 = 15.6 °C. It is

worth mentions that (4.5) is also used by other controllers in Figure 4.4 but with different reference

values for both input and output signals.

Using the reset SAT setpoint and measured SAT, two PID controllers (PID-2 and PID-3) are

adopted to control the SAT for AHU-1 and AHU-2, respectively. The output signal y2 and y3 from

the two PID controllers, ranging from 0 to 1, are then used in different control strategies under

different cooling modes.

• In the FC mode, the SAT is maintained at its setpoint by adjusting the MAT setpoint.

The maximum of the output signals y2 and y3 is used to reset the MAT setpoint within a

range of 14.4 °C to 25.3 °C through (4.5). The MAT is then maintained at its setpoint by

adjusting the outdoor air dampers through a PID controller (PID-4).

• In the PMC and FMC modes, the system will either reset the CHWST setpoint or activate
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reheaters to maintain the SAT. To reset the CHWST setpoint, the output signals y2 and y3

are mapped to the CHWST setpoint within the range of 7.8 °C to 12.2 °C. The minimum

of the mapped setpoints CHWSTset,1 and CHWSTset,2 is then sent to the chillers as the

CHWST setpoint. For the reheaters, y2 and y3 are mapped to a control signal ranging

from 0 to 1 in order to adjust the power of reheaters in AHU-1 and AHU-2, respectively.

Take AHU-1 as an example. The reference values in the CHWST setpoint reset control

are set to uref,1 = 0.4 , uref,2 = 1 , yref,1 = 12.2 °C and yref,2 = 7.8 °C. In the reheater

control, they are set to uref,1 = 0, uref,2 = 0.4, yref,1 = 1 and yref,2 = 0. When the output

signal y2 of PID-2 is less than 0.4, the CHWST setpoint reset control is deactivated, and

the reheater control is activated. Reverse actions are triggered when y2 is greater than 0.4.

Chilled Water Loop Control

Chilled water loop control is composed of controls for the chillers and chilled water pumps.

At the current cooling load, only one chiller is needed when FMC or PMC mode is activated. The

chilled water pumps are set up to run one pump per chiller. The speed of the chilled water pumps

is modulated by a PI controller to maintain a constant pressure difference of 206 kPa between the

inlet and the outlet of the chiller evaporators. The bypass valve in the common leg is regulated by

a PI controller to maintain a constant flowrate through the evaporators.

Condenser Water Loop Control

Condenser water loop control includes controls for the condenser water pumps and cooling

towers. The condenser water pumps and cooling towers are staged based on the number of operating

chillers: one condenser water pump and cooling tower is commanded on if one chiller is required.

The CWST setpoint is reset from 21.1 °C to 29.4 °C as the outdoor air wet bulb temperature

increases from 17.2 °C to 25.6 °C using the mapping algorithm in (4.5).

The speed and number of operating fans in cooling towers are manipulated to control the

CWST at its setpoint. The fan speed is adjusted by a PI controller to reduce the difference between

the CWST and the setpoint, and the number of working fans is determined as follows:
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One additional fan is switched on if

Tcws > Tcws,set + ∆T and SPfan > SPhigh + ∆SP (4.6)

and switched off if

Tcws < Tcws,set −∆T or SPfan < SPlow −∆SP (4.7)

where Tcws is condenser water supply temperature, Tcws,set is condenser water supply tem-

perature setpoint, ∆T is temperature dead band, SPfan is cooling tower fan speed, SPhigh, SPlow

are the high and low threshold of the fan speed,, and ∆SP is the fan speed dead band. In this

case study, ∆T is set to 1 °C, SPhigh is set to 0.8, SPlow is set to 0.4, and ∆SP is set to 0.1. To

prevent short-cycling, the conditions described in (4.6) an (4.7) need to remain true for 5 minutes

before the control actions are triggered.

4.2 Modelica Models

The cooling and control systems are modeled using the Modelica language. The Modelica

Buildings library version 5.0.0 provides models for data center cooling systems [48]. The following

sections illustrate how to perform modeling and simulation by taking advantage of object-oriented,

equation-based modeling. We first introduce the implementation of equipment models and control

system models, and then demonstrate the system model by integrating the models of equipment

and control.

4.2.1 Component Models for the Cooling System

Most components of the cooling system are modeled directly using the existing models in the

Modelica Buildings library. The pipes and ducts are modeled using Buildings.Fluid.FixedResistances.-

PressureDrop, which is a flow resistance with a fixed flow coefficient. The cooling tower is modeled

using Buildings.Fluid.HeatExchangers.CoolingTowers.YorkCalc, which uses a polynomial to predict

the approach temperature for the cooling tower at off-design conditions. The performance of chiller
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compressor is predicted using the DOE-2 electrical chiller model [65], which consists of 3 perfor-

mance curves: CAPFT a curve that represents available cooling capacity as a function of the

evaporator and condenser temperature, EIRFT a curve that represents the full load efficiency as

function of the evaporator and condenser temperature, and EIRFPLR a curve that represents

the efficiency as a function of the part-load ratio. The head and power of the pumps/fans are rep-

resented as a quadratic equation in terms of the flowrate. Detailed curves are shown in Table 4.2,

where Twb is the wet bulb temperature, Tran is the range temperature defined as the temperature

difference between the supply and return condenser water, r is the water to air mass flowrate ratio,

Tchws is the chilled water supply temperature, Tcws is the condenser water supply temperature,

PLR is the part load ratio, Q is the flowrate of water or air, H is the head of the pump/fan, P

is the power of the pump/fan. a, b, c, d, e, f are the coefficients that needed to be calibrated for

each model.

For component models that are not included in the Buildings library, we constructed the

models based on Modelica standard library (Version 3.2.2 Build 3) and Buildings library (Version

5.0.0). For example, the Buildings library has no model for a chiller that is equipped with two

variable-speed compressors. However, such a dual-compressor chiller model can be built quickly

by utilizing the existing chiller models in the Buildings library. As shown in Figure 4.5, we in-

stantiated an electric chiller object model (Buildings.Fluid.Chillers.ElectricEIR) twice to represent

two variable-speed compressors, denoted as Compressor 1 and Compressor 2, respectively. Each

compressor has its own performance curves to calculate the off-design performance.

A stage control is also included to activate the compressors based on load conditions and

other control commands. When the chiller is commanded on, one compressor will be turned on

immediately. The second compressor is staged on if

Tchws > Tchws,set + ∆T and ∆toff > ∆tthr (4.8)
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Table 4.2: Performance curves for major cooling equipment

Model Performance Curves

Cooling Tower Tapp = a1 + a2Twb + a3T
2
wb + a4Tran + a5TranTwb + a6T

2
wbTran +

a7T
2
ran + a8TwbT

2
ran + a9T

2
wbT

2
ran + a10r + a11Twbr + a12T

2
wbr + a13Tranr +

a14TwbTranr+ a15T
2
wbTranr+ a16T

2
ranr+ a17TwbT

2
ranr+ a18T

2
wbT

2
ranr+ a19r

2 +
a20Twbr

2 +a21T
2
wbr

2 +a22Tranr
2 +a23TwbTranr

2 +a24T
2
wbTranr

2 +a25T
2
ranr

2 +
a26TwbT

2
ranr

2 + a27T
2
wbT

2
ranr

2

Chiller CAPFT = b1 + b2Tchws + b3T
2
chws + b4Tcws + b5T

2
cws + b6TchwsTcws

EIRFT = c1 + c2Tchws + c3T
2
chws + c4Tcws + c5T

2
cws + c6TchwsTcws

EIRFPLR = d1 + d2PLR+ d3PLR
2

Pump/Fan H = e1 + e2Q+ e3Q
2

EIRFPLR = d1 + d2PLR+ d3PLR
2

and staged off if

Tchws < Tchws,set −∆T and ∆ton > ∆tthr (4.9)

where Tchws is the chilled water supply temperature, Tchws,set is the chilled water supply

temperature setpoint, ∆T is a temperature dead band of 1 °C, ∆toff is the elapsed time since

the compressor was off, ∆ton is the passing of time after the compressor was commanded on last

time, and ∆tthr is the time threshold (e.g. 20 minutes in this case) to prevent short cycling of

compressors.

4.2.2 Control System Model

4.2.2.1 Cooling Mode Control

Figure 4.6 shows the Modelica implementation of the cooling mode control described in

Figure 4.3. On the left are the connectors for the control input signals expressed as real numbers,

including Tfloor,set, TOA,db, TOA,dp, and TRA,db. In the middle is the state graph implemented using

the Modelica state graph package. On the right are signal conversions from Boolean to Integer

signals, followed by an Integer connector, which outputs the control signal of the cooling modes.

There are three states in the cooling mode controller, indicated by the squared block icons in

the middle of Figure 4.6. The states are FC, PMC, and FMC mode. The initial state is set to FMC

mode when simulation starts. The transitions between the states are represented by the horizontal
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Figure 4.5: Diagram of Modelica model for a chiller with two variable speed compressors
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black bars, and each transition has exactly one preceding state and one succeeding state.
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Figure 4.6: Diagram of Modelica models for the cooling mode control

4.2.2.2 Equipment-Level Controls

The hierarchy of the equipment-level controls described in Figure 4.2 is implemented in

Modelica by a bottom-up approach. We first declare the equipment controls at Layer 3 as Modelica

classes. Then we instantiate these classes and encapsulate their instances layer by layer (from Layer

3 to Layer 1) to formulate the control models for the different loops in Layer 1.

Figure 4.7 shows a part of the hierarchical models of the condenser water loop control.

Each icon encapsulates a model that may encapsulate other models. Figure 4.7(a) shows the

model for the condenser water loop control in Layer 1, including pump stage control, cooling tower

stage control, CWST setpoint reset control, and CWST control, as indicated in the dash boxes.

Figure 4.7(b) shows the implementation of CWST control in Layer 2. The CWST control model

further encapsulates the instantiations of fan stage control model and the fan speed control model

in Layer 3. For instance, Figure 4.7(c) demonstrates the implementation of the fan speed control

model. Taking advantages of object inheritance, and instantiation in the object-oriented Modelica,

this hierarchical modeling structure allows users to manage the complexity of large models, and to

assemble system models as one would connect components in an actual system. This structure also
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facilitates debugging and verification of component models. For example, a lower-level model is

first debugged and verified, and then instantiated in a higher-level model, which can help identify

modelling errors at the early stage of the model development.

4.2.3 System Models

After implementing the necessary equipment and control models, this section introduces the

system model which combines both the physical plant and control system. Several important

assumptions are made to simplify the system level model. First, the cooling load in the data

center room consists of only heat generation from IT equipment. The heat transfer from envelope

and lighting are not considered. Second, the cooling load in the data center is assumed to be

constant and equally distributed into two zones (158 kW in each zone). Each zone is cooled by a

separate AHU. This assumption is reasonable because the measured heat transfer and power for

the two AHUs are almost identical. Third, each zone is modeled as an ideally-mixed volume by

assuming the air in the data center room to be completely mixed, because our focus here is the

backend cooling system instead of air flow distribution in the room. Forth, the underfloor plenum is

modeled using a lumped resistance model instead of a detailed air flow model. Last, communication

and computation in the control system are assumed to be instantaneous.

As shown in Figure 4.8, the integrated system model is composed of two parts: the cooling

system and the control system. The cooling system is shown at the right side, where the red solid

lines represent the condenser water loop, the blue solid lines represent the chilled water loop, and

the yellow lines represent the air loop. The controls are displayed on the left side of Figure 4.8,

and include the cooling mode control, and equipment-level controls such as the condenser water

loop control, the chilled water loop control, and the air loop control. Each component model that

formulates the system model is verified in a simulation example following the procedure used by the

Modelica Buildings library [140]. We validated the customized models using analytical verification,

which has also been used to validate all individual component models in the Modelica Buildings

library. For example, the model for the chiller with two variable-speed compressors is verified by
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comparing its simulation results with the analytical solutions that are derived for certain steady-

state or transient boundary conditions.

4.3 Model Calibration

To evaluate the performance of potential retrofit solutions, we need to establish a baseline

model which will predict the performance of the data center cooling system. Figure 4.9 describes

a general procedure to calibrate the baseline model. To automate the calibration process, we

formulated it as an optimization problem. The objective of the calibration is to minimize the

difference between the model output and the corresponding measurement. The difference is defined

by the Normalized Mean Bias Error (NMBE), eNMBE . The formulation of the optimization problem

is shown in (4.10).

min eNMBE =

∫ t0+∆t
t0

|f(p, in, t)−M(t)|dt∫ t0+∆t
t0

|M(t)|dt

s.t. plb ≤ p ≤ pub

(4.10)

where f is the calibrated model, which are shown in Table 4.3. M is the corresponding

measurement, in are the inputs for the Modelica models, which can be obtained from measurement

data, t0 and ∆t are initial time and length of the calibration period, p are the adjustable parameters

of the model, and plb and pub are the lower and upper bounds of the parameters p, respectively. The

optimization problem is solved using the Particle Swarm Optimization algorithm [67] in GenOpt.

To calibrate the baseline model, the abovementioned optimization problem was established

and solved for each cooling equipment using measurement data from October 3 to November 3

in 2017. The measurement data were sampled at a 5-minute interval and divided into two sets:

the first 80% were used for calibrating the models, and the remaining 20% were used to evaluate

the calibrated models. Table 4.3 shows the calibration problems and their results for different

equipment. The AHUs are calibrated by adjusting nominal UA values (UAnominal) to predict

the outlet temperatures on both air and water side. For the chiller, since the chiller needs two
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compressors to run at the same time at current cooling load level and we only have the measurement

data for the chiller as a whole, we assume the two compressors have the same performance during

the calibration. Because the condenser water pump runs at constant speed and the measured power

is almost constant, we only calibrated the nominal power (Pnominal) and nominal head (Hnominal)

instead of the performance curves listed in Table 4.3.
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Relative errors between measurement and prediction are within 8% for all component models

during calibration and evaluation. A detailed comparison for the cooling tower is shown in Fig-

ure 4.10. The system electricity consumption error during the calibration and evaluation period is

obtained as 5% and 6% after the calibration of the component models.

Figure 4.10: Evaluation results for cooling towers

Although only limited measurement data are utilized for calibration, it is sufficient enough to

predict for other seasons. The reasons are listed as follows. First, at the early October, the outdoor

air temperature is high enough for the system to run at mechanical cooling (PMC and FMC) mode,

while at the late October the system can work at FC mode. The measurement data might be in a

broad range for calibration. Second, when the mechanical cooling (PMC and FMC) is activated, the

performance of chiller is calibrated using the inlet condenser water temperature (Tcws), the outlet

evaporator temperature (Tchws). Because both temperatures are controlled within a limited range

during the whole year, and the measurement in October covers most of the range (see Table 4.3),

it is acceptable to use measurement in October to calibrate chillers. Similar situation happens for

pumps and cooling coils in AHUs. For the cooling tower, although the wet bulb temperature in

October is much higher than that in February, but it has little influence on the performance of the
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cooling tower, because in cold days, the cooling towers are shut off.

4.4 Retrofit Solutions

We first performed an annual numerical simulation of the baseline system. Based on the

analysis of the energy and control performance, we identified several control related issues and

proposed corresponding design solutions to improve the control performance. The new design

solutions were then examined using the system models. Lastly, we conducted an optimization to

further improve the energy saving potentials of the proposed solutions. All the simulations were

performed using the local weather data in 2017.

4.4.1 Baseline System

The simulation of the baseline system with calibrated equipment models and control settings

shows that the cooling system works in FC, PMC, and FMC modes for 6310, 17, and 2433 hours

in 2017, respectively. We identified three potential improvements in terms of control and energy

efficiency.

First, the cooling coils are degraded possibly because of fouling. The calculated overall

thermal conductance according to the measured data is UA = 28.6 kW/K for the AHU-1, which is

only 37% of the design value (UA = 77.4 kW/K) calculated from the manufacture data.

Second, the simulation results show that the cooling system generally operates either in FMC

mode or FC mode. However, it rarely works in PMC mode, where the return air is pre-cooled by

cold outdoor air. The cooling mode control are defined in (4.1) to (4.4). However, the difference

between TOA,dp,low in (4.2) and TOA,dp,high in (4.3) is only 1.1 °C, which is small. As a result, the

system will be able to stay in PMC mode only if TOA,dp is between 12.2 °C and 13.3 °C. Otherwise,

it will move to FMC or FC mode.

Third, there is simultaneous heating and cooling in the AHUs, which is caused by the control

of the SAT and the chilled water flow rate as described in Section 4.1.2.2. In FMC mode, it is

possible that the SAT is lower than the set point (e.g. the control output signal y2 from PID-2 is



107

less than 0.4). This will activate the reheaters in AHU-1, but the CHWST will remain the same

because the chiller CHWST reset control can only be activated when y2 is larger than 0.4. As a

result, the air is overcooled by the chilled water and then heated by reheaters in AHU-1. Besides

the SAT control, lacking flow rate control for the chilled water in AHUs also contributes to the

simultaneous heating and cooling problem. As described in Section 4.1.2.2, the speed of the primary

pumps is modulated to maintain a fixed pressure difference of 206 kPa between the inlet and outlet

of the evaporators, and the bypass valve is adjusted to guarantee that the chilled water through

the evaporators is 0.03 m3/s all the time. Without direct control of the chilled water through the

cooling coils, it can lead to a persistent oversupply or undersupply of chilled water to the cooling

coils. The oversupply of chilled water can over-cool the supply air.

4.4.2 Energy Efficiency Measures

To address the energy inefficiencies identified above, we propose the following three energy

efficiency measures (EEMs) for the cooling and control systems. The rest of this paper uses M to

represent the system with the corresponding EEMs implemented.

4.4.2.1 M1: Clean Cooling Coils

In system M1, we propose cleaning the fouled cooling coils on both water and air sides. We

assume that the UA value of the cleaned cooling coils can be the same as the design nominal

UA value. However, the simulation results show that cleaning the cooling coil alone actually

results in 76% more energy consumption than the baseline results because improving the cooling

efficiency makes the existing over-cooling problem even worse. After being cleaned, the heat transfer

effectiveness of the cooling coils increases, which means under the same CHWST, the cleaned cooling

coils cool the supply air to a lower temperature than the fouled cooling coils. As a result, the AHUs

with clean cooling coils need additional reheat energy to maintain the same SAT when the water

flowrate through the cooling coils is not regulated. For example, when Tfloor,set is reset to 23.3

°C, the CHWST can be as high as 12.2 °C. The fouled cooling coils can cool the supply air to
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around 21.0 °C, and we just need to reheat it to 23.3 °C. However, the clean cooling coils can cool

the supply air to around 18.0 °C, and additional energy is expended to bring the SAT to 23.3 °C.

Furthermore, the energy of chillers and cooling towers in M1 increases because the heat generated

by the reheaters increases the thermal load of the chillers and hence cooling towers.

4.4.2.2 M2: Improve Cooling Mode Control

To increase the operating time of PMC mode, we need to make it easier to move from FMC to

PMC and more difficult to move back. To achieve this goal, we propose to increase the TOA,dp,high

by setting it to 15 °C in system M2. This temperature is a high TOA,dp recommended by ASHRAE

for the data center equipment environment [4]. All the other settings remain the same as the

baseline system.

The annual simulation show that M2 can save 9.0% of cooling energy compared to the baseline

system because the improved cooling mode controller allows the cooling system to operate less in

FMC mode, and more in FC and PMC modes. The detailed explanation is as follows:

• The higher cutoff limit of TOA,dp (15 °C) reduces the operational time of FMC mode in M2

(from 2,433 hours to 1,632 hours). Due to a higher TOA,dp, the system can stay in PMC

mode longer. As a result, M2 operates in PMC mode for 188 hours in the whole year,

compared to 16 hours for the baseline system. As the chillers only need to address part of

the cooling load in PMC mode, they consume less energy than in FMC mode.

• More importantly, M2 works in FC mode for 6,938 hours, which is 628 hours more than

the baseline system. By increasing the time staying in PMC mode, it also increases the

possibility of switching from PMC mode to FC mode. For example, as shown in Figure 4.11,

the baseline system works in FMC mode all the time from July 12 to July 15, but M2 can

work in FC mode for almost two days in the same period. The TOA,db is lower than Tfloor,set

as well as TRA,db during most of the time. At the beginning of July 12, TOA,dp is higher than

the high dew point temperature cutoff limit in both the baseline system (TOA,dp,high,Baseline)
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and M2 (TOA,dp,high,M2), thus FMC mode is activated in both systems. However, as TOA,dp

continues decreasing to TOA,dp,high,M2 , M2 can operate in PMC mode, while the baseline

system still works in FMC mode. When M2 works in PMC mode, (4.1) is easily triggered

because TOA,db is lower than Tfloor,set, which switches the system from PMC to FC mode.

Therefore, with a higher TOA,dp,high, it is easier for the cooling system to switch from FMC

to PMC mode, and then to FC mode.

However, increasing TOA,dp,high might pose challenges for the humidity control of the under-

floor air. Figure 4.12 shows the box plot of the hourly relative humidity (RH) in both M2 and the

baseline system. The central rectangular box spans the first quartile to the third quartile, and the

dashed line inside displays the median. The lower and upper whiskers represent the 0.1 percentile

and the 99.9 percentile, respectively, which means there is only 0.1% of the data between the min-

imum and the lower whisker, and 99.9% of data between the minimum and the upper whisker.

In the baseline system, the RH is within the boundary preferred by the operators. However, M2

exceeds the upper bound since it introduces more humid outdoor air in the data center room for

free cooling, and the cooling coil in the AHUs has a very limited capacity for dehumidification with

a design sensible heat ratio of 0.99.

4.4.2.3 M3: Improve SAT Control

To mitigate the problems of simultaneously heating and cooling in the AHUs, we propose

adding a two-way valve on the waterside of cooling coils to regulate to maintain the SAT in PMC

and FMC modes in system M3. Instead of maintaining a constant differential pressure between

the inlet and outlet of the evaporators, M3 adjusts the speed of the primary pumps to maintain

a fixed differential pressure of 83 kPa between the inlet and the outlet of the cooling coils. The

bypass valve in the common leg is adjusted to achieve a minimum flow rate through evaporators.

The above proposal will regulate the amount of chilled water passing through the cooling coils to

avoid an oversupply of chilled water and reduce simultaneous heating and cooling in AHUs.
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Simulation results show that 9.4% of cooling energy can be saved in M3. Most of the savings

are from reheaters. Figure 4.13 compares the operational status of M3 and the baseline system

during July 12 to July 15. Although the systems operate in the same cooling mode, to track the

same SAT setpoint, the reheaters in the baseline system need to be activated, while those in M3

are completely deactivated (see the bottom figure in Figure 4.13).

4.4.3 Sequential Search for EEMs

The process of designing and retrofitting real buildings often involves choosing among discrete

options, for example, different EEMs. To propose the best EEMs for a building retrofit, engineers

need to explore and search the design space of possible EEMs. Genetic Algorithms (GAs) are

most commonly used for building energy optimizations [134]. Others seek to develop the Pareto

Frontier the set of cost-optimal solutions over a range of energy savings [133, 43]. However, GAs

are typically for optimization problems with large amount of decision variables, such as a large

amount of different EEMs. Because we only proposed three EEMs in this case, the Sequential

Search Technique [30, 62] is utilized to find the most cost-effective retrofit solutions.

4.4.3.1 Sequential Search Technique

The basic principle of Sequential Search technique is schematically shown in Figure 4.14.

All the proposed EEMs are simulated individually. These simulations comprise an initial iteration

of the optimization process. As illustrated in Figure 4.14, the most cost-effective option (points

with steepest slope compared with the optimal design in previous iteration), based on simulation

results and energy-related costs, is chosen as the baseline point for the next iteration. The chosen

EEM is then removed from future evaluations by the search. Remaining EEMs are simulated in

the presence of this new baseline point and the iterative process repeats. The method can provide

intermediate optimal points, that is, the minimum cost designs at various levels of energy savings,

which enables the engineers to make their choice when they are interested in intermediate solutions,

rather than a global optimum [30, 62].



112

Figure 4.13: Cooling and heating in the AHUs. Simultaneous heating and cooling is avoided in M3
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4.4.3.2 Results of Sequential Search Technique

We performed a sequential search technique among the abovementioned three EEMs consid-

ering energy savings and LCC. For energy savings, only electricity consumed by the cooling system

was taken into account. The LCC is calculated using Eq.(4.11). The N is the life cycle, and the rd

is the real discount rate. The Ci,n, Co,n, and Cm,n are capital cost, operation cost and maintenance

cost in year n, respectively. In this study, we set N to 40 years, and rd to 0.02. Capital costs

for different measures were estimated by experienced engineers of the analyzed data center, and

operation costs were calculated using a variable basic service charge offered by the utility company

in Massachusetts [124], which is also shown in Table 4.4. Maintenance cost for each measure was

set to 0 in this study.

LCC =

N∑
n=1

Ci,n + Co,n + Cm,n
(1 + rd)n

(4.11)

The results of Sequential Search are documented in Table 4.5. The calculated LCCs are

listed in the 6th column, and the energy savings compared with the baseline point of each iteration

(optimal solution in previous iteration) are listed in the 7th column. The slopes between the

baseline point in each iteration and the evaluated EEMs are shown in the last column, where N/A

means the slope is not calculated because the EEM cannot save energy. In Iteration 1, a single

EEM is compared with the baseline system. M2 is identified as the most cost-effective solution and

then serves as the baseline point for Iteration 2. The simulation results show that the combination

of M2 and M3 is better than that of M1 and M2, because M1 cannot save energy at all. In the

third iteration, compared with the new baseline point M2M3, the only combination of M1M2M3

has no advantage in terms of both energy savings and LCC.

Sequential search among the proposed EEMs shows that M2 is suggested if one EEM is

adopted, and M2M3 is suggested if two EEMs are considered. The combination M1M2M3 cannot

further reduce energy and LCC compared with M2M3, and hence is not an effective retrofit option.
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4.4.4 Optimal Underfloor Plenum Air Temperature Setpoint

To further investigate the energy saving potentials, we proposed to optimize the cooling sys-

tem by adjusting the control setpoint of the UPAT in addition to the searched EEMs in Section 4.4.2.

The following section describes the setup and results of the optimization.

4.4.4.1 Optimization Problem Setup

The optimization problem is formulated as:

min
∑
con

Econ(Tfloor,set)

s.t. Tfloor,set,l ≤ Tfloor,set ≤ Tfloor,set,u
(4.12)

where E is the energy consumption, and the subscript con represents different electricity

consumers in the cooling system, including chillers, pumps, cooling towers, and AHUs. The energy

consumed by the server fans are considered constant in the optimization problem. The UPAT

setpoint Tfloor,set is chosen as the only design variable in this case study. The subscript l and

u are the lower and upper bound. Here we assume that the rack inlet temperature is the same

as the UPAT. Thus, we can set Tfloor,set,l = 18 °C and Tfloor,set,u = 27 °C based on ASHRAEs

recommended range for rack inlet temperatures [4]. The optimization problem is then solved using

exhaustive search or parametric analysis with an increment of 0.1 °C for the design variable.

4.4.4.2 Optimization Results

We performed the optimization on three systems: the baseline system, M2, and M2M3. The

relationship between the Tfloor,set and the annual energy consumption for the three systems is

shown in Figure 4.15. The systems with optimal Tfloor,set are denoted as Baselineopt, M2,opt, and

M2M3,opt respectively. The results show that the optimal Tfloor,set of Baselineopt, and M2,opt is

25.1 °C, and that of M2M3,opt is 27 °C. The additional energy savings by optimizing the UPAT are

around 20 - 25 MWh for all three cases. As a result, the combined energy savings for Baselineopt,

M2,opt, and M2M3,opt are 4.5%, 14.6% and 24.2% compared with the baseline system, respectively.
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Figure 4.15 shows that starting from Tfloor,set = 18 °C, the energy consumption reduces when

increasing Tfloor,set. However, for the baseline system and M2, when Tfloor,set reaches around 25.1

°C, the annual energy consumption starts to increase. The reason is that when Tfloor,set is higher

than 25.1 °C, the increased reheat energy is larger than the savings from the chillers and their

associated pumps. For example, for the baseline system (Figure 4.16), when Tfloor,set increases

from 25.1 °C to 27 °C, the reheat energy in one year increases from 20.4 MWh to 99.0 MWh, but

the energy consumed by the chillers only decreases from 89.5 MWh to 87.9 MWh. In M2M3, the

reheaters consume no energy at all even when Tfloor,set increases because reheating in the AHUs is

avoided.

Underfloor Air Temperature Setpoint [o C]

Figure 4.15: Relationship between Tfloor,set and annual energy consumption for different systems

It is worth mentioning that the equipment-level control strategies have significant influence

on the design space of the above optimization problem. For example, Figure 4.15 shows that with

the baseline reheat control, the baseline system and M2 have local optima around 20.5 °C. The

local optima are caused by the activation of reheaters in the AHUs. In M2M3, the annual energy

consumption monotonously decreases as Tfloor,set increases, because the reheaters are off for the

entire range of Tfloor,set.
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Underfloor Air Temperature Setpoint Underfloor Air Temperature Setpoint

Figure 4.16: Energy impact of Tfloor,set on major cooling equipment: (left) baseline system; (right)
M2M3

Figure 4.17 shows the operating time under different UPATs during the whole year in the

baseline system and three optimal systems. The UPATs are controlled at their setpoints with a

tolerance of 1.5 °C for about 96% of the year in the baseline system, and about 99% in all three

optimized systems.

Figure 4.18 compares the RH in the underfloor plenum for a whole year in a box plot with

whiskers of 0.1 and 99.9 percentile. The RH in all four systems is within the preferred range. The

median RHs in the Baselineopt, M2,opt, and M2M3,opt are lower than that in the baseline system,

because the RH decreases as the dry bulb temperature increases if the dew point temperature is

the same. Taking the baseline system and Baselineopt for example, the only difference is that the

Baselineopt utilizes Tfloor,set=25.1 °C instead of 22.2 °C in the baseline system. Because these two

systems have the same TOA,dp thresholds in the cooling mode controller, and their cooling coils have

limited capacity of dehumidification, we can assume these two systems have the same dew point

temperature in the underfloor plenum for most time. However, UPAT in M2,opt is controlled at

25.1 °C, about 3 °C higher than the baseline system. Therefore, the median RH in the Baselineopt

is lower than the baseline system.

To understand when the energy savings are achieved in the three optimal systems, we show

detailed analysis in Figure 4.19. The energy savings in Baselineopt, M2,opt, and M2M3,opt mostly

take place during transition (e.g. October - November) and summer seasons (e.g. September).
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Figure 4.17: Operating time under different UPATs for four different systems during a year

Figure 4.18: Box plot of the underfloor RH in different systems
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There are barely energy savings from winter because of free cooling. The maximum daily energy

saving in all cases is about 2000 kWh, where all the mechanical cooling is totally deactivated.

To understand where the energy savings are from, we break down the savings in Baselineopt

as an example shown in Figure 4.20. For a single day, the cooling tower fans can save up to 150

kWh, and all the pumps together can save up to 480 kWh. The largest saving is from deactivation

of the chiller, which can reduce energy by about 900 kWh in a day. For the AHUs, due to the

increase of Tfloor,set, the fans need to operate at a higher speed to deliver more air to the data

center room in order to keep the room at the setpoint. Therefore, during a winter day, the AHU

fans in the Baselineopt can consume 10 kWh more energy than the baseline system due to the

increase of the fan speed. For the transition and summer seasons, the AHUs in the Baselineopt can

save up to 500 kWh if the reheaters are deactivated, but can also consume about 500 kWh more

energy if the reheaters are triggered due to the control in Section 4.1.2.2.

4.5 Summary

In the present study, an equation-based dynamic modeling and simulation approach is per-

formed to evaluate energy and control performance, to develop EEMs, and to optimize the operation

in a medium-size data center located in Massachusetts, United States. The baseline cooling and

control systems is built in Modelica and calibrated using measurement data. Three individual

EEMs related to energy and dynamic control performance are proposed: (M1) cleaning the cooling

coils in the AHUs; (M2) increasing high cutoff limit of outdoor air dew point temperature in cooling

mode controller; (M3) improving AHU controls to avoid simultaneous heating and cooling.

The intermediate cost-effective retrofit solutions among the proposed EEMs are then identi-

fied through the Sequential Search technique. If only one EEM is adopted when budget is limited,

M2 is suggested due to its low initial cost and considerable energy savings. If two EEMs are

considered, M2 and M3 together can save up to 19.7% cooling energy. Adopting three EEMs

simultaneously is not recommended in this case, because it is hardly a cost effective retrofit.

In the end, by optimizing the underfloor air temperature setpoint in addition to the proposed
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122

�� 	�� ��# �"# ��( �% �%� �%� ��" ��$ !& ��� �� 
�

��

���

�!
'
�#
�	
� 
���

�
��

�� 	�� ��# �"# ��( �% �%� �%� ��" ��$ !& ��� �� 
�

���

���

�%
�
"�
��
�
��

�� 	�� ��# �"# ��( �% �%� �%� ��" ��$ !& ��� �� 
�

���

��
���
�#
���

�
��

�� 	�� ��# �"# ��( �% �%� �%� ��" ��$ !& ��� �� 

�

���

�


�
�	
� 
���

�
��

Figure 4.20: Daily energy savings in Baselineopt
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EEMs, the data center can potentially save as much as 24.2% energy for the cooling system with

M2 and M3 adopted. The optimal settings for the cooling system can maintain the data center

room in an acceptable thermal environment in terms of temperature and relative humidity. The

energy savings for all the optimized systems come from summer and transition seasons.

This case study also demonstrates two important features in Modelica-based tools. One is the

capability of complexity management through hierarchical modeling, which supports fast modeling

of various user cases. The other is the ability to evaluate discrete control involving delay time and

dead band, which are commonly used in the control of the cooling system.



Chapter 5

Multi-market Optimization for GEDCs without Thermal Energy Storage

Systems

Based on:

Yangyang Fu, Xu Han, Kyri Baker, Wangda Zuo, Jim W. VanGilder, ”Assessments of Data Centers for

Provision of Frequency Regulation”, under review in Energy Conversion and Management.

Yangyang Fu, Wangda Zuo, Kyri Baker, ”Multi-market Optimization of a Data Center without Storage

Systems”, submitted to The American Modelica Conference 2020.

This chapter proposes a synergistic control strategy for data center frequency regulation,

which combines power management techniques at the server level with control of the chilled water

supply temperature to track the regulation signal from the electrical market. A frequency regu-

lation flexibility factor is also proposed to increase the IT capacity for frequency regulation. The

performance of the control strategy is studied through numerical simulations using an equation-

based object-oriented Modelica platform designed for data centers. Simulation results show that

with well-tuned control parameters, data centers can provide frequency FR service in both regula-

tion up and down. The performance of data centers in providing FR service is largely influenced by

the regulation capacity bid, frequency regulation flexibility factor, workload condition, and cooling

mode of the cooling system, and not significantly influenced by the time constant of chillers. In

addition, compared with a server-only control strategy, the proposed synergistic control strategy

can provide an extra regulation capacity of 3% of the design power when chillers are activated.

A real-time multi-market optimization framework for the data center without storage systems
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is also proposed to maximize their benefits from participating in both energy market and regulation

market. Simulation results shows that providing frequency regulation service over two days in

January and July can save $24.8 and $123.6, respectively.

5.1 Server Aggregator

One straightforward way to control the data center power at its reference signal to provide

regulation service is to find the optimal frequency for each individual server at each time step.

This eventually leads to a large scale optimization problem considering the number of servers in a

medium or large data center.

An aggregated server model described in Ref [82] is adopted here. This model can output

the real-time power and service response time based on CPU frequency, workload arrival rate, and

number of active servers.

Pservers(t) = λ(t)
r∑
0

bifagg(t)
i +

s∑
0

cjNact(t)
j , 0 ≤ i ≤ r, 0 ≤ j ≤ s (5.1)

where bi, cj are constant coefficients that can be obtained from curve fitting techniques, λ(t) is

the workload, fagg is the aggregated relative frequency, ranging from 0 to 1, and Nact is the active

number of servers at current time. fagg and Nact can be optimally determined in order to minimize

cost.

Here we use the average response time to quantify the service quality of a data center. The

workloads are modeled as GI/G/m queues, which assumes a general distribution with independent

arrival times and a general distribution of service times. The total time that a job spends in the

queuing system is known as response time. The response time usually consists of two parts: waiting

time, that is, the time that a job spends in a queue waiting to be serviced; and service time, that

is, the time that a job needs to be executed. The average response time model is adopted from

[16]. Details are shown as follows.
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µ(t) = kfagg(t) (5.2)

ts =
1

µ(t)
(5.3)

ρ(t) =
λ(t)

Nact(t)µ(t)
, 0 ≤ ρ(t) ≤ 1 (5.4)

Pm =


ρ(t)Nact(t)+ρ(t)

2 , ρ(t) ≥ 0.7

ρ(t)
Nact(t)+1

2 , ρ(t) < 0.7

(5.5)

tw =
C2
A + C2

B

2Nact(t)

Pm
µ(t)(1− ρ(t))

(5.6)

tr = ts + tw (5.7)

In the above equations, µ is the mean service rate, k is a constant parameter, assuming the service

rate is proportional to the frequency, ρ is the average utilization of the server, representing the

fraction of occupied time, Pm is approximated probability that an arriving job is queued, CA and

CB are constant coefficients reflecting the type of data centers.

5.2 Proposed Synergistic Control Strategy

In this section, we propose a synergistic control strategy for data centers to provide FR service,

which is evaluated at a whole system level in the Section 5.3. This strategy is composed of four

major parts. The first one is Baseline Routine, which predicts the baseline power usage when the

data center provides no FR. The second one is Bidding Capacity, which is the capacity bid that

the data center submits to the electrical market. The third one is Server Power Management,

where an aggregator is adopted to represent the aggregated performance of servers in the data

center. The clock frequency of the aggregator can be directly changed by a Proportional-Integral-

Derivative (PID) controller in order to follow the regulation signal. Based on that, the desired

frequencies for individual servers will be determined by a set of predefined assignment rules and
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then be propagated to all servers. The forth one is Cooling Power Management, which adjusts

the CHWST setpoint to respond to the regulation signal.

PbasBaseline Routine

Pref

PID
fagg

uT

ΔPreg,raw

server1

Cooling System

Pservers

Pcool

Pmea

TchwsGain

λ' NO. 
Servers

Nact

Pmea

r

Capacity Bid

Electrical
Market

Tchws

Tchws,set

fi

Server Power Management

Cooling Power Management

FR Controller

serveri

serverN0

Assignment 
Rules

f1

fN0
λ

Data Center 

Aggregator

tr

Figure 5.1: Synergistic control strategy for FR

Figure 5.1 shows the workflow of the proposed synergistic control strategy. The Baseline

Routine outputs the prediction of the overall power profile for the data center Pbas when no

FR service is provided. In this paper, the prediction is performed using detailed energy models,

although many other methods such as machine learning techniques can also be used. The detailed

energy models and baseline settings can be referred to Section 5.3.1. The Bidding Capacity is

a module that can calculate the optimal capacity bid for the data center at each time step, and

output raw regulation power ∆Preg,Raw based on the optimal capacity bid and received regulation

signal r from the electrical market. In this paper, we assume the capacity bid Creg is known, since

finding the optimal bid is not the focus here. Then, the reference power Pref for the data center

to track is the summation of the predicted baseline power Pbas together with the raw regulation

power ∆Preg,Raw.

The Server Power Management first determines the number of required active servers

in the aggregator Nact based on the predicted workload λ
′

in the next time step (e.g., one hour

ahead). Then a closed-loop control using a PID controller is utilized to minimize the error between

the measured total power usage Pmea and the reference power Pref by adjusting the aggregated
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frequency of the server aggregator. Meanwhile, the Cooling Power Management applies an

open-loop control to adjust the cooling system power usage by resetting the CHWST setpoint in

response to the received regulation signal r.

The server aggregator receives the aggregated frequency fagg and the required number of

active servers Nact from the FR controller. Assuming there are N0 number of servers in the data

center, the server aggregator then calculates the CPU frequency fi for an individual server i based on

predefined assignment rules. The cooling system receives CHWST setpoint from the FR controller.

Both the IT system and the cooling system respond in such a way that their total power Pmea is

adjusted to track the reference power Pref .

For the aggregator, there are several assignment rules to control the individual server’s fre-

quency [82, 132]. We can also represent the aggregated server power Pservers of all servers under

an assignment rule using a simplified model [82] and this approach is adopted by this paper and

detailed in Section 5.2.1. For the FR controller, more details are described in the rest of this section.

5.2.1 Server Power Management

The servers in the data center are represented by an aggregator, which is characterized by

the active number of servers Nact, and the aggregated frequency fagg as shown in Section 5.1. Base

on these two parameters, the aggregator can output the total power of the servers Pservers and the

average service response time tr. The Server Power Management is used to determine Nact and

fagg at each time step based on the normalized raw regulation signal received from the electrical

market, r, ranging from -1 to 1, and incoming actual workload λ.

5.2.1.1 Reference Power

The reference power Preg is calculated as

∆Preg,raw(t) = r(t)Creg (5.8)

Pref (t) = Pbas(t) + ∆Preg,raw(t) (5.9)
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where ∆Preg,raw is the raw power signal and Creg is the regulation capacity that the data center

bids in the market.

5.2.1.2 Number of Active Servers

The number of servers in a data center needs to satisfy the following condition in order to

ensure the stability of the IT service. This condition means that the service capability Nact(t)µ(t)

in the data center should be greater than the workload) λ(t):

Nact(t)µ(t) > λ(t), (5.10)

where µ(t) is the actual service rate, which denotes the number of requests that a single server can

process every second. The service rate is typically proportional to the server’s CPU frequency, as

defined in Eq. (5.2) [82, 132].

Under design conditions, to guarantee reliability, a scaling factor γ as defined in Eq. (5.11)

is utilized here to describe the design redundancy of the servers [82]. The γ is set to greater than

1. If γ = 1, it means all the CPU clock frequencies need to set at the maximum level just to serve

the average workload, which limits the potential of FR. The γ is defined as

γ =
µ0N0

λ0
, (5.11)

where µ0 is the nominal service rate of a single server, N0 is the nominal number of servers in a

data center room, and λ0 is the nominal workload to be served by the data center.

When using a server aggregator model as described in Section 5.1, the γ can then be rewritten

as:

γ =
kN0

λ0
=
kNact(t)

λ′(t)
, (5.12)

where k is a constant parameter, assuming the service rate is proportional to the aggregated

frequency, Nact is the number of active servers at current time step, and λ
′
is the predicted workload,

here we use the mean workload of the current time step as the prediction.
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The number of active servers is calculated at an interval of 1 hour because the servers have

relatively long wakeup time. The detailed formula is shown in Eq. (5.13):

Nact(t) = dγλ
′
(t)

k
e, (5.13)

where the operator dxe is the ceiling function that gives the least integer greater or equal to x.

However, when aiming to provide FR service, Eq. (5.13) cannot fully exploit the design

redundancy introduced by γ. Here we propose to revise it by adding a FR flexibility factor β

during the operation:

Nact(t) = dβγλ
′
(t)

k
e, Nact(t) ∈ [0, N0]. (5.14)

The greater β is, the more servers are activated for a specific workload. The influence of β on the

FR service performance will be investigated in Section 5.3.

5.2.1.3 Aggregated Frequency Control

A PID controller is used to follow the reference power Pref by directly changing fagg at an

interval of 4 s.

fagg(t) = Kpe(t) +Ki

∫ t

0
e(x)dx+Kd

de(t)

dt
, fagg(t) ∈ [fmin, fmax] (5.15)

e(t) = Pref (t)− Pmea(t) (5.16)

In the above equations, Kp, Ki, and Kd denote the coefficients for the term P, I and D,

respectively. e is the control errors between Pref and Pmea. The maximum aggregated frequency is

1, while the minimum frequency varies based on the number of active servers due to the constraints

of QoS. Details on how to determine fmin are described in Section 5.2.1.4.

5.2.1.4 Minimum Aggregate Frequency

The same approach in Ref. [82] is used here to find the minimum allowable aggregated

frequency. Using a service response time model shown in Eq. (5.2) and Eq. (5.7), we know that the
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response time of the servers depends on the aggregated frequency. If the frequency is low, then it

takes relatively long time for the servers to respond to the arrival workload, which means the QoS

of the data center is compromised. To enable FR and guarantee the QoS, the aggregated frequency

should meet a minimum value. From Eq. (5.2) and Eq. (5.10), we can get

fagg(t) >
λ(t)

kNact(t)
(5.17)

Combining Eq. (5.17) and Eq. (5.14), we can obtain a lower bound for the aggregated fre-

quency:

fagg(t) ≥
λ(t)

βγλ′(t)
(5.18)

To ensure the QoS while providing FR, the response time should satisfy:

tr ≤ tu (5.19)

where tu is the upper response time limit of the data center.

In Eq. (5.7), the service time ts = 1
µ(t) accounts for the majority of the response time [82]. A

necessary condition to guarantee the response time constraint is that

ts =
1

µ(t)
≤ tu (5.20)

By substituting Eq. (5.2) into Eq. (5.20), we can get another lower limit of the aggregated

frequency:

fagg(t) >
1

ktu
(5.21)

Combining Eq. (5.18) and (5.21), we can define fmin as:

fmin = max(
λ(t)

βγλ′(t)
,

1

ktu
) (5.22)

5.2.2 Cooling Power Management

The cooling system power is managed by resetting the CHWST. The regulation signal from

the electrical market is directly used to change the CHWST setpoint Tchws,set by Eq. (5.23).

Tchws,set(t) = Tchws(t)− r(t)∆T, (5.23)
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where Tchws is the CHWST at current time step, ∆T is the user defined regulation range for

the temperature, and varies based on the design supply temperature range of chillers. Here we

set ∆T = 2 °C. The negative sign at the right term means when regulation up is needed, the

temperature setpoint should be reduced, and vice versa.

5.3 Parametric Study

The purpose of this case study is to investigate the performance of the proposed control

strategy for tests with RegA and RegD signals. Via the case study, we try to understand how the

FR service performance can be affected by some important factors, such as regulation capacity bid,

FR flexibility factor, thermal response time of the chiller, workload condition, and cooling mode of

the cooling system.

5.3.1 Simulation Setup

The considered data center is located in Chicago, which is in ASHRAE Climate Zone 5A (Cool

Humid) and within the PJM market territory. The configuration of the cooling system is shown

in Figure 1.7. The number of servers in the data center is 8000. The design factor γ is set to 1.5

[82]. The total nominal electrical load is 2680 kW, with a design power usage effectiveness of 1.35.

The calibrated coefficients for Eq. (5.1) are b0 = 0.0154, b1 = 1.5837, b2 = 0.1373, c0 = −22.3540

and c1 = 121.0212 using the method mentioned in Ref. [82], with a mean absolute percentage error

of 3.6%. When not providing FR, the server aggregator operates at a frequency of 0.8, and the

CHWST setpoint is set to 8 °C. A typical workload from a web service data center is normalized

and used here as shown in Figure 5.3 [82]. The test signal for 2019 is downloaded from the PJM

homepage as shown in Figure 5.4 [106]. To guarantee the QoS of the data center, the maximum

average response time is set to 6 ms. The simulation is performed in a Modelica-based environment

as shown in Figure 5.2 using models in [48, 49, 50].

This paper adopted the cooling system control in a previous study [47]. The cooling tower

fan speed is controlled to satisfy the requirement of temperature setpoint under the maximum fan
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speed. In FC mode, the fan speed is controlled to maintain a predefined CHWST at the downstream

of the economizer, and not exceed the predefined maximum fan speed that is 90% of the normal

speed. In PMC and FMC modes, the fan speed is controlled to maintain the supply condenser

water at its setpoint. The FR performance will be influenced by this local control in the cooling

system because the CHWST setpoint is adjusted in the proposed strategy.

5.3.2 Simulation Scenarios

We swept the following parameters (Table 5.1) to investigate the FR performance in the

studied data center. The regulation capacity is chosen as 5%, 10%, and 15% of the design electrical

load, which is 134 kW, 268 kW and 402 kW, respectively. The FR flexibility factor β is set to

0.9, 1.0, and 1.1, to investigate the influence of the operational redundancy on the performance of

regulation. The chiller’s thermal response time τ is set to 5 min, 10 min and 15 min, which can

reflect different types of chillers as referred in [114, 115]. As shown in Figure 5.3, three different

workloads are analyzed and compared: light, medium and heavy, which happen during 5:00-6:00,

12:00-13:00 and 22:00-23:00, respectively. The simulation is conducted for a cold day when the

cooling system is in FC mode, and a hot day when the cooling system is in FMC mode. Both RegA

and RegD are evaluated in this case study.

Table 5.1: Swept parameters for FR service

Parameters Values Units Comments

Creg 134, 268, 402 kW regulation capacity
β 0.9, 1.0, 1.1 – FR flexibility factor
τ 5, 10, 15 min time constant of the chiller’s response to the

CHWST setpoint
workload light, medium, heavy – requested IT service
cooling mode FC, FMC – cooling mode that determines the activation and

deactivation of different cooling sources
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5.3.3 Results and Discussion

Using the above settings, numerical simulations were performed and the results are presented

in the following subsections.

5.3.3.1 Regulation Capacity Bid

The regulation capacity bid Creg has a major influence on the FR service performance in PJM

market, especially when regulation down is required. The larger the bidding regulation capacity is,

the worse the service performance is. For example, in Table A.5, the performance score defined by

Eq. (2.5) decreases from around 0.98 to around 0.89 as Creg increases from 5% to 15% at β = 1.1.

The decrease is due to insufficient regulation capacity as shown in Figure 5.5. When the

bidding capacity is 5%, the system can generally track the reference signal in an accurate way.

Both regulation down and regulation up requests can be met. When the bidding capacity is

10% and 15%, the regulation performance is mainly influenced by regulation down because the

maximum regulation down capacity is achieved at the minimum aggregated frequency required by

the constraints of QoS. Because there are sufficient number of active servers, regulation up can be

met for both bids (10% and 15%). If the bid is further increased to a relatively large value, with

specific amount of active severs operating at their maximum frequency, the data center cannot

meet the regulation up either. Figure 5.5 also shows that the data center provides asymmetric

regulation up and regulation down capacity. It is easier to provide regulation up because of the

design redundancy introduced by γ. Regulation down is constrained by the QoS.

Figure 5.6 shows the average response time of the servers whiling providing FR service. When

the bid is small (e.g., 5%), the average response time is within 6 ms as required. However, when

the bid increases, the proposed strategy cannot strictly constraint the average response time to

be within 6 ms. The violations happen only when the system cannot provide sufficient regulation

down capacity. When regulation down is required, the servers work at a low frequency constrained

by the minimum frequency as defined in Eq. (5.20). However, because Eq. (5.20) is not a sufficient
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Figure 5.5: Detailed signal tracking for RegA test at β = 1.1, τ = 5, medium load, FMC mode and
different bids
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Figure 5.6: Detailed response time for RegA test at β = 1.1, τ = 5, medium load, FMC mode and
different bids
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condition, it happens that the system would violate the constraints when it cannot provide enough

regulation down capacity.

5.3.3.2 Flexibility Factor

The larger β is, the more servers are activated for a specific workload. When more servers are

activated, based on Eq. (5.1), more base power related to the amount of active servers is needed,

which can increase the regulation up capacity. In addition, more active servers means a smaller

minimum aggregated frequency as shown in Eq. (5.22), which can decrease the power usage for

the frequency-related term as shown in Eq. (5.1). The tradeoff of power consumption between the

decreased frequency and increased number of active servers determines if regulation down capacity

can be increased or decreased.

Generally, the proposed β can significantly improve the FR performance for almost all the

scenarios when it is appropriately tuned. Figure 5.7 shows detailed signal tracking performance for

a RegA test with a medium load in FC mode. The regulation down capacity can be increased as

β increases, which then significantly improves the performance score as shown in Table A.2.

For most scenarios, when β is less than 1, there is a significant degradation of the FR service

compared to β = 1.0. For example, in Table A.3, the performance score is only around 0.55

when β is 0.9. The reason can be seen in Figure 5.7(a), which shows that the system can barely

provide regulation down service at a small β. This inability is due to the large allowable minimum

aggregated frequency for FR service that is illustrated in Figure 5.8. The minimum aggregate

frequency decreases from about 0.80 to 0.67 as β increases from 0.9 to 1.1. When β is 0.9, and

regulation down service is required, the server aggregator can only work at its minimum frequency

(around 0.80), which leads to a similar power consumption compared with the baseline. When β

is 1.1, because the minimum frequency is decreased to 0.67, more regulation down capacity can be

provided.

When the bidding regulation capacity Creg is small (e.g. 134 kW) at medium and heavy

workload, the performance of FR service is almost the same for β=1.0 and β=1.1 (e.g., Table A.2



140

0 5 10 15 20 25 30 35 40
Time (min)

0.8

1.0

1.2

1.4

1.6

Po
we

r (
M
W
)

Pbas
ΔPraw, regΔ Pbas
Pmea

(a) β = 0.9

0 5 10 15 20 25 30 35 40
Time (min)

0.8

1.0

1.2

1.4

1.6

Po
we

r (
M
W
)

Pbas
ΔPraw, regΔ Pbas
Pmea

(b) β = 1.0

0 5 10 15 20 25 30 35 40
Time (min)

0.8

1.0

1.2

1.4

1.6

Po
we

r (
M
W
)

Pbas
ΔPraw, regΔ Pbas
Pmea

(c) β = 1.1

Figure 5.7: Detailed signal tracking for RegA test at Creg = 15%, τ = 5, medium load, FC mode
and different β
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Figure 5.8: Controlled frequency for RegA test at Creg = 15%, τ = 5, medium load, FC mode and
different β
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and Table A.3). The reason is when Creg is small, the aggregated frequency only needs be somewhere

between the minimum frequency and the maximum frequency, which can track the reference power

so well that both regulation down and regulation up can be met.

5.3.3.3 Other Parameters

Thermal time constant of the chillers: It has little influence on the FR service using the pro-

posed synergistic control strategy as shown in Table A.1 to Table A.12. In FC mode, the chillers

are off, therefore little influence can be observed. In FMC mode, the chillers are activated to pro-

vide cooling. Although they are slow-response resources, the delays can be compensated by the

fast-response resource, e.g., servers that act like a battery system.

Workload: The larger the workload is, with the same amount of bidding capacity, the better

the regulation performance is. For example, Figure 5.9 compares the detailed power signal tracking

for a RegD test under different workloads but with the same Creg, β, τ and cooling mode. With

a larger workload, more servers are activated based on Eq. (5.14), which can subsequently provide

more regulation up and regulation down, thus improving the regulation performance.

Cooling mode: The proposed strategy for both RegA and RegD test can provide better per-

formance in FMC mode than FC mode. For example, by comparing Table A.5 and Table A.2, we

can find out that the performance score is about 0.90 in FMC mode and about 0.83 in FC mode

when bidding 268 kW with a β of 1.0. The reason is that when the data center works in FMC mode,

where chillers are activated to provide cooling, the proposed strategy can provide more regulation

down capacity as shown in Figure 5.10.

In summary, the simulation results show that the data center using the proposed control

strategy is able to participate in the PJM regulation market as a new resource when the parameters

are well-tuned. The regulation performance is largely influenced by the bidding regulation capacity

Creg, FR flexibility factor β, workload condition and cooling mode of the cooling system, and

minimally influenced by the thermal time constant of chillers τ .
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Figure 5.9: Detailed signal tracking for RegD test at Creg = 10%, β = 1.0, τ = 10, FC mode, and
different workloads
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Figure 5.10: Detailed signal tracking for the RegA tests at Creg = 10%, β = 1.0, τ = 10, medium
load, and different cooling modes
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5.4 Synergistic Control versus Servers-only Control

As stated in the literature review, most of current researches focus on servers-only strategies,

where only the CPU frequency of the IT servers is adjusted to respond to the regulation signal.

Few studies consider synergistic control strategies, especially the cooling system and the servers, for

FR service in data centers. This section aims to numerically investigate the benefits of including

cooling system in the FR control strategy. Two strategies are compared in this section. s1 - the

servers-only control strategy that only adjusts the aggregator frequency to respond to regulation

signal; s2 - the proposed synergistic control strategy that adjusts the aggregator frequency and reset

CHWST simultaneously to respond to regulation signal. The strategy that only resets CHWST

is not considered here, because of its relatively slow response and small capacity. The comparison

of s1 and s2 focuses on the different maximum regulation capacities for each strategy under FMC

mode and FC mode.

The regulation capacity is identified as the maximum symmetric power range that the data

center can operate within. Data centers have a nonlinear baseline since cooling system operation

changes intra-hour and hour-to-hour in response to varying weather, equipment staging and work-

loads. Similarly, potential regulation capacity varies throughout the day as a function, for example,

of weather, workloads, and how the cooling system respond to the workloads and weather etc. In

this section, we use a simulation-based environment to determine the regulation capacity for each

time step. Here we set the time step to 1 h, because typically in PJM regulation market, the

regulation capacity bid can be updated on an hour basis.

The regulation capacity can be found using a model perturbation method as introduced

in [104]. The model perturbation method uses mathematical models to study the relationship

between the data center system power response and changes in the control inputs (e.g., fagg in

s1) at each time step. Figure 5.11 illustrates the process of determining the regulation capacity of

the data center using s1. For example, at 12:00, the model is assumed to be tracking a baseline

aggregated frequency, and it intends to determine the regulation capacity for the current hour
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(12:00-13:00). The control input fagg is adjusted from the baseline by simulating 0.02 increments

between a minimum aggregated frequency (calculated from Eq. (5.22) to a maximum aggregated

frequency of 1. Simulation power responses are then compared with the baseline power to determine

the regulation up capacity and regulation down capacity. The symmetric regulation capacity of

the whole system is then determined by the minimum of the regulation up and regulation down

capacity. The same approach is also used for s2, which adjusts an additional control input CHWST

with an increment of 0.5 °C between an lower limit of 6 °C and 10 °C.
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Figure 5.11: Illustration of model perturbation method to find the regulation capacity

Figure 5.12 shows the regulation capacity for the data center operating in FC mode and FMC

mode with β = 1.1, τ = 5 min and RegA signal. In FC mode, the data center can provide almost

same regulation capacity using s1 and s2. To achieve regulation down capacity, servers work at the

allowable minimum frequency in both strategies, thus consume the same amount of power for a

given workload. However, the CHWST is reset to 10 °C in s2 instead of 8 °C in s1. To address the

same cooling load, the higher the CHWST is, the more power is consumed by chilled water pumps

and CRAH fans to maintain the same supply air temperature and room temperature, and the less

power can be consumed by cooling tower fans because of the CHWST control logic during FC mode

described in Section 5.3.1. The constant-speed condenser water pumps consume the same amount

of power in the two strategies. The tradeoff among the power changes of cooling towers, pumps,



147

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (h)

0

500

1000

1500

2000

2500

Po
we

r (
kW

)

Base Power
Capacity with s1
Capacity with s2

(a) FC mode

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (h)

0

500

1000

1500

2000

2500

3000

Po
we

r (
kW

)

Base Power
Capacity with s1
Capacity with s2

(b) FMC mode

Figure 5.12: Comparison of regulation capacities at different cooling modes
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and CRAH fans determines how much more or less capacity s2 can provide compared with s1.

In FMC mode, s2 can provide 18 - 76 kW more regulation capacity than s1. The minimum

regulation capacity for both strategies occurs at around 4am-7am when the workload is the lightest.

For example, the capacity is about 34 kW (1.2% of the nominal data center power) for s2 and 16

kW (0.6% of the nominal data center power) for s1 at 4am. The maximum regulation capacity

is at around 9pm-11pm when the workload is the heaviest. The capacity at 10pm by s2 is about

460 kW (17% of the data center nominal power), and that by s1 is about 384 kW (14% of the

data center nominal power). In FMC mode, s2 outperforms s1 in terms of regulation capacity

because increasing CHWST can reduce the power consumption of the chillers. The tradeoff power

changes of chillers, CRAH fans, pumps and cooling towers determines that increasing CHWST in

the proposed range can reduce the cooling system power consumption, thus increase the regulation

down capacity. Note that the CHWST range should be case-specific in a different cooling system

based on the curve between the system efficiency and CHWST.

In summary, the proposed synergistic control strategy can better extract the extra potentials

of the cooling system together with servers to provide FR service for power grids, especially when

chillers are activated. Without chillers, the cooling system consumes a small amount of power, and

resetting CHWST can only provide an insignificant regulation capacity.

5.5 Multi-market Optimization

5.5.1 Real-time Optimization Framework

A real-time optimization framework is applied for optimizing the operation of the data center

without thermal storage system in the presence of real-time (or day-ahead) energy prices, peak

demand charges, and frequency regulation revenue. For each optimization time step, the overall
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objective can be described as:

min J(Creg) = Ecos +Dpen −Rrev

s.t. 0 ≤ Creg(t) ≤ Creg,max(t)

tr(t) ≤ tr,u

s(t) ≥ sl

(5.24)

where Creg is the regulation capacity bid at each hour, Creg,max is the maximum capacity the data

center can provide for regulation, tr is the response time of the data center service, tr,u is the

allowable upper limit of the response time, s is the regulation performance score defined by PJM,

and sl is the lowest allowable performance score by PJM to participate in regulation market. The

cost function J has three terms: energy cost Ecos, demand penalty Dcos and regulation revenue

Rrev. The energy cost is calculated by Eq. (5.25).

Ecos =

∫ t+∆t

t
pem(t)PDC(t)dt (5.25)

where pem is the real-time price signals for energy use at time t, PDC is the total power consumption

for the data center at time t. The calculation period starts from time t and ends at t+ ∆t, where

∆t is the optimization step, and is set to 1 hour in this study.

The electric demand during the current optimization horizon is penalized by the demand

price pdm as shown in Eq. (5.26).

Dpen = pdm ·max((Pdm − Pdm,lim), 0) (5.26)

where pdm is the demand price, Pdm is the power demand calculated as the average power for each

30-min interval, and Pdm,lim is the limit of required demand. This function means if the demand in

current step exceeds a predefined demand value, then the optimization cost function is penalized

by the demand difference. Otherwise, no penalization is applied. Note that pdm and Pdm are both

utility specific, and may vary from this definition.
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The revenues from regulation service is computed as follows [104, 132].

Rrev =

∫ t+∆t

t
prm(t)Creg(t)dt (5.27)

where prm is the real-time price signal from the regulation market, and Creg(t) is the regulation

capacity bid for each time step.

The price signals such as pem and prm need to be predicted one optimization step ahead,

e.g. 1 hour in this study. Many researches have been conducted for this purpose. In this paper,

historical prices of these two electrical markets are used, which means the hourly ahead prices are

assumed to be perfectly predicted. The demand limit Pdm,lim can also be predefined by the data

center operators based on historical operation conditions. The maximum regulation capacity is

calculated using the model perturbation method mentioned in Section 5.4.

5.5.2 Case Study

A data center as shown in Figure 5.2 is used to investigate the benefits from participating in

different electrical markets. The data center is considered as a price taker only. This case study

investigates the maximum benefits that data centers can obtain from both the real-time energy

market and the regulation market in PJM. For the regulation service, only dynamic regulation is

studied here, because its price is usually much higher than traditional regulation.
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Figure 5.13: Example of one-hour historical RegD signal of the PJM market in January and July
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5.5.2.1 Case Description

The data center is located in Chicago, which is in ASHRAE Climate Zone 5A and within the

PJM market territory. For the cooling system, there are two chillers and one integrated waterside

economizer providing cooling to the data center room. This cooling system can operate in three

modes: Free Cooling (FC) mode when only the WSE is enabled for cooling, Partial Mechanical

Cooling (PMC) mode when the chiller and WSE are both triggered, and Full Mechanical Cooling

(FMC) mode when only the chiller is activated. There are also two cooling towers, two constant-

speed condenser water pumps, two variable-speed chilled water pumps, and one variable speed fan.

The cooling system and its control are modelled using an open-source equation-based Modelica

environment [48, 47, 49, 50].

For the IT system, the design number of servers is 8000. The design factor γ is set to 1.5

[82]. The total nominal electrical load is about 2700 kW. The calibrated coefficients for Eq. (5.1)

are b0 = 0.0154, b1 = 1.5837, b2 = 0.1373, c0 = −22.3540 and c1 = 121.0212 using the method

mentioned in Ref. [82]. When not providing FR, the server aggregator operates at a frequency of

0.8 with a regulation flexibility factor of 1.0, and the chilled water temperature setpoint is set to 8

°C.

For the multi-market optimization, all the settings are the same as the baseline except an

additional frequency regulation controller as designed in Section 5.2 is used to provide regulation

service for the grids by adjusting the CPU frequency and chilled water temperature setpoint.

The regulation flexibility factor is set to 1.1 when providing regulation services. The QoS when

providing regulation services is guaranteed by constraining the average response time of the data

center service to 6 ms. The lower limit of the performance score in PJM to disqualify a regulation

resource is 0.4 [89]. Here we set it to a higher value, 0.9. The real-time optimization is performed

at a one-hour interval for 2 days in both January (when cooling system operates at FC mode) and

July (when cooling system operates at FMC mode).

The price signals of the real-time energy market and the regulation market over the opti-
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mization period is plotted as shown in Figure 5.14. A real-time web service in Wikipedia [132] is

used as the workload arrival profile, which is shown in Figure 5.15.
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Figure 5.14: Two-day historical real-time prices of PJM energy market

5.5.2.2 Results and Discussions

Table 5.2 compares the total cost of the data center in terms of baseline operation and multi-

market optimization. The baseline system is denoted as BL, and the multi-market optimization is

denoted as BL+MM. In both January and July, the data center without energy storage systems,

using the proposed optimization framework, can benefit from participating in both energy market

and regulation market. In the two days considered, BL+MM can save $123.6 in July, while the

saving is $24.8 in January.

The savings mainly come from the revenues in the regulation market, and the cost for energy

use and demand charge are almost the same in the BL and BL+MM. Because the sum of the RegD

signal over a long time period (e.g. 1 hour) is almost 0, providing regulation service in the BL+MM

leads to the similar energy use, thus similar energy cost compared with the BL where no regulation

service is provided. By utilizing the demand cost defined in Eq. (6.14), the data center can provide

regulation service without increasing monthly demand, thus no extra demand charge would be

added to utility bills. The revenue from July is much higher than that in January because the price

for dynamic regulation (RegD) resources is higher in July. As shown in Figure 5.14, during the

studied two days, the average price from regulation market in July is about 21 $/MW, while that
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Figure 5.15: Two-day historical arrival rates in the data center

Table 5.2: Multi-market optimization of GEDCs without TESS

Costs
January July

BL BL+MM BL BL+MM

Energy Cost ($) 1043.3 1042.9 1591.4 1590.6
Demand Cost ($) 10459.3 10457.5 12063.9 12062.8

Regulation Revenue ($) -22.6 -121.7
Total Cost ($) 11502.6 11477.8 13655.3 13531.7
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in January is only about 5.8 $/MW.
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Figure 5.16: Optimal hourly FR capacity bids

Figure 5.16 shows the hourly capacity bids in from hour 0 to hour 24 in both January and

July. The demand for each 30 minutes is denoted as the thin solid line. The demand limit used

for demand cost as shown in Eq. (6.14) is denoted as the dashed line. The optimal capacity bid

at each hour is denoted as the shaded area. At non-peak hours (e.g., 3:00 - 6:00), the optimal bid

is mainly influenced by the price from energy market, price from regulation market and detailed

shape of RegD signal. Because the demand is lower than the demand limit, the tradeoff between

the energy cost and revenues from regulation market determines the optimal bid. The energy cost

is highly influenced by the energy use, which is determined by the detailed shape of the RegD

signal. If the sum of the RegD signal is larger than 0, then more energy would be consumed when

providing frequency regulation service, thus the energy cost would increase. Although the energy

cost increases in this case, the data center can get revenues from regulation market. If the sum of

the RegD signal is no large than 0, then at that hour, the data center can bid at their maximum

capacity.

At peak hours (e.g., 12:00 - 16:00), the optimal bid is mostly influenced by the demand limit

and the RegD signal. Figure 5.16 shows that at these hours, the bid is small so that the demand

cannot exceed the required demand limit to avoid demand penalty. At 13:00, the bid is about

69 kW, but it is only about 5 kW at 14:00. The difference is caused by the detailed shapes of
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the RegD signals in these two hours. At 13:00, the sum of the RegD signal in first 30 minutes

is slightly greater than 0, but in the second 30 minutes it is much smaller than 0. This means

that regulation capacity bid in this hour can increase the demand in the first 30 minutes, but the

demand in the second 30 minutes can be decreased compared with the same time in the baseline

system. Therefore, at this hour, the data center can bid a large capacity as long as the demand in

the first 30 minutes will not exceed the demand limit. The same situation happens at 14:00 but

with a large sum of RegD signal at the first 30 minutes. Also because the power at 14:00 is much

closer to the demand limit, the data center can only bid a small capacity at this hour.

5.6 Summary

Section 5.2 proposed a synergistic control strategy for data centers to provide FR service in

an electric market. A FR flexibility factor which has been shown to improve regulation performance

scores was also introduced.

Section 5.3 investigated the important factors that can affect the FR performance in the PJM

market through a case study that sweeps different parameters with different values at a whole-

system level. Simulation results showed that the data center can provide a regulation capacity as

large as 17% of its nominal power. Furthermore, the performance of the data center providing FR

service for both RegA and RegD using the proposed strategy is largely influenced by the bidding

regulation capacity Creg, FR flexibility factor β, workload condition and cooling mode of the cooling

system, and minimally influenced by the time constant of chillers τ . The main findings of the paper

can be summarized as follows:

• The larger the bidding regulation capacity is, the worse the FR service performance is. The

performance is degraded mainly because of the insufficient regulation down capacity, which

is determined by the minimum aggregated frequency and the number of active servers.

• The proposed flexibility factor β can improve the FR service when tuned appropriately

according to the coefficients of the aggregator model. In this paper, the preferable lower
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limit is 1.0, and the upper limit should be decided by considering the power tradeoff between

more activated servers and increased minimum aggregated frequency.

• Thermal time constant of the chillers τ has minimal influence on the provided FR service,

because the fast-response resources (e.g., servers) can compensate the delays caused by the

slow-response resources (e.g., chillers).

• The larger the workload is, with the same amount of bidding capacity, the better the

regulation performance is.

• The system can provide better FR service in FMC mode than FC mode, because larger

regulation down capacity can be provided in the former.

Section 5.4 compared the FR capacity the data center can provide with different control

strategies. The proposed synergistic control strategy can provide an extra regulation (76 kW)

of 3% of the design power in the data center during FMC mode compared with a server-only

control strategy, while in FC mode these two strategies have almost the same regulation capacity.

The capacity difference is mainly caused by the tradeoff of power changes among different cooling

equipment in different operational conditions.

Section 5.5 developed a real-time multi-market optimization framework for the data center

without storage systems to maximize their benefits from participating in both energy market and

regulation market. Then, a case study was conducted to numerically investigate the optimal bids at

each hour by considering the energy cost, demand costs and regulation revenues using a virtual data

center located in PJM. Simulation results shows that using the proposed multi-market optimization

framework can minimize the operational cost. Compared with the baseline system, providing

frequency regulation service over the considered two days can save $24.8 in January and $123.6 in

July.



Chapter 6

Multi-market Optimization for GEDCs with Thermal Energy Storage Systems

Based on:

Yangyang Fu, Wangda Zuo, Xu Han, Kyri Baker, ”Optimizing the Participation of Data Centers with

Thermal Energy Storage System in Energy and Ancillary Service Market”, in preparation.

Previous chapter provides a multi-market optimization framework for GEDCs without energy

storage systems. One major disadvantage is that the optimization framework cannot limit the power

demand when providing frequency regulation service because the studied GEDC have no energy

storage system that can be utilized to shift loads.

This chapter introduces a TESS into the GEDC, and provides a synergistic control strategy

to enable the provision of FR service by using the cooling system with TESS and IT equipment

and to reduce the power demand. A multi-market optimization framework using model predictive

control schemes is also proposed to minimize the operation costs in GEDCs. Simulation results

show that utilizing the TESS can not only reduce energy costs and demand charges but also harness

FR revenues. The data center with TESS can obtain $ 182 (89.5%) more FR revenues compared to

that without TESS in two days. What’s more, the proposed multi-market optimization framework

for the data center with TESS can reduce the operation costs by $1793.2 in two days, saving 9.7%

compared with a baseline data center without TESS. The economic baseline can help the system

save $1186.2 in the energy and the regulation market in two days, saving 6.6% compared to a data

center without an economic baseline.
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6.1 Thermal Energy Storage System

Energy storage systems has been continuously proposed to reduce the peak power in data

centers. During a power valley, the energy storage system can be charged so that the power drawn

from the power grid can be maintained approximately constant, and during a power peak, the

energy storage system is discharged so that the electrical demand can be met.

There are two types of energy storage system in general: electrical energy storage system

(EESS) and thermal energy storage system (TESS). The EESS, such as uninterruptible power sup-

ply (UPS) batteries, are commonly used in data centers. Many researches have focused on shaving

the server-side power demand using the EESS. However, these batteries have several limitations

to serve the power shaving purpose. First, batteries in data centers have limited capacities. The

design purpose of batteries in data centers is to serve critical equipment (e.g., IT equipment, air

fans etc.) for a short time during an emergency situation, such as an power outage. They are

typically designed to provide power for 5-15 minutes. Second, the performance of batteries deteri-

orates very fast, especially when fast charging and discharging are required. Third, batteries are

currently expensive, requiring high capital costs and recycling costs. Therefore, many researchers

have shifted their attentions to find an alternative of the EESS.

TESS, because of their cheap costs, has gained increasing attentions for power shaving in

data centers. Many industrial data centers, such as a Google data center in Taiwan, have adopted

TESS to avoid high operation costs during on-peak periods [72]. There are also some researches

on utilizing TESS for power management in data centers. Zheng et al. proposed a TESS to shave

the data center power profile, which can lead to a significant amount of capital and operation

cost savings [149]. Zhang et al. designed and evaluated a cooling strategy that exploits thermal

and electrical energy storage techniques to cut the electricity bill for data center cooling, without

causing servers in a data center to overheat [147]. Oro et al. overviewd the energy saving potentials

of direct air cooling and TESS in data centers, and concluded that when using TESS in combination

with an off-peak electricity tariff the operational cooling cost can be drastically reduced [99].
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However, none of them considered the potential of using TESS to provide ancillary service

such as frequency regulation (FR) to the power grid. There are multiple reasons, on top of which

may be the concerns of the large thermal time constant (e.g, hours) of TESS compared with the

time scale (e.g., seconds) required by FR.

6.1.1 Stratified Chilled Water Storage System

Stratified chilled-water storage systems have been successfully applied in hospitals, schools,

industrial facilities, campus and district cooling systems, power generation (combustion turbine

inlet air cooling), emergency cooling systems, and others. A typical inside-the-plant connection

scheme for a stratified sensible storage system serving a primary/secondary chilled water system is

shown in Figure 6.1(a) [5]. The primary pumps operate at a constant speed, while the secondary

pumps operate at various speeds. Besides the traditional configuration of a primary-secondary

pump system, a direct transfer pumping interface is installed between the TESS and the chillers

in order to allow chilled water from the TESS to be pumped directly into the chilled water supply

system while return water flows from the system to the tank. The direct transfer pump interface is

composed of several pumps and valves. Valves V1 to V4 are shutoff valves to control the direction

of the fluid flow. Pressure-sustaining valves (PSVs) PSV1 and PSV2 are modulating valves that

typically are used to control the flow rate of the passing fluid. Transfer pumps provide pressurized

flow to match with the system level pressure.

6.1.2 Operating Modes

The stratified chilled-water storage system for a data center usually can operate in four

operating modes. Different control strategies have been proposed to switch the cooling system

among these different operating modes.

• M1: charging storage while meeting loads. Under this mode, chillers are activated to

remove heat from storage and the data center room.
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Figure 6.1: Chilled water system with a TEES
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• M2: meeting loads from storage only. Under this mode, the cooling system discharges

storage to meet cooling loads without operating chillers.

• M3: meeting loads from storage and chillers. Under this mode, the cooling system is

required to discharge storage and operate chillers to meet the cooling loads simultaneously.

• M4: meeting loads from chillers only. Under this mode, only chillers are activated to meet

the cooling loads, and there is no fluid flow to or from storage.

The charging and discharging of a stratified chilled-water storage is realized by operating the

direct transfer pump interface as shown in Table 6.1 and Figure 6.1. The charging and discharging

process can be characterized by charging rate us as detailed in Section 6.2.1. The charging rate

describes the ”cooling energy” that being added or removed from the storage in every second. A

positive value means charging, and a negative value means discharging.

Table 6.1: Operations of charging and discharging storage

Actions V1 V2 V3 V4 PSV1 PSV2 Pumps

Charging open closed open closed closed modulated modulated
Discharging closed open closed open modulated closed modulated
Idle open closed closed closed closed closed closed

6.2 Models and Control

The section describes the mathematical models and control strategies that are used in this

study. Here only list TESS-related models and control, while the other detailed chilled water system

models and control can be referred to Chapter 3.

6.2.1 Stratified Tank Model

Here a concept named ”state-of-charge (SoC)” denoted as x in Eq. (6.1) is introduced to

describe the level of charge of a chilled water stratified TES tank to its nominal capacity. The SoC

is 1 when the tank is fully charged, and 0 when the tank is fully depleted. SoC is difficult to measure
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but it can be estimated from the tank temperatures. In this section, the average tank temperature

Ts,avg among different stratified volumes are used to estimate the current SoC as shown in Eq. (6.1).

x(t) =
Tst,0 − Ts,avg(t)
Tst,0 − Tsb,0

, (6.1)

where Tst,0 and Tst,0 are the return temperature at the top of the tank and the supply temperature

at the bottom of the tank under the nominal condition, respectively.

The charging rate us during the charging and discharging process is measured as:

us(t) = ṁsbCp,w(Tst − Tsb), (6.2)

where the us is the charging rate. When the us is positive, the tank is charged with cold water, and

when the us is negative, the tank is discharged to provide cooling. The ṁsb is the mass flowrate at

the bottom of the tank. During charging process, the cold water flows into the tank, and the ṁsb

is set to a positive value. During discharging process, the cold water flows out of the tank, and the

ṁsb is set to a negative value. The Tst is the temperature of the water flowing into or out of the

top of the tank. The Tsb is the temperature of the water flowing into or out of the bottom of the

tank.

6.2.2 Operating Mode Control

The cooling system can switch among different operating modes in real time based on two

controllable inputs: storage charging rate setpoint us,set and chiller capacity setpoint uc,set. The

staging conditions for entering each mode is listed in Table 6.2. The detailed strategies that

determines the schedules for us,set and uc,set are described in Section 6.2.3 and Section 6.2.4, and

the detailed operating strategies for the cooling system to track us,set and uc,set are discussed in

Section 6.2.5. Each staging condition has a delay time ∆t that introduces extra delays of operations

to avoid frequently switching.

In the above table, uc,min and uc,max are the minimum and maximum chiller capacity setpoint.

Users can define these two bounds based on the requirements of the chiller manufacture. us,min and
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Table 6.2: Staging conditions among different operating modes

Operating Modes Staging Conditions

M1 uc,min ≤ uc,set ≤ uc,max for ∆t, and 0 < us,set ≤ us,max0 for ∆t
M2 0 ≤ uc,set < uc,min for ∆t, and us,min ≤ us,set < 0 for ∆t
M3 uc,min ≤ uc,set ≤ uc,max for ∆t, and us,min ≤ us,set < 0 for ∆t
M4 uc,min ≤ uc,set ≤ uc,max for ∆t, and us,set = 0 for ∆t

us,max are the maximum discharging and charging rate of the tank, which is physically constrained

by the system design and operation, such as transfer pump and temperatures in the tank.

6.2.3 Load-shifting Control Strategy

There are few researches focusing on the rule-based control of chilled water storage system in

data centers for load shifting purposes. Here a typical storage-priority control strategy designed for

commercial buildings in [60] is adopted to provide baseline storage control. The us,set and uc,set are

determined at an interval of one hour. During off-peak periods, the chillers are operated at their

full capacity until the tank is full or charged to the SoC with which the cumulative cooling load

during the next on-peak period can be met without operating the chillers. Thus short-term cooling

load prediction is required. When the storage is full or at the desired level, the chillers operate the

capacity necessary to meeting the cooling load. During on-peak periods, the chillers operate at a

constant capacity C0 for the entire on-peak period so that the TESS is just depleted at the end of

the on-peak period.

For the chillers, their capacities at each time step can be determined as shown in Eq. (6.3).

uc,set(t) =


uc,max(t), t is off-peak

C0 − Q̇′(t), t is on-peak

(6.3)

The maximum chiller capacity uc,max can be defined in the following equations:

uc,max(t) = min{Cchi, Q̇
′
(t) + (ṁpri − ṁ

′
sec)Cp(Ts,1 − Tsb,0)} (6.4)

ṁ
′
sec =

Q̇
′
(t)

Cp(Tst,0 − Tsb,0)
(6.5)
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where Cchi is the nominal chiller capacity, Q̇
′
(t) is the predicted hourly mean cooling load, ṁpri

is the mass flow rate of the primary pumps, ṁ
′
sec is the predicted mass flow rate of the secondary

pumps, and Cp is the specific heat of the fluid. Ts,1 is the current temperature of the first segment

of the tank. Eq. (6.4) means the maximum chiller capacity should be the minimum of nominal

chiller capacity and the possible maximum cooling load of the system.

The constant chiller capacity C0 is determined only for on-peak periods and only calculated

at the first hour of each on-peak period. Details can be seen as follows.

C0 =


1
N {
∑N−1

i=0 Q̇
′
(t+ i)− x(t)Csto

dt }, ν = 0

ν
1−(1−ν)N

{∑N−1
i=0 (1− ν)N−1−iQ̇

′
(t+ i)− (1− ν)Nx(t)Csto

dt }, ν > 0

(6.6)

where i is the hour index at the on-peak periods, and i = 0 means the first hour of the current

on-peak period. N is the number of hours at each on-peak period. Scap is the nominal storage

capacity. dt is the time step used in this controller, and here is set to 1 hour. ν is the storage loss,

and ν = 0 means a lossless storage system. Eq. (6.6) means that the chillers should be able to meet

the extra cooling loads that cannot be addressed by the remaining storage energy.

For the storage, the charging rate can be scheduled as shown in Eq. (6.7), which means that

the charging rate of the storage should be constrained by their maximum physical bounds and the

difference between the chiller capacity and the current cooling load.

us,set(t) =


min{uc,set(t)− Q̇′(t), us,max(t)}, t is off-peak

max{uc,set(t)− Q̇′(t), us,min(t)}, t is on-peak

(6.7)

The maximum discharging rate us,min and the maximum charging rate us,max can be deter-

mined using Eq. (6.8) and Eq. (6.9).

us,min(t) = max{−Q̇′(t), us,x(t+1)=xmin
} (6.8)

us,max(t) = min{uc,max(t)− Q̇′(t), us,x(t+1)=xmax
} (6.9)
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where us,x(t+1)=xmin
means the charging rate that leads to the minimum SoC of the storage at

next time step, and us,x(t+1)=xmax
means the charging rate that leads to the maximum SoC of the

storage at next time step. Detailed calculations can be referred to Eq. (6.10) and Eq. (6.11). These

two charging rates can guarantee that the tank is maintained at the desired level.

us,x(t+1)=xmin
= −x(t)− xmin

dt
Scap (6.10)

us,x(t+1)=xmax
= −x(t)− xmax

dt
Scap (6.11)

6.2.4 Frequency Regulation Control Strategy

A similar synergistic control strategy as proposed in Section 5.2 for the provision of FR

service is also used for the data center with a thermal storage system. Details of this strategy is

shown in Figure 6.2. The Economic Baseline, Cooling Power Management and Capacity

Bid are illustrated in this section while the other parts are the same as described in Section 5.2.
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Figure 6.2: Synergistic control strategy for FR service in a data center with a TESS

6.2.4.1 Economic Baseline

The Economic Baseline calculates an economic baseline point for the GEDC based on a

user-defined demand limit Pdm,lim at each time step. The economic baseline point is then used for
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the GEDC to provide FR service. The baseline point depends on how the storage is controlled when

not providing FR service. Available control strategies include chiller-priority control , and storage-

priority control as in Section 6.2.3 etc. However, those rule-based control strategies might not be

able to provide optimal control of storage to minimize operation cost. This dissertation proposes

a model predictive control (MPC) scheme to find the most economic baseline power profile with

limited demand. The MPC controller optimizes the control signal chiller capacity uc,set over a finite

prediction horizon PH, and implements the optimal signal to a control horizon CH. Details are

shown as follows.

min J(uc,set(t)) = Ecos(t) +Dpen(t)

s.t. xmin ≤ x(t) ≤ xmax

Troo,min ≤ Troo(t) ≤ Troo,max

uc,min,eco ≤ uc,set ≤ uc,max,eco

(6.12)

where xmin and xmax are the required minimum and maximum SoCs of the chilled water tank.

The Troo is the data center room temperature, and it should be within a range from the lower limit

Troo,min and the upper limit Troo,max. The uc,min,eco and uc,max,eco are the minimum and maximum

controllable chiller capacity for the economic baseline.

The cost function J have two parts: energy cost Ecos and demand penalty Dpen. The energy

cost is calculated by Eq. (6.13).

Ecoc =

∫ t+PH

t
pem(t)Pdc(t)dt (6.13)

where pem is the predicted energy price at time t, Pdc is the predicted total power consumption for

the data center at time t. The calculation period starts from time t and ends at t+PH, where PH

is the prediction horizon. The electric demand during the current prediction horizon is penalized

by the demand price pdm as shown in Eq. (6.14).

Dpen = pdm max
t,t+PH

((Pdm − Pdm,lim), 0) (6.14)
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where pdm is the demand price, Pdm is the power demand calculated as the average power for each

30-min interval, and Pdm,lim is the limit of required demand. This function means if the demand in

current optimization step exceeds a predefined demand limit, then the optimization cost function

is penalized by the cost of the demand differences. Otherwise, no penalization is applied. Note

that pdm and Pdm are both utility specific, and may vary from this definition.

6.2.4.2 Cooling Power Management

The Cooling Power Management modulates the power of the cooling system to respond

to the FR signal. For the cooling system with a thermal storage system, the chiller capacity is

controlled to respond to the regulation signal from the electric market as shown in Eq. (6.15).

uc,set(t) = uc,set,bas + r∆uc(t), (6.15)

where uc,set is the chiller capacity updated on a 4 s basis, and uc,set,bas is a predefined base chiller

capacity that can be calculated to minimize the data center operation cost on a hour basis. The

r is the raw regulation signal from the electrical market, ranging from -1 to 1. The ∆uc(t) is the

regulation range of the chiller capacity, and it could be estimated from Eq. (6.16).

∆uc(t) = min(uc,fr,max − uc,set,bas, uc,set,bas − uc,fr,min), (6.16)

where uc,fr,min and uc,fr,max are the minimum and maximum controllable chiller capacity for FR

service, respectively.

The charging rate of the storage is then determined as shown in Eq. (6.17). When uc,set is

greater than Q̇
′
, then the storage is required to charge at a rate of us,set. When uc,set is less than

Q̇
′
, then the storage is required to discharge at a rate of us,set.

us,set(t) = uc,set(t)− Q̇
′
(t) (6.17)
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6.2.4.3 Frequency Regulation Capacity Bid

At each hour, the regulation capacity bid is determined using the predicted work load using

the following equations. For the server aggregator, the power consumption as defined in Eq. (5.1)

increases as the aggregated frequency fagg increases. Therefore, the minimum and maximum power

consumption of the servers can be obtained at the minimum frequency fmin and the maximum

frequency fmax, respectively given the predicted workload.

Pagg,min = Pagg(fmin) (6.18)

Pagg,max = Pagg(fmax) (6.19)

The baseline server power consumption when the aggregator operates a frequency of fbas can

be calculated as

Pagg,bas = Pagg(fbas) (6.20)

The regulation up and down capacity of the aggregator then can be estimated as

Cagg,reg,up = Pagg,max − Pagg,bas (6.21)

Cagg,reg,do = Pagg,bas − Pagg,min (6.22)

The symmetric regulation capacity of the aggregator is then obtained as

Cagg,reg = min(Cagg,reg,up, Cagg,reg,do) (6.23)

For the cooling system with a thermal storage system, the regulation capacity is related to

the chiller capacity. Here we use a simple method to determine the available regulation range of

chillers as shown in Eq. (6.24), and the other cooling equipment are ignored. The uc,fr,max and

uc,fr,min are the maximum and minimum chiller capacity for FR service, which can be defined by

users. COP is the nominal coefficient of performance of the chiller.

Cchi,reg = min(
uc,fr,max − uc,set,bas

COP
,
uc,set,bas − uc,fr,min

COP
) (6.24)
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Therefore, the total regulation capacity bid can be estimated as

Creg = Cagg,reg + Ccoo,reg (6.25)

6.2.5 Charging/Discharging Operating Strategy

The charging and discharging control of the chilled water system with chilled water storage

is realized using some local control loops as illustrated in the following. Figure 6.3 describes the

control diagram of the charging and discharging of the tank. The pressure-sustaining valves are

modulated to regulate the water flow so that the charging and discharging rate us can track their

references us,set. During charging process, a controller (e.g., PI) is used to track the errors e between

the actual charging rate us and the reference charging rate us,set by adjusting the valve position

of the PSV2. The changes of the valve position lead to the changes of water flowing into the tank,

which eventually lead to the changes of actual charging rate. The same control loop is also used

for discharging process but with modulating the PSV1 instead.

us

us,set e
PI PSV2

msb
Tank

us

(a) Charging

us

us,set e
PI PSV1

msb
Tank

us

(b) Discharging

Figure 6.3: Diagram for tank charging/discharging control

For chillers, their cooling capacity at each time step can be controlled by adjusting the tem-

perature setpoint of the chilled water leaving the evaporator Teva,lvg,set as illustrated in Figure 6.4.

Here assume that the chillers have constant chilled water flow rate. When the cooling capacity is

required to increase, then the Teva,lvg,set should be decreased.
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us

uc,set e
PI Chillers

ucTeva,lvg,set

Figure 6.4: Diagram for chiller capacity control

6.3 Multi-market Optimization Framework

In this section, an optimization framework is proposed to enable the GEDC to maximize their

benefits from both energy market and regulation market. Figure 6.5 shows the general process

of the proposed optimization framework. The optimization framework uses a MPC to find the

optimal control signal for each control horizon. The MPC controller consists of three major parts:

Predictor, Model and Optimizer. The Predictor predicts the future signals over the prediction

horizon, such as price signals from electrical markets and cooling load in the data center room. In

this dissertation, historical prices and cooling load are used, which assumes perfect predictions. The

Optimizer provides optimization algorithms to solve the optimization problem formed in the MPC

controller. Here we use an open-source simulation-based optimization engine GenOpt [139]. The

Model contains mathematical models to represent the studied data center cooling and IT systems,

a FR controller that determines the economic baseline and estimates the possible maximum FR

capacity based on the control input uc,set,bas, and a module that calculates the cost function.

The MPC controller outputs the optimal control signal u∗c,set,bas for the next control horizon,

which is evaluated in a Modelica-based dynamic testbed. The system states S(u∗c,set,bas) after

receiving the optimal control signal are then propagated to the MPC controller to initialize the

framework for next time step. The MPC model in the MPC controller in this dissertation is the

same as the models in the Modelica testbed, which means the MPC model can perfectly represent

the ”real” system.

The MPC cost function is formulated as follows. For each optimization time step, the optimal
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Figure 6.5: Diagram of multi-market optimization framework
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setpoint u∗c,set,bas can be calculated as:

argmin
uc,set,bas

J(uc,set,bas(t)) = Ecos(t) +Dpen(t)−Rrev(t)

s.t. xmin ≤ x(t) ≤ xmax

Troo,min ≤ Troo(t) ≤ Troo,max

s(t) ≥ sl

uc,min,fr ≤ uc,set,bas ≤ uc,max,fr

(6.26)

where the s is the regulation performance score defined by PJM, and sl is the lowest allowable

performance score by PJM to participate in regulation market. The uc,min,fr and uc,max,fr are

the minimum and maximum controllable chiller capacity for the FR service. The cost function J

has three terms: energy cost Ecos, demand penalty Dpen and regulation revenue Rrev. The former

two terms have the same definitions as in Eq. (6.13) and Eq. (6.14). The revenues from regulation

service is computed as follows.

Rrev =

∫ t+PH

t
prm(t)Creg(t)dt (6.27)

where prm is the predicted price signal from the regulation market, and Creg is the regulation

capacity bid for each control horizon.

6.4 Case Study

This case study aims to investigate the performance of the proposed multi-market optimiza-

tion framework for a data center with a TESS. The data center is considered as a price taker only.

The real-time energy market and the regulation market in PJM are investigated here. For the

regulation service, only dynamic regulation is studied here, because its price is usually much higher

than traditional regulation.

This case study considered six scenarios as listed here:
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• BL: this scenario serves as the baseline of the GEDC without TESS as described in Sec-

tion 5.3 in Chapter 5. This baseline system provides no FR services.

• BL+MM : this scenario applies the multi-market optimization framework proposed in Sec-

tion 5.5 to the baseline system BL.

• BL+LS : this scenario introduces a stratified chilled water tank in parallel to the chillers as

shown in Figure 6.1. The storage-priority control strategy is utilized to control the tank to

provide load shifting. The on-peak period is defined as 11:00 - 18:00 because during this

period the energy price is usually higher than other periods.

• BL+ILS : this scenario improves the storage-priority control strategy by defining the on-

peak period as 8:00 - 18:00 to consider the energy price peaks and the actual workload

peaks in the data center. Note that this is not a generic improvement that can be applied

to any data centers.

• BL+LS+MM : this scenario applies to the BL+LS the proposed multi-market optimization

framework in Section 6.3 but with a baseline for FR service calculated from the BL+LS.

• BL+OPLS+MM : this scenario applies the proposed multi-market optimization framework

in Section 6.3 to the studied GEDC. The baseline power is calculated as described in

Section 6.2.4.1. This scenario can minimize the operation costs from energy market and

regulation market with required power demands.

6.4.1 System Description

The schematic drawing of the studied system is shown in Figure 6.1. For the IT system,

the design number of servers is 8000. The design factor γ is set to 1.5 [82]. The total nominal

electrical load is 2680 kW. The calibrated coefficients for Eq. (5.1) are b0 = 0.0154, b1 = 1.5837,

b2 = 0.1373, c0 = −22.3540 and c1 = 121.0212 using the method mentioned in Ref. [82]. For the

cooling system, to simply the implementation, there is only one chiller and one storage tank for
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cooling. The nominal chiller capacity Cchi is 2000 kW with a design COP of 5.8, and the thermal

time constant of the evaporator is set to 5 min. The tank is sized to fully address 4-hour nominal

cooling load in the data center using Eq. (6.28). The prices from the energy market and regulation

market is plotted in Figure 6.6. A two-day historical workload in the data center is plotted in

Figure 6.7. The demand charge rate is set to 7.48 $/kW.

Csto = Cchi ∗ 4 ∗ 3600 (6.28)
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Figure 6.6: Two-day historical real-time prices of PJM markets

The baseline system using only the storage-priority control described in Section 6.2.3 is

simulated to compare with the multi-market optimization framework. The on-peak period is defined

as 11:00 - 18:00 and the other hours are in the off-peak period. C0 in Eq. (6.6) is calculated for a

lossless tank.

When providing FR service, the proposed optimization framework is used. The regulation

flexibility factor is set to 1.1. The demand limit is set to 1990 kW, a lower value than the baseline

demand 2046 kW in BL. The QoS is guaranteed by constraining the average response time of

the data center service to 6 ms. The lower limit of the performance score in PJM to disqualify a

regulation resource is 0.4 [89]. The minimum and maximum SoC of the tank is set to 0.05 and

0.95, respectively. The room temperature is bounded within 25± 3 °C. The control input uc,set,bas
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and uc,set are constrained within [0, Cchi] for simplification.

When applying the proposed optimization framework, the prediction horizon in the Eco-

nomic Baseline is set to 12 hours, and that for the multi-market optimization is set to 7 hours.

The control horizon in all scenarios is set to 1 hour.

6.4.2 Chiller Capacity and Storage Charging Rate Control

The control performance of the tank charging and discharging rate control for load shift-

ing and FR service is investigated here. Here we use the simulation results from BL+LS and

BL+LS+MM as an example as shown in Figure 6.8 and Figure 6.9, respectively.

When not providing FR service, the trajectory of the control signals shown in Figure 6.8 can

match their setpoints in a generally good way, especially when the system operates at mode M3. At

mode M3, the storage provides the majority of the required cooling to the data center room, while

the chiller only accounts for a small portion. Thus the chiller can track the setpoint that is within

the bounds of the chiller’s physical available capacity. At mode M1 when the storage is charged

with a maximum chiller capacity set to its nominal capacity, the control setpoint cannot be tracked

very well. The reason is that the maximum chiller capacity uc,max as calculated in Eq. (6.3) and

Eq. (6.4) tends to be overestimated. For the chiller, the available capacity is a function of different

variables such as temperatures at the condenser and the evaporator. Merely using the nominal

capacity as the available capacity cannot reflect the actual available capacity. For the storage, the

charging rate setpoint equals to the difference between the cooling load and the chiller capacity

setpoint at current time step as shown in Eq. (6.7). There, the storage charging rate setpoint is

also overestimated when the chiller capacity setpoint is overestimated when charging is required.

A better capacity estimation method can be used here to improve the prediction of the chiller

capacity setpoint when charging the storage is required.

When providing FR service, the chiller capacity setpoint is reset to respond to the regulation

signal as shown in Eq. (6.15) at a 4-second interval. The chiller capacity setpoint varies from

a minimum of 0 to a maximum of design capacity. Therefore, during most of time, the chiller
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capacity can be controlled at the setpoint as shown in Figure 6.9. The similar control signal tracking

performance can also be observed in storage charging rate control. The mismatches between the

setpoint and the measurement are due to the delays in the thermal system and the limited physical

capacities. The delays are caused by the thermal delays in the cooling equipment and the control

delays in the controllers (i.e., as introduced in Table 6.2). The limited capacity may be caused by

the physical sizes and operational constraints.

6.4.3 Frequency Regulation Control

This section investigates the control performance of the proposed FR control strategy as

defined in Section 6.2.4, including the discussion of the FR signal tracking performance, hourly

control inputs and hourly FR capacity bids.

Take BL+OPLS+MM as an example, during the simulated two days, the minimum hourly

regulation performance score is 0.75, the maximum is 0.98, and the hourly average is 0.93. There-

fore, the proposed synergistic control strategy can work very well to track the FR signal from the

electrical market. The minimum score happens at hour 39, whose tracking performance is illus-

trated in Figure 6.10. The mismatch is caused by the overestimation of the regulation capacity

bid, which leads to insufficient regulation down.
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Figure 6.10: FR signal tracking in BL+OPLS+MM
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Figure 6.11 illustrates the detailed control signals and performance at each hour during the

simulated two days. The top figure shows the hourly control signal of the base chiller capacity

setpoint uc,set,bas. The control signal is about 1000 kW, half of the nominal capacity of the chiller,

when the system power is far from its demand limit, e.g., hour 0 to hour 30. When the system

approaches its peak power, the control signal is significantly increased. The reason is that when

the system operates at a small load with a power demand far less than the limit, setting uc,set,bas to

around 1000 kW can provide the maximum FR capacity based on Eq. (6.24) without violating the

demand limit, thus gain the maximum FR revenues. When the system reaches its demand limit,

the FR capacity bid should be as small as possible to avoid violating the demand limit as shown

in the bottom figure. For example, the FR capacity bid around hour 37 is so well controlled that

the demand in that hour is almost at the limit.

The GEDC with TESS can provide significantly larger FR capacity than that without TESS.

Without TESS, the capacity bids only vary from 5 kW to 223 kW as shown in Figure 5.16(b).

However, with TESS, the capacity bids can vary from 242 kW at hour 2 to 378 kW at hour 34 as

shown in Figure 6.11. The reason is that with storage installed, the system can bid their maximum

FR capacity into the market every hour, while the system without storage can only bid a capacity

between 0 and their maximum FR capacity to balance the FR revenues and the potential increase

of energy costs.

Although the chiller capacity and storage charging rate are not perfectly controlled, the

proposed strategy can still be able to provide FR service when the bids are reasonable. The

reason is that the fast-responding resources such as servers can compensate the delays caused by

slow-responding resources such as the cooling system.

Figure 6.12 shows the detailed trajectories of some other important variables such as room

temperature, aggregated frequency fagg, the number of active serversNa and storage SoC. The data

center room temperature Troom is well controlled within the bounds 25±3 °C. The fluctuations are

caused by constantly resetting the chilled water supply temperature to control the chiller capacity

at its setpoint. This strategy has been experimentally proven to be feasible to track dynamic FR
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signal in Ref. [114]. The allowed minimum aggregated frequency fmin varies as the work load

and the number of active servers Na change. The aggregated frequency fagg is well controlled to

fluctuate within the minimum and the maximum frequency. The average response time Tr of the

data center service is controlled within 6ms. The number of active servers Na varies every hour as

recommended in Ref. [82] based on the changes of the incoming work load in the data center.

6.4.4 Multi-market Optimization Results

Table 6.3 shows the operation costs of two days in different scenarios. The energy consump-

tion in all scenarios are similar, but the total operation costs are so different.

Table 6.3: Comparison of two-day operation costs

Items BL BL+MM BL+LS BL+ILS BL+LS+MM BL+OPLS+MM

Energy (MWh) 72.1 72.3 72.5 72.3 72.9 72.0
Energy Cost ($) 2246.8 2246.1 2212.3 2209.0 2197.5 2173.6
Demand (kW) 2168 2168 2148 1990 2145 1990

Demand Cost ($) 16216.9 16216.9 16064.6 14885.2 16044.6 14885.2
FR Cost ($) 0 -203.4 0 0 -385.4 -388.3

Total Cost ($) 18463.7 18259.6 18276.9 17094.2 17856.7 16670.5

6.4.4.1 TESS in Multi-markets

With TESS, the data center can reduce its energy costs and demand costs when not providing

FR service. The BL+LS costs $34.5 (1.5%) less than BL for energy, $152.3 (1%) less for demand

charges, and thus $186.8 (1%) less for total costs. The cost reductions of energy and demand

with TESS are due to the control strategy that utilizes chillers as little as possible during on-peak

periods, which can then reduce the demand and avoid the high energy prices during on-peaks.

The TESS can also help the system to harness more FR revenues besides energy and demand

reductions. When providing FR service, BL+LS+MM costs $48.5 less than BL+MM for energy,

and $172.3 less for demand charges. Although the energy and demand reductions are limited,

together with fast-responding resources such as servers, BL+LS+MM can provide $182 (89.5%)



183

22

23

24

25

26

27

28

T r
oo

m
 (

C)

0.70
0.75
0.80
0.85
0.90
0.95
1.00

No
rm

al
ize

d
Fr

eq
ue

nc
y

fmin

fagg

4

6

t r(
m

s)

3000

4000

5000

6000

7000

8000

N
a

Figure 6.12: Details in BL+OPLS+MM



184

more FR revenues. The super gain of FR revenues in BL+LS+MM benefits from the larger FR

capacity bids with TESS installed as described in Section 6.4.3.

The system with TESS can gain a significant amount of FR revenues by participating in

energy market and regulation market without compromising energy and demand costs. For exam-

ple, BL+LS+MM can harness $385.4 in the regulation market but with similar energy costs and

demand costs as in BL+LS. The slight differences in energy costs and demand costs in BL+LS and

BL+LS+MM are caused by the FR signal profiles as discussed in Section 5.5.2.2.

However, with the conventional control strategy in Section 6.2.3, the storage is not maximally

utilized for energy efficiency and FR service. For example, the demand in BL+LS+MM is only

slightly reduced compared with BL, BL+MM and BL+LS. The reason is that when providing FR

service, the system needs to follow a baseline power profile. Because the FR signals in a long run

sum to zero, the energy and the demand use when participating regulation market significantly

depends on the submitted baseline profile, and it should have very similar energy use and demand

compared with the baseline profile. The proposed multi-market optimization framework in Sec-

tion 6.3 introduces a demand limiting strategy to calculate the economic baseline. The demand

limiting strategy can significantly reduce the power demand, thus reduce the utility bill.

The BL+OPLS+MM can significantly reduce the operation costs by 9.7% in two days, saving

about $1793.2 compared with BL. The demand reduces from 2168 kW to 1990 kW, saving $1332,

which contributes the majority of the cost reductions. The proposed optimization framework can

also harness $388.3 from the regulation market, and reduce $73.2 of energy costs. These savings

benefit from the maximum utilization of TESS in energy market and regulation market.

6.4.4.2 Economic Baseline in Regulation Market

The BL+OPLS+MM can save $1186.2 (6.6%) of total costs, compared with BL+LS+MM.

The savings are from the proposed economic baseline in Section 6.2.4.1. Here we denote the

economic baseline as BL+OPLS. Figure 6.13 compares the control signals of the three baseline

profiles BL+LS, BL+ILS and BL+OPLS.
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Comparing with BL+LS, BL+ILS improves the storage-priority control strategy to consider

the coincident peaks of energy prices and workloads in data centers. The improvement leads to

a small energy cost reduction of $3 but with a significant amount of demand cost reduction of

$1179.4. The demand cost reduction is due to the expansion of the on-peak period of energy prices

and workloads. However, this improvement might not be generic enough for industrial application.

There are two major reasons. First, even for the same data center, the energy prices and the

workloads might have different peaks on different days, which might require different settings of

the on-peak and off-peak periods. Second, different types of data centers have different occurrences

of load peaks. For example, internet data centers might have a peak at noon, while research data

centers might have a peak at midnight. Each type of data center should define their own on-peak

and off-peak periods accordingly. The above-mentioned limits can be addressed by the proposed

MPC-based economic baseline control.

BL+OPLS can eliminate the needs of coincident peaks of energy prices and workloads to

some extend due to the proposed economic baseline. Using the rule-based control strategy, BL+LS

and BL+ILS start to charge the tank at hour 19 with the maximum chiller capacity. However,

BL+OPLS starts to charge the tank at hour 23 to avoid the high energy prices during hour 18

to hour 23. The tank is fully charged to its maximum SoC (i.e., 0.95) in BL+LS, but it is only

charged to about 0.87 in BL+OPLS. The reason is that the data center in these two days operates

at its part load, and thus the tank does not need to be fully charged to meet the loads on the next

on-peak. Without charging the tank to its maximum level, about 0.9 MWh energy can be saved in

BL+OPLS in two days.

Note that, at hour 24, the energy price from the energy market is negative, which means

the data center should use as much power as possible to save costs. However, the chiller at hour

24 is not operating at its full capacity to charge the tank. The reason is that the tank reaches

its maximum charging rates constrained by its physical sizes, which results in a total cooling load

together with the heat generated by IT servers less than the chiller maximum capacity. Therefore,

the chiller at this hour is not required to operate at the full capacity.
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In summary, the proposed optimization framework can provide a more economic baseline

and thus reduce the total operation costs by reducing energy costs, limiting power demand, and

harnessing FR revenues.

6.5 Summary

This chapter provides a multi-market optimization framework for GEDCs with TESS. The

proposed framework includes two hierarchical model predictive control structures: one is for the

economic baseline, which provides an efficient baseline power profile with limited demand, and the

other is for multi-market operation, which provides the optimal control signal for the chiller and

the storage in order to minimizing the operation costs. Detailed contributions are listed as follows.

Section 6.1 introduces some basics of the studied chilled water system with a stratified chilled

water tank, including the system configurations, and general operating modes in terms of charging

and discharging control.

Section 6.2 provides detailed mathematical models and control strategies for load shifting

and FR service using the TESS. First, a tank model that can calculate the state-of-charge and

the charging rate based measurable variables such as temperatures and flowrates is developed.

Then, the staging control strategy that switches the cooling system from different operating modes

is described. Next, a conventional storage-priority control strategy is introduced to provide load

shifting service for the data center. Forth, to enable FR service using the TESS in the data center,

a new synergistic control strategy is proposed. Lastly, the detailed operating strategy to track the

chiller capacity setpoint and the storage charging/discharging rate setpoint is introduced.

Section 6.3 proposes a multi-market optimization framework for the data centers with TESS

to minimize their operation costs. This framework utilizes model predictive control schemes to find

the optimal chiller capacity setpoint so that the system can operate at the least cost.

Section 6.4 investigates the performance of the proposed optimization framework numerically.

Simulation results show that utilizing the TESS can not only reduce energy costs and demand

charges but also harness FR revenues. The data center with TESS can obtain $ 182 (89.5%) more
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FR revenues compared to that without TESS in two days. What’s more, the proposed multi-market

optimization framework for the data center with TESS can reduce the operation costs by $1793.2 in

two days, saving 9.7% compared with a baseline data center without TESS. The economic baseline

can help the system save $1186.2 in the energy and the regulation market in two days, saving 6.6%

compared to a data center without an economic baseline.



Chapter 7

Conclusions, Limitations and Future Work

7.1 Concluding Remarks

(1) What is the suitable platform to assist the design and evaluation of GEDCs?

This question addresses the needs of simulation tools to model, control and simulate

GEDCs. This simulation tool should be able to represent the interaction between cool-

ing system components, system controllers, and IT system components over the short

timescales associated with ancillary service provision. Modelica was used to create a dy-

namic model of the system, which was simulated to analyze the system dynamics associated

with providing regulation ancillary services under various load conditions.

The most significant original contributions of this research are three-folds:

1) To meet the various modeling and simulation needs of GEDCs, Modelica is well-suited

for the study of dynamic systems and controls.

2) A comprehensive testbed based on Modelica is developed to assist the design and oper-

ation of GEDCs. The testbed considers different physical systems (thermal, electrical,

and electromagnetic, etc.) with different time-scaled dynamics involved. End-to-end

models include the computer servers, quality of service, uninterruptible power supply,

renewable energy resources such as solar panels, typical cooling system for data centers

etc.
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3) The validated testbed has been proven to be able to perform dynamic control evalu-

ations, besides detailed analysis of energy efficiency.

(2) How to optimally operate GEDCs to harness the flexibility provided by modu-

lating loads?

This question addresses the use of modulating loads to gain benefits from electrical markets.

The strategy in this dissertation is to provide FR service to the grid and get compensated

from the energy and regulation market simultaneously.

Many original contributions have come out from this research as illustrated in Chapter 5:

1) A synergistic control strategy with a new FR flexibility factor for GEDCs is introduced

to enable the provision of FR service using modulating loads in both the cooling system

and the IT system. With well-tuned parameters, this control strategy is able to track

the FR signal and maintain a high regulation performance score.

2) The important factors that influence the FR performance when using the proposed

synergistic control strategy are identified, including the regulation capacity bid, fre-

quency regulation flexibility factor, workload condition, and cooling mode of the cool-

ing system. The time constant of chillers has minimal influence on the FR performance

when fast-responding resources such as servers are present.

3) A model-based perturbation method is utilized to determine the maximum FR capac-

ity GEDCs can provide at each time step based on weather conditions, workloads, etc.

This method finds out that the proposed synergistic control strategy can provide an

extra regulation capacity (76 kW) of 3% of the design power in the data center when

chillers are activated compared with a server-only control strategy.

4) A real-time multi-market optimization framework for GEDCs without storage systems

is developed to maximize their benefits from participating in both energy market and

regulation market by finding the optimal bids at each hour. Simulation results shows
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that providing frequency regulation service over two days in January and July can

save $23.6 and $115.8, respectively.

(3) How to optimally operate GEDCs to harness the flexibility provided by shifting

loads and modulating loads?

This question addresses the use of shifting loads and modulating loads together to gain

benefits from electrical markets. Because providing FR service may not be able to control

the electrical demand in GEDCs, a thermal energy storage system is proposed. The GEDCs

cooled by chillers and thermal storage can then be controlled to provide FR service while

reducing the system demands.

The following specific contributions have come out of this research:

1) A synergistic control strategy is proposed to enable FR service using thermal storage

systems by adjusting the chiller capacity, storage charging/discharging rate and sever

CPU frequency.

2) A multi-market optimization framework with demand limiting is developed to min-

imize the operation costs of the GEDCs with TESSs. Simulation results show that

utilizing the TESS can not only reduce energy costs and demand charges but also

harness FR revenues. The data center with TESS can obtain $ 182 (89.5%) more FR

revenues compared to that without TESS in two days. What’s more, the proposed

multi-market optimization framework for the data center with TESS can reduce the

operation costs by $1793.2 in two days, saving 9.7% compared with a baseline data

center without TESS. The economic baseline can help the system save $1186.2 in the

energy and the regulation market in two days, saving 6.6% compared to a data center

without an economic baseline.
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7.2 Limitations

This section provides the limitations of the methods developed in this dissertation. The

limitations are based on the objective of this research, which is to explore the opportunities and

methods of enabling GEDCs. With this research moving forward to implementation, methods

presented in this dissertation must be improved for field tests with real-time control. The major

limitations of the current method are listed in the following:

(1) The multi-market optimization frameworks assume perfect predictions. The proposed

multi-market optimization frameworks for GEDCs with and without thermal energy stor-

age systems intend to use calibrated simulation models to represent actual GEDCs and

the market operations. This requires the GEDC operation status and electrical market

operations to be known hours ahead. For example, the multi-market optimization frame-

work needs to know the energy prices and regulation prices in the next hour so that it can

calculate the optimal control signal to minimize the operation cost in advance. However, in

the optimization framework, the MPC controller uses the same mathematical models as the

Modelica testbed, which represents perfect predictions of GEDC operation status. Besides,

the energy prices and regulation prices from the electrical market are assumed to be known

in advance by using historical data. The workload in GEDCs uses historical profiles from

web-based data centers. What’s more, the RegD signal is assumed known ahead of time.

The perfect predictions of prices, workload, and RegD signal result in possible maximum

benefits of the proposed framework. When considering real implementation, the benefits

calculated from this dissertation can be overestimated.

Thus, possible improvement toward real implementation should include online robust pre-

dictors for prices of the electrical markets, data center incoming workload, regulation signal,

and data center operation states. The uncertainties introduced by the predictors should be

controlled within a desired level. Although previous research has provided some methods to

predict the above-mentioned signals, the accuracy of the methods for online control remains
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unknown. In addition, incorporating those predictors into the MPC would be cumbersome

and time-consuming to deal with. Therefore, a predictor that can balance the accuracy

and the calculation speed for online implementation seems an important step.

(2) The FR control strategy is designed for limited applications. First, the GEDC in this disser-

tation is assumed to provide delay-tolerant noncritical services, such as web-based services

and delay-tolerant computational workload in universities. This type of data centers allow

the degradation of the QoS to some extent, which provides extra spaces for energy efficiency

and ancillary services. The same control strategy especially for the IT system might not

be used in mission-critical data centers.

Second, the proposed FR control strategy especially for the IT servers only works when the

data center operates at part load. The introduced design redundancy and FR flexibility

factor exploit the unutilized space for FR service. However, when the data center is not

so well-designed that it approaches its full capacity very fast, the proposed FR control

strategy might not work as desired.

Third, adjusting the chiller capacity in a TESS system for FR service may lead to frequent

staging of chillers if where are multiple chillers designed to provide cooling. The FR control

strategy in Section 6.2.4 ignores the potential frequent staging of chillers. Therefore, it

might be more suitable for a system with only one chiller.

(3) The uncertainties of the numerical testbed and optimization framework in this dissertation

are not fully understood. The uncertainties come from two parts: modeling uncertainties

and measurement uncertainties.

A Modelica-based dynamic simulation testbed is developed and validated in Chapter 3

and Chapter 4. However, the validation is not fully conducted for all the components and

systems simulated in this dissertation due to limited access to the measurement data. The

validation is only conducted for an academic data center, which uses chillers and airside

economizers to provide cooling for almost constant workload in the room. For the cooling
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system with waterside economizers used in Chapter 5, there are unknown uncertainties

of the system operation status if waterside economizer models are not validated. What’s

more, the proposed optimization framework is tested only on this numerical testbed. No

field test is available at this moment due to the above-mentioned theoretical limitations

and lack of practical resources. Therefore, the performance of the proposed optimization

framework remains uncertain when it can be implemented on a real GEDC.

The uncertainties introduced by measurement sensors such as temperature sensors are not

investigated when designing the FR controller. These measurement uncertainties can sig-

nificantly influence the performance of model-based control strategies [108]. Consequences

include unstable control actions or non-optimal setpoints in optimal control. Therefore, im-

pact of the measurement uncertainties on the control should be considered and evaluated

before being implemented on site.

(4) Before the electrical market is cleared, FR resources need to submit their bids, including

regulation capacity offer (MW), and performance offer ($/∆MW). The performance offer

($/∆MW) is the price that the FR resources bid into the market. After collecting the

data from all the FR resources, the electrical market will be cleared by setting the market

prices to highest ranked price. Therefore, the performance offer provided by GEDCs can

potentially influence the market clearing prices. However, this dissertation only considers

GEDCs as the price-takers, where they only respond to price signals to schedule energy

consumption and provision of FR service. As the demand-side continues to provide more

ancillary services, it will be important to accurately determine the costs associated with

their service provision, so that market clearing prices represent the true cost of providing

service.

7.3 Future Work

Future work associated with the above-mentioned limitations is proposed as follows:
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(1) For the proposed optimization framework, practical predictors should be developed, in-

cluding simplified models for the cooling system and the IT system, energy market price

predictors, server workload predictor, and regulation signal predictor etc. The major im-

provement should be finding suitable predictors that can balance the needs of model accu-

racy and computation time for online applications.

The cooling system and the IT system for the optimization framework should be simplified

so that real-time optimization can be feasible. The relationship of the power profile between

the cooling system and the IT system can be simplified for online optimization purposes.

The idea is to estimate the cooling energy from the predicted IT energy, which could be

quantified by PUE. The PUE can be estimated as a system response to different inputs

such as weather conditions, workload, room temperature, supply air temperature etc. The

estimation can be performed using curve-fitting techniques or machine learning techniques.

For the prices and server workload, predictors using machine learning techniques can be

utilized. This involves determining the influential features (e.g., date and time, weather

conditions, etc.), finding the optimal estimators (e.g., artificial neural network, support

vector machine, etc.), online model calibration schemes etc. An example for energy price

prediction can be found in [31].

For the regulation signal, especially RegD signal, the prediction is difficult. In reality, RegD

signal is the high-pass filtered product of area control error (ACE). Thus, if RegD signal is

assumed predictable, that means ACE is assumed predictable. Although previous research

has provided some methods to predict ACE with simplified interconnected power system

models. The accuracy of the methods for online supervisory control remains unknown.

New methods should be developed for the online control purposes.

(2) There are few improvements that can be performed currently to extend the proposed FR

control strategies to mission-critical GEDCs, and full-capacity GEDCs. However, it is

feasible to address the possible fact that cooling equipment might be frequently switched
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due to the changing of chiller capacity for FR controls in Chapter 6. One method is to

design a staging controller for the chillers. Detailed logic for a system with multiple identical

chillers might be illustrated as follows. One chiller should be staged on if

uc,set
Nchi

≥ uon for 20 minutes, (7.1)

and one chiller should be staged off if

uc,set
Nchi

≤ uoff for 20 minutes, (7.2)

where Nchi is the design number of chillers, uon and uoff are the staging on and off thresh-

olds for chillers. The delay time can be determined from chiller manufactures to ensure

equipment safety. Note the large delay time will cause large delays of the response of the

cooling system to the FR signal. However, the delays can be compensated by fast respond-

ing resources such as IT servers. Therefore, the performance of FR service might not be

degraded if the IT servers have enough regulation capacity.

Another method is to include constraints for the number of staging operations during

the interested time period. For example, if the constraint is added to Eq. (6.26), the

optimization algorithm will find an optimal control signal for the chiller capacity that can

avoid switching too many times in a given time slot.

(3) The uncertainties in the proposed testbed and optimization framework can be compre-

hended and evaluated in order to improve the control. The modeling uncertainties can be

quantified by calibrating all the component models and the system model as a whole. The

measurement uncertainties of different sensors have different distributions. The distribu-

tions can be investigated using methods mentioned in [84]. These distributions then give

important information on how to design robust rules to improve the control system.

(4) To calculate the performance offer, GEDCs need to know their opportunities costs to pro-

vide FR service. Per Order 755 rule 2), all regional transmission organizations (RTO) and
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independent system operators (ISO) in the U.S. include opportunity costs in their ancillary

service market marginal clearing prices and are either calculated explicitly or calculated

implicitly from unit-commitment optimization shadow prices, which represent the cost of

specific constraint violations in optimization processes. PJM defines generator opportunity

costs as shown in Eq. (7.3), where πg,t is the generator opportunity cost for a given time

t, x∗g,t is the economic maximum dispatch setpoint without considering ancillary service

provision, xASg,t is the dispatch setpoint including the provision of an ancillary service, pEg,t

is the forecasted locational marginal price at the generator node, and c(x) is the generator

offer curve into the wholesale energy market.

πg,t =

∫ x∗g,t

xAS
g,t

[pEg,t − c(x)]dx (7.3)

For the demand side FR resources such as GEDCs, the opportunity costs are not defined

by PJM. But a similar formula as the generator can be established for providing ancillary

services by considering capacity opportunity costs and performance opportunity costs as

demonstrated in [15].
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Table A.1: Performance for RegA test signal during light load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.6536 0.5749 0.3861 0.5382
10 0.6509 0.5857 0.3853 0.5406
15 0.6362 0.6125 0.3864 0.5450

1.0 5 0.8506 0.7382 0.6439 0.7442
10 0.8475 0.7292 0.6435 0.7401
15 0.8479 0.7224 0.6456 0.7386

1.1 5 0.9149 0.8150 0.7614 0.8304
10 0.9148 0.8049 0.7592 0.8263
15 0.9129 0.8210 0.7598 0.8312

268.0 0.9 5 0.6542 0.5815 0.3322 0.5226
10 0.6425 0.6286 0.3318 0.5343
15 0.6500 0.5618 0.3315 0.5144

1.0 5 0.7231 0.6886 0.4702 0.6273
10 0.7008 0.5936 0.4703 0.5882
15 0.7037 0.5885 0.4723 0.5882

1.1 5 0.7967 0.7068 0.5455 0.6830
10 0.8020 0.7382 0.5433 0.6945
15 0.8040 0.7410 0.5415 0.6955

402.0 0.9 5 0.6353 0.5606 0.3187 0.5048
10 0.6445 0.5724 0.3173 0.5114
15 0.6498 0.5331 0.3187 0.5005

1.0 5 0.6717 0.6169 0.4120 0.5669
10 0.6770 0.6035 0.4109 0.5638
15 0.6864 0.5817 0.4112 0.5597

1.1 5 0.7124 0.6144 0.4651 0.5973
10 0.6964 0.6435 0.4647 0.6015
15 0.7136 0.6354 0.4632 0.6041
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Table A.2: Performance for RegA test signal during medium load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8258 0.4914 0.4627 0.5933
10 0.8280 0.4957 0.4604 0.5947
15 0.8280 0.4954 0.4603 0.5946

1.0 5 0.9987 1.0000 0.9469 0.9819
10 0.9987 1.0000 0.9475 0.9821
15 0.9987 1.0000 0.9472 0.9820

1.1 5 1.0000 1.0000 0.9475 0.9825
10 1.0000 1.0000 0.9474 0.9825
15 1.0000 1.0000 0.9473 0.9824

268.0 0.9 5 0.8168 0.4972 0.4084 0.5741
10 0.8170 0.4938 0.4082 0.5730
15 0.8145 0.4897 0.4088 0.5710

1.0 5 0.9063 0.8229 0.7694 0.8329
10 0.9061 0.8210 0.7699 0.8323
15 0.9063 0.8199 0.7701 0.8321

1.1 5 0.9774 0.9371 0.8784 0.9310
10 0.9786 0.9342 0.8787 0.9305
15 0.9776 0.9375 0.8788 0.9313

402.0 0.9 5 0.8121 0.4988 0.3819 0.5642
10 0.8120 0.4988 0.3819 0.5642
15 0.8119 0.5039 0.3817 0.5658

1.0 5 0.8392 0.7132 0.6391 0.7305
10 0.8404 0.7126 0.6390 0.7307
15 0.8392 0.7135 0.6391 0.7306

1.1 5 0.9600 0.8056 0.7428 0.8361
10 0.9602 0.8051 0.7406 0.8353
15 0.9600 0.8051 0.7407 0.8353
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Table A.3: Performance for RegA test signal during heavy load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8103 0.4501 0.3822 0.5476
10 0.8100 0.4499 0.3822 0.5474
15 0.8098 0.4499 0.3819 0.5472

1.0 5 1.0000 1.0000 0.9474 0.9825
10 1.0000 1.0000 0.9492 0.9831
15 1.0000 1.0000 0.9494 0.9831

1.1 5 1.0000 1.0000 0.9471 0.9824
10 1.0000 1.0000 0.9473 0.9824
15 1.0000 1.0000 0.9475 0.9825

268.0 0.9 5 0.8286 0.4501 0.3706 0.5498
10 0.8283 0.4503 0.3707 0.5497
15 0.8286 0.4499 0.3707 0.5497

1.0 5 0.9847 0.9508 0.9126 0.9494
10 0.9846 0.9508 0.9126 0.9493
15 0.9846 0.9511 0.9107 0.9488

1.1 5 1.0000 1.0000 0.9471 0.9824
10 1.0000 1.0000 0.9470 0.9823
15 1.0000 1.0000 0.9490 0.9830

402.0 0.9 5 0.8366 0.4526 0.3665 0.5519
10 0.8366 0.4529 0.3663 0.5520
15 0.8364 0.4526 0.3668 0.5520

1.0 5 0.9714 0.8850 0.8017 0.8860
10 0.9714 0.8875 0.7995 0.8861
15 0.9714 0.8875 0.7998 0.8862

1.1 5 0.9983 0.9989 0.9454 0.9809
10 0.9983 0.9989 0.9468 0.9813
15 0.9983 0.9989 0.9455 0.9809
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Table A.4: Performance for RegA test signal during light load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9869 0.9431 0.4293 0.7864
10 0.9879 0.9351 0.4346 0.7859
15 0.9869 0.9404 0.4310 0.7861

1.0 5 0.9703 0.8682 0.7080 0.8488
10 0.9726 0.8761 0.7062 0.8516
15 0.9712 0.8467 0.7053 0.8411

1.1 5 0.9879 0.9051 0.8160 0.9030
10 0.9877 0.9011 0.8160 0.9016
15 0.9870 0.9021 0.8135 0.9009

268.0 0.9 5 0.9788 0.9468 0.3557 0.7604
10 0.9802 0.9424 0.3556 0.7594
15 0.9806 0.9432 0.3550 0.7596

1.0 5 0.9735 0.9187 0.5078 0.8000
10 0.9722 0.8940 0.5084 0.7915
15 0.9672 0.9146 0.5074 0.7964

1.1 5 0.9409 0.9104 0.5747 0.8087
10 0.9418 0.9064 0.5728 0.8070
15 0.9431 0.8875 0.5740 0.8015

402.0 0.9 5 0.9751 0.9463 0.3318 0.7511
10 0.9759 0.9426 0.3310 0.7498
15 0.9767 0.9424 0.3307 0.7499

1.0 5 0.9758 0.9144 0.4329 0.7744
10 0.9754 0.9149 0.4325 0.7743
15 0.9763 0.9164 0.4330 0.7752

1.1 5 0.9694 0.9211 0.4809 0.7905
10 0.9694 0.9188 0.4810 0.7897
15 0.9690 0.9165 0.4813 0.7890
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Table A.5: Performance for RegA test signal during medium load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9035 0.9015 0.4903 0.7651
10 0.9254 0.9336 0.4839 0.7810
15 0.9278 0.9296 0.5109 0.7894

1.0 5 1.0000 1.0000 0.9446 0.9815
10 1.0000 1.0000 0.9477 0.9826
15 1.0000 1.0000 0.9481 0.9827

1.1 5 1.0000 1.0000 0.9452 0.9817
10 1.0000 1.0000 0.9493 0.9831
15 1.0000 1.0000 0.9459 0.9820

268.0 0.9 5 0.9030 0.9086 0.4157 0.7424
10 0.9330 0.9421 0.4208 0.7653
15 0.9339 0.9556 0.4242 0.7712

1.0 5 0.9370 0.9243 0.8400 0.9004
10 0.9461 0.9282 0.8449 0.9064
15 0.9516 0.9339 0.8431 0.9096

1.1 5 0.9767 0.9861 0.9362 0.9663
10 0.9778 0.9856 0.9341 0.9658
15 0.9788 0.9857 0.9330 0.9658

402.0 0.9 5 0.9024 0.9081 0.3954 0.7353
10 0.9285 0.9493 0.3994 0.7591
15 0.9215 0.9256 0.4011 0.7494

1.0 5 0.9045 0.8418 0.6906 0.8123
10 0.9164 0.8286 0.6961 0.8137
15 0.9206 0.8311 0.6940 0.8152

1.1 5 0.9475 0.9043 0.8103 0.8874
10 0.9569 0.9114 0.8139 0.8941
15 0.9643 0.9172 0.8129 0.8981



216

Table A.6: Performance for RegA test signal during heavy load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8226 0.9308 0.3526 0.7020
10 0.9061 0.9661 0.3405 0.7376
15 0.9356 0.9846 0.3597 0.7600

1.0 5 1.0000 1.0000 0.9480 0.9827
10 1.0000 1.0000 0.9479 0.9826
15 1.0000 1.0000 0.9459 0.9820

1.1 5 1.0000 1.0000 0.9473 0.9824
10 1.0000 1.0000 0.9495 0.9832
15 1.0000 1.0000 0.9487 0.9829

268.0 0.9 5 0.8225 0.9246 0.3456 0.6976
10 0.9050 0.9607 0.3426 0.7361
15 0.9314 0.9747 0.3575 0.7545

1.0 5 1.0000 1.0000 0.9465 0.9822
10 1.0000 1.0000 0.9502 0.9834
15 1.0000 1.0000 0.9445 0.9815

1.1 5 1.0000 1.0000 0.9460 0.9820
10 1.0000 1.0000 0.9484 0.9828
15 1.0000 1.0000 0.9482 0.9827

402.0 0.9 5 0.8395 0.9537 0.3465 0.7132
10 0.9150 0.9637 0.3538 0.7442
15 0.9367 0.9686 0.3602 0.7552

1.0 5 0.9444 0.9624 0.8906 0.9324
10 0.9621 0.9733 0.9047 0.9467
15 0.9744 0.9792 0.9087 0.9541

1.1 5 1.0000 1.0000 0.9483 0.9828
10 1.0000 1.0000 0.9479 0.9826
15 1.0000 1.0000 0.9498 0.9833
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Table A.7: Performance for RegD test signal during light load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9041 0.8353 0.5876 0.7757
10 0.9006 0.8325 0.5867 0.7733
15 0.9045 0.8354 0.5882 0.7760

1.0 5 0.9432 0.8467 0.6744 0.8214
10 0.9445 0.8471 0.6740 0.8219
15 0.9445 0.8468 0.6748 0.8220

1.1 5 0.9466 0.8669 0.7405 0.8514
10 0.9465 0.8628 0.7399 0.8497
15 0.9460 0.8708 0.7399 0.8523

268.0 0.9 5 0.7792 0.8156 0.4327 0.6758
10 0.7777 0.8129 0.4328 0.6745
15 0.7800 0.8047 0.4331 0.6726

1.0 5 0.8004 0.8172 0.4823 0.7000
10 0.8011 0.8168 0.4819 0.6999
15 0.7981 0.8125 0.4811 0.6973

1.1 5 0.8021 0.8263 0.5043 0.7109
10 0.8011 0.8210 0.5049 0.7090
15 0.8032 0.8149 0.5032 0.7071

402.0 0.9 5 0.7524 0.7978 0.3622 0.6375
10 0.7506 0.7792 0.3636 0.6311
15 0.7532 0.7931 0.3633 0.6365

1.0 5 0.7657 0.7957 0.3979 0.6531
10 0.7663 0.7894 0.3974 0.6511
15 0.7696 0.7933 0.3980 0.6537

1.1 5 0.7709 0.7946 0.4135 0.6597
10 0.7736 0.7958 0.4131 0.6608
15 0.7737 0.7978 0.4135 0.6617
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Table A.8: Performance for RegD test signal during medium load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9175 0.8179 0.6286 0.7880
10 0.9175 0.8179 0.6286 0.7880
15 0.9176 0.8179 0.6286 0.7880

1.0 5 1.0000 1.0000 0.8634 0.9545
10 1.0000 1.0000 0.8636 0.9545
15 1.0000 1.0000 0.8636 0.9545

1.1 5 1.0000 1.0000 0.8644 0.9548
10 1.0000 1.0000 0.8644 0.9548
15 1.0000 1.0000 0.8644 0.9548

268.0 0.9 5 0.9185 0.8232 0.6132 0.7850
10 0.9185 0.8232 0.6132 0.7850
15 0.9185 0.8232 0.6132 0.7849

1.0 5 0.9530 0.8500 0.7476 0.8502
10 0.9531 0.8500 0.7477 0.8503
15 0.9530 0.8500 0.7480 0.8503

1.1 5 0.9861 1.0000 0.8222 0.9361
10 0.9861 1.0000 0.8218 0.9360
15 0.9860 1.0000 0.8221 0.9360

402.0 0.9 5 0.9174 0.8272 0.5819 0.7755
10 0.9176 0.8272 0.5819 0.7756
15 0.9175 0.8272 0.5820 0.7756

1.0 5 0.9471 0.8417 0.6680 0.8189
10 0.9473 0.8417 0.6680 0.8190
15 0.9472 0.8417 0.6680 0.8190

1.1 5 0.9488 0.8500 0.7232 0.8407
10 0.9488 0.8500 0.7232 0.8407
15 0.9489 0.8500 0.7232 0.8407
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Table A.9: Performance for RegD test signal during heavy load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8850 0.7857 0.6005 0.7571
10 0.8850 0.7857 0.6005 0.7571
15 0.8852 0.7857 0.6006 0.7572

1.0 5 1.0000 1.0000 0.8635 0.9545
10 1.0000 1.0000 0.8636 0.9545
15 1.0000 1.0000 0.8635 0.9545

1.1 5 1.0000 1.0000 0.8635 0.9545
10 1.0000 1.0000 0.8635 0.9545
15 1.0000 1.0000 0.8636 0.9545

268.0 0.9 5 0.9050 0.7911 0.5984 0.7648
10 0.9050 0.7911 0.5984 0.7648
15 0.9050 0.7911 0.5983 0.7648

1.0 5 0.9885 1.0000 0.8334 0.9406
10 0.9884 1.0000 0.8333 0.9406
15 0.9885 1.0000 0.8334 0.9406

1.1 5 1.0000 1.0000 0.8639 0.9546
10 1.0000 1.0000 0.8639 0.9546
15 1.0000 1.0000 0.8639 0.9546

402.0 0.9 5 0.9129 0.7988 0.5957 0.7691
10 0.9131 0.7989 0.5956 0.7692
15 0.9131 0.7989 0.5956 0.7692

1.0 5 0.9536 0.8625 0.7621 0.8594
10 0.9536 0.8625 0.7617 0.8593
15 0.9537 0.8625 0.7619 0.8594

1.1 5 0.9988 1.0000 0.8585 0.9524
10 0.9988 1.0000 0.8583 0.9524
15 0.9988 1.0000 0.8584 0.9524
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Table A.10: Performance for RegD test signal during light load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9530 0.9940 0.6341 0.8604
10 0.9550 0.9935 0.6305 0.8597
15 0.9547 0.9943 0.6338 0.8610

1.0 5 0.9615 0.9064 0.7398 0.8692
10 0.9612 0.9444 0.7379 0.8812
15 0.9620 0.9522 0.7370 0.8837

1.1 5 0.9667 0.9947 0.7949 0.9188
10 0.9667 0.9989 0.7922 0.9193
15 0.9654 0.9989 0.7924 0.9189

268.0 0.9 5 0.8972 0.9628 0.4784 0.7795
10 0.8991 0.9824 0.4790 0.7868
15 0.8906 0.9760 0.4779 0.7815

1.0 5 0.9003 0.9304 0.5275 0.7861
10 0.9021 0.9390 0.5274 0.7895
15 0.9017 0.9425 0.5271 0.7904

1.1 5 0.9015 0.9276 0.5478 0.7923
10 0.9016 0.9562 0.5461 0.8013
15 0.9013 0.9667 0.5468 0.8049

402.0 0.9 5 0.9080 0.9599 0.3887 0.7522
10 0.9122 0.9608 0.3886 0.7539
15 0.9133 0.9843 0.3899 0.7625

1.0 5 0.9042 0.9196 0.4242 0.7493
10 0.9083 0.9254 0.4226 0.7521
15 0.9084 0.9326 0.4237 0.7549

1.1 5 0.9001 0.9050 0.4371 0.7474
10 0.9050 0.9247 0.4369 0.7556
15 0.8520 0.9325 0.4377 0.7408
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Table A.11: Performance for RegD test signal during medium load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9615 0.9992 0.6875 0.8827
10 0.9726 0.9994 0.6906 0.8875
15 0.9769 0.9988 0.6891 0.8883

1.0 5 1.0000 1.0000 0.8642 0.9547
10 1.0000 1.0000 0.8648 0.9549
15 1.0000 1.0000 0.8649 0.9550

1.1 5 1.0000 1.0000 0.8648 0.9549
10 1.0000 1.0000 0.8648 0.9549
15 1.0000 1.0000 0.8652 0.9551

268.0 0.9 5 0.9491 0.9986 0.6364 0.8614
10 0.9599 0.9983 0.6375 0.8653
15 0.9649 0.9983 0.6390 0.8674

1.0 5 0.9792 0.9999 0.8067 0.9286
10 0.9801 0.9997 0.8059 0.9286
15 0.9790 0.9996 0.8071 0.9286

1.1 5 0.9991 1.0000 0.8589 0.9527
10 0.9991 1.0000 0.8559 0.9517
15 0.9992 1.0000 0.8595 0.9529

402.0 0.9 5 0.9436 0.9978 0.6226 0.8547
10 0.9568 0.9979 0.6252 0.8600
15 0.9596 0.9974 0.6247 0.8605

1.0 5 0.9597 0.9657 0.7267 0.8840
10 0.9617 0.9739 0.7278 0.8878
15 0.9643 0.9738 0.7262 0.8881

1.1 5 0.9716 0.9997 0.7952 0.9222
10 0.9731 0.9992 0.7934 0.9219
15 0.9722 0.9992 0.7940 0.9218
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Table A.12: Performance for RegD test signal during heavy load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9579 0.9999 0.7003 0.8860
10 0.9808 1.0000 0.7674 0.9161
15 0.9894 1.0000 0.7814 0.9236

1.0 5 1.0000 1.0000 0.8657 0.9552
10 1.0000 1.0000 0.8644 0.9548
15 1.0000 1.0000 0.8657 0.9552

1.1 5 1.0000 1.0000 0.8663 0.9554
10 1.0000 1.0000 0.8671 0.9557
15 1.0000 1.0000 0.8659 0.9553

268.0 0.9 5 0.9479 0.9996 0.6357 0.8611
10 0.9717 0.9990 0.6548 0.8752
15 0.9817 0.9990 0.6587 0.8798

1.0 5 1.0000 1.0000 0.8645 0.9548
10 1.0000 1.0000 0.8650 0.9550
15 1.0000 1.0000 0.8642 0.9547

1.1 5 1.0000 1.0000 0.8656 0.9552
10 1.0000 1.0000 0.8650 0.9550
15 1.0000 1.0000 0.8644 0.9548

402.0 0.9 5 0.9439 0.9988 0.6164 0.8530
10 0.9665 0.9967 0.6272 0.8634
15 0.9762 0.9985 0.6332 0.8693

1.0 5 0.9955 1.0000 0.8430 0.9461
10 0.9967 1.0000 0.8503 0.9490
15 0.9971 1.0000 0.8498 0.9490

1.1 5 1.0000 1.0000 0.8636 0.9545
10 1.0000 1.0000 0.8645 0.9548
15 1.0000 1.0000 0.8650 0.9550
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