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Abstract

There are numerous opportunities for data centers to participate in demand

response programs considering their large energy capacities, flexible working

environments and workloads, redundant design and operation, etc. As a type of

demand response, frequency regulation requires fast response, and its potential

is not fully explored by data centers yet. This paper proposes a synergistic con-

trol strategy for data center frequency regulation which uses both IT and cooling

systems. It combines power management techniques at the server level with con-

trol of the chilled water supply temperature to track the regulation signal from

the electrical market. A frequency regulation flexibility factor is also proposed

to increase the IT capacity for frequency regulation. The performance of the

control strategy is studied through numerical simulations using an equation-

based object-oriented Modelica platform designed for data centers. Simulation

results show that with well-tuned control parameters, data centers can provide

frequency regulation service in both regulation up and down. The performance

of data centers in providing frequency regulation service is largely influenced

by the regulation capacity bid, frequency regulation flexibility factor, workload

condition, and cooling mode of the cooling system, and not significantly influ-

enced by the time constant of chillers. In addition, compared with a server-only

control strategy, the proposed synergistic control strategy can provide an extra
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regulation capacity of 3% of the design power when chillers are activated. When

chillers are deactivated, both strategies have a similar regulation capacity.

Keywords: frequency regulation, data center, frequency regulation flexibility

factor, regulation capacity

1. Introduction

The concept of using data centers to provide demand response (DR) ser-

vices stems from two critical challenges power grids are facing now. First, elec-

tric power grids need to balance supply with increasing demand, partially due

to increased data center use. Second, the increasing penetration of renewable

energy generation in the grid has introduced more fluctuations in the power

supply and thus further challenges the power grid management, especially as

large-scale energy storage is not readily available.

1.1. Opportunities

Data centers are well-suited candidates to address these two grid-level chal-

lenges. The potential for data centers to provide DR encompasses several as-

pects:

Capacity. Data centers represent very large loads for the grid. In 2010, data

centers consumed about 1.1% to 1.5% of the total worldwide electricity and

the number was about 1.7% to 2.2% for the U.S. [1]. The design load of an

individual data center can be up to 50 MW or more [2]. Further, researches

have shown that an optimized 30 MW data center is comparable to 7 MWh

large-scale storage in providing DR service for the power grid [3]. One would

potentially lose a huge storage capacity for power grid if data centers’ large

potential capacity for DR is not utilized.

Flexibility. Data centers can be considered as extremely flexible power loads for

power grid. They can operate under a broad range of temperatures, which will

result in a large range of power load. For example, American Society of Heating,
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Refrigerating, Air-Conditioning Engineers (ASHRAE) categorizes data centers

into four types (A1-A4) based on their requirements of thermal environment. A

Class A1 data center typically provides mission critical operations and requires

tightly controlled thermal environment. ASHRAE suggests that the allowable

supply air temperature in a Class A1 data centers should be within the range

of 15 °C to 32 °C [4]. In addition, some data centers have delay-tolerant work-

loads, which can be shifted in time in response to electricity prices or other grid

requests. The delay-tolerant workload is managed by the designs of novel hard-

ware and algorithms that can adapt energy usage in proportion to the utilization

of the computing system. Such designs include speed-scaling [5], power-capping

[6, 7, 8], moving servers into and out of power saving mode [9], etc. Further,

many internet-scale systems that depend on a number of geographically dis-

tributed data centers have geographical flexibility to distribute the workload to

data centers at different locations [10, 11, 12].

Redundancy. Data centers are designed to meet reliability standards to guar-

antee their uptime and performance [13]. Most data centers fall into the two

high-availability classes defined by the Uptime Institute: Tier III (99.982% avail-

ability) and Tier IV (99.995% availability) [14]. Tier specifications address the

number and nature of power and cooling distribution, required redundant com-

ponents, and the ability to repair faults without interrupting IT load. Typi-

cal redundant equipment include power sources (e.g., backup generators, Unin-

terruptible Power Supply (UPS)), power delivery systems (e.g., transformers),

chillers, pumps, Computer Room Air Handler units (CRAHs), etc.

Automation. Nearly all sizable data centers (>1 MW IT load) have an Energy

Management Control System (EMCS) that monitors and controls the cooling,

electrical, and lighting systems [14]. The EMCS system often can provide lim-

ited flexibility in system operations to provide other services (e.g. DR).
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1.2. Current Status and Gap

Recently, awareness of these potential services has drawn attention to the

capabilities of data centers to participate in DR programs. A survey conducted

by the Lawrence Livermore National Laboratory in 2015 shows that about 50%

of the participating data centers have interest in smart pricing demand side pro-

grams, such as load shedding to avoid peak demand [15]. However, data centers

are reluctant to participate in incentive-based programs such as providing fre-

quency regulation (FR) in ancillary service market, for multiple reasons.

One reported concern is that data centers are still learning the process of

providing FR and that providing grid services on such a fast timescale can be

“outside of their visibility or control” [15]. This concern is well-founded con-

sidering that these programs provide novel and relatively unexplored territory

from the point of view of traditional data center control and operations.

Currently, both academia and industries have limited exploration of FR

in data centers as illustrated by our literature review detailed in Section 2.

For the cooling system, although the provision of FR using cooling systems in

commercial buildings is well-studied, their conclusions might not be applicable

to data centers, because of the unique features in data center cooling system,

such as equipment redundancy and large internal heat gains. For the IT system,

there are still research rooms to improve existing strategies to provide more

power flexibility. What’s more, there are barely researches about how to provide

FR utilizing cooling system and IT system jointly. Towards this, this paper aims

to enrich the current literature by introducing a synergistic control strategy for

data centers to provide FR service and identifying the influential factors to FR

provision.

1.3. Paper Structure

The remainder of this paper is structured as follows. We first provide a

detailed literature review on enabling demand side resources in data centers,

as well as current state-of-the-art practices regarding data center FR in both

academia and industry in Section 2. To track the regulation signal, we develop
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a synergistic control strategy by adjusting the frequency of the servers and the

chilled water supply temperature (CHWST) setpoint simultaneously. Section 4

investigates the performance of a data center participating in a specific regula-

tion market as a new resource. Section 5 compares available regulation capacity

of the proposed synergistic control strategy and a server-only control strategy.

Lastly, the paper is concluded in Section 6.

2. Literature Review

2.1. Cooling and Electrical System

Data centers are required to operate continuously. The schematic drawing of

a typical data center cooling and electrical system is shown in Figure 1 [16]. The

cooling system aims to reject a huge amount of heat generated by the servers

to the outdoor environment, and the electrical distribution system is designed

to power the IT equipment in a safe and reliable manner. The fluid flow in the

cooling system is denoted by solid lines, and the power flow in the electrical

system is denoted by dashed lines.

Cooling 

Towers

Condenser 

Water Pumps

Chillers

Waterside 

Economizer

Chilled 

Water Pumps

Air Handling 

Unit

Room

480/277V AC 480/277V AC

480/277V AC480/277V AC

Bypass

Figure 1: Schematic drawing of the cooling and electrical system in a data center.
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Data centers are typically cooled by primary-only chilled water systems

with multiple chillers. Some data centers have integrated waterside economiz-

ers (WSEs) on the load side. The WSE is located upstream of the chiller on

the load side of the common leg as shown in Figure 1. This configuration can

allow the WSE to handle the warmest return chilled water and maximize its

operational hours. The chiller plant with integrated WSEs can operate in three

modes: Free Cooling (FC) mode when only the WSE is enabled for cooling,

Partial Mechanical Cooling (PMC) mode when the chiller and WSE are both

triggered, and Full Mechanical Cooling (FMC) mode when only the chiller is

activated. There are typically redundant pumps/fans to increase the reliability

of the fluid delivery system.

The data center is connected to the utility service and the backup genera-

tors at the feeder. The incoming power is usually delivered to the data center

by a three-phase 480/277V AC system. During normal operation, the UPS is

bypassed. The power drawn by noncritical equipment enables the cold chilled

water to be produced and delivered to the cooling coils in the CRAHs. The

supply air fans are critical equipment and powered to enable the heat transfer

between the hot room air and the cold chilled water, and thus deliver the cold

air to the servers. In emergency operation, before the backup generators are

brought online, the UPS is only utilized to serve the critical equipment (sup-

ply air fans and IT equipment), and no power is delivered to the noncritical

equipment.

The majority of consumption in the data center is from IT equipment (∼

50%), then the cooling system (∼ 35%) [14]. The power delivery system has a

typical loss of around 11%, and lighting contributes only 4% of the total usage.

It is worth to mention that server energy use can fluctuate to some degree as the

workload varies. However, most servers and other hardware consume about 60%

of their full energy even without workload, which limits the degree of variability.

Many energy efficiency techniques are developed to address this issue as detailed

in the following sections.
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2.2. Demand Side Resources

Ghatikar, Ganti, Matson and Piette [14] summarized some potential demand

side resources (DSRs) for data centers to participate in load-shedding and load-

shifting. This paper adds additional resources that are capable of providing fast

DR, shown in Table 1.
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Site infrastructure, e.g., cooling systems, contribute to a variety of DSRs,

in commercial buildings as well as in data centers, including chillers/Computer

Room Air Conditioner units (CRACs) [17], CRAHs/fans [23], temperature set-

points at equipment and system level [19], and more [22].

Support loads, such as UPS and power delivery system, are unique resources

for providing DR. Using a UPS as an on-site energy storage system can be ideal

for DSR because of its capabilities to perform fast charging and discharging.

Back-up generators powered by diesel or natural gas are usually configured to

start in two to four seconds after a utility outage or voltage fluctuation or

for greater than a 10% swing in voltage or frequency [14]. The traditional

backup generators at data centers may not be environmentally friendly, in some

cases even not meeting Environmental Protection Agency emissions standards

[4], which makes this form of response far from ideal. To fully utilize backup

generators for in DR programs, it is necessary to reduce their emissions. In

addition, a report from Lawrence Berkeley National Laboratory [14] mentions

that redundant transformers could be powered down during a DR event to

curtail their losses for shedding.

IT infrastructure, such as servers, storage, network etc., provide signifi-

cant potential for data centers to participate in DR programs. For example,

Servers are usually equipped with programmable power management mecha-

nisms, and are capable of adjusting their power consumption using commands

from certain interfaces. Fine-grained power management such as Dynamic Volt-

age/Frequency Scaling (DVFS) at the node level allows the processor to use a

lower voltage at the cost of a slower clock frequency by offering high-resolution

control [37, 38]. Coarse-grained power management such as power capping at a

low resolution and at a more aggregate level can limit the amount of electricity

that servers can consume at any given time. Virtualization technologies consol-

idate and optimize servers, storage, and network devices in real time, reducing

energy use by enabling the optimal use of existing data center equipment as

shown in [21]. Shutdown of servers and storage or job scheduling are also capa-

ble of providing load shedding in response to a DR event, usually by integrating
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with virtualization technologies. Load migration refers to temporarily shifting

workloads from a system on one site to a system on another site. Migration be-

tween homogeneous platforms that have the same clusters requires less response

time than that between heterogeneous platforms with different clusters.

2.3. Frequency Regulation

FR is a service designed to maintain the frequency throughout the power

grid system close to its nominal value (e.g. in the United States, this is 60 Hz).

This is achieved by constantly and automatically balancing small fluctuations

in supply and demand in real time. The service can be offered by FR resources

such as generators on the supply side (which has traditionally been the case) or

more recently, by DSRs on the demand side. Providing FR means FR resources

are willing to increase or decrease their output (generation for generators, and

consumption for DSRs) by following a control signal generated by the market

operator.

Different markets operators adopt different policies in FR. This study uses

Pennsylvania-New Jersey-Maryland territory, known as PJM. The remaining

section introduces a few important and relevant features using PJM as an ex-

ample. Details of PJM FR service can be found in [39]. PJM divides FR re-

sources into two categories: ramp-limited and capacity-limited. Ramp-limited

resources respond slowly to FR signals but with a large capacity. Examples are

coal-fired steam power plants. Capacity-limited resources, including batteries,

flywheels, and responsive loads, have small capacities but can respond to FR

signals in a quick manner. PJM has developed two types of FR signals for these

two resources: traditional regulation A signal (RegA) for ramp-limited resources

and dynamic regulation D signal (RegD) for capacity-limited resources. Under

these two FR signals, ramp-limited resources mostly get paid for their capacity,

and capacity-limited resource mostly get paid for their performance.

In the PJM market, new resources aiming to enter the regulation market need

to have a capacity of at least 100 kW and to pass an initial test by obtaining

at least 0.75 for a defined performance score [39]. The initial test signals of
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RegA and RegD are available at [40]. The performance score is calculated as a

composite score of accuracy, delay and precision, which are shown below [39].

csig,res =
COV (reg, res)

σregσres
(1)

Saccuracy = max
δ=0−5 min

(creg,res(δ)) (2)

Sdelay =

∣∣∣∣5 min− δ∗

5 min

∣∣∣∣ (3)

Sprecision = 1− 1

n

∑∣∣∣∣res− regreg

∣∣∣∣ (4)

Sperformance =
Saccuracy + Sdelay + Sprecision

3
(5)

In the above equations, reg represents the regulation signal the DSRs receive

from the electrical markets, and res represents the response signal the DSRs

generate after control actions. c, COV and σ are the correlation coefficient,

covariance, standard deviation of these two signals. In PJM, the response signal

res is recalculated with a time shift δ ranging from 0 to 5 minutes in an increment

of 10 seconds, which leads to 31 response signals res(δ). The accuracy score

Saccuracy is the maximum correlation coefficient c between reg and res(δ). The

delay score Sdelay is calculated based on the delay time δ∗ when the maximum

accuracy score is obtained using Eq. (3). The precision score Sprecision is defined

as the relative difference between regulation signal and response signal, where n

is the number of samples in the hour, and reg is the hourly average regulation

signal. The final performance score Sperformance in that hour is calculated as

the weighted average of the three individual scores.

2.4. Frequency Regulation in Data Centers

Data centers have a rich pool of DSRs as shown in Table 1. FR service

that requires fast responses from data centers can be individually or jointly pro-

vided by site infrastructure, support loads, and IT infrastructure. This section

summarizes the state-of-art research of using data centers to provide FR.
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2.4.1. Site Infrastructure

There are few studies in using data center site infrastructure (mainly cool-

ing systems) to provide FR. However, the data center cooling systems are also

commonly used in commercial buildings. Providing FR with commercial build-

ing cooling system has been well studied and the knowledge can be potentially

applied to the data centers. Thus, this subsection mainly discusses the efforts

of providing FR service by the cooling systems in commercial buildings.

Zhao, Henze, Plamp and Cushing [31] proposed two methods of using HVAC

systems in commercial buildings to provide FR: direct methods, such as adjust-

ing static pressure setpoint, and indirect methods, such as adjusting zone air

temperature setpoint. Many experimental studies focused on using the supply

air fan to provide FR by changing static pressure in the air duct [28], air flow

rate setpoint [25] or frequency of the motor [26]. The response time can be as

low as 2 s [22] by directly adjusting the VFD frequency. Su and Norford [19, 20]

designed and evaluated a FR controller to adjust the CHWST setpoint for a

chiller to track a FR signal.

Due to the specific nature of data centers, there are a few challenges and

opportunities in adopting the outcome of the studies in commercial building to

data centers. Data centers are required to have sufficient redundant capacity

of the cooling equipment (CRAHs/CRACs, pumps, and even chillers) to satisfy

reliability requirements, which is not necessary for commercial buildings. Ad-

ditionally, the commonly-used control strategies in commercial buildings and

residential buildings leverage to some extent the passive thermal mass in the

room (e.g., building envelope) to mitigate the effects of control interruptions

on the thermal environment. This may not be applicable to data centers di-

rectly, because the large internal thermal heat gains in the data center room

can neglect the thermal delay impact of its passive thermal mass.

In addition, most studies [19, 20] performed the evaluation of the FR service

only on isolated equipment, such as chillers, and their energy influence on the

overall cooling system were separated. For instance, when regulation down is
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required, the chillers can raise their supply temperature setpoints to decrease

power consumption. However, the supply air fans have to increase their power as

a response to the increased chilled water temperature in the cooling coils, which

counteracts the efforts of reducing the system power consumption. Thus, it is

difficult to quantify the net benefits from electrical markets without considering

the system as a whole.

2.4.2. IT Infrastructure

There are several techniques available to adjust the server power in order to

limit data center power usage as mentioned in Table 1. Some of the techniques

(e.g. DVFS and dummy workload) can also be used to provide FR service

because of their fast response.

Data center IT infrastructure is not always running at its full capacity. It is

possible to use that unutilized capacity to provide FR service. A few studies fo-

cused on the FR service by using power management techniques such as DVFS

[34, 41]. DVFS is widely used to dynamically adjust server power consump-

tion with required performance. Since power consumption of a processor varies

quadratically with voltage/frequency but gate delay varies only linearly, the

processor’s voltage/frequency can be adjusted to change the power while main-

taining the adequate performance for the current workload [42]. One recent

publication investigated the possibility of providing FR service by introducing

extra dummy workload to the servers [35]. The purpose of the dummy loads

is to adjust the server utilization rates so that the server power can respond to

external signals. However, there is still more spaces in using this resource to

provide FR service which will be discussed in this paper.

2.4.3. Support Loads

Traditional usage of UPS in data centers is to serve as backup power. How-

ever, UPS can also be potentially used for peak shaving, power regulation, and

assisting with renewable integration [43]. Studies showed that one could re-

duce operational costs by up to 30% by using UPS for peak demand shaving
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and FR service together [44]. An architecture for distributed per-server UPS

is presented in [45], which can participate in ancillary service markets without

degrading the Quality of Service (QoS).

When considering degradation of the equipment, Chen, Liu, Coskun and

Wierman [46] concluded that it may not be economical for batteries to partic-

ipate in some markets. Narayanan, Wang, Mamun, Sivasubramaniam, Fathy

and James [43] suggested that flow battery, a new type of electrochemical cell,

allows for a fast response and placement flexibility, while conventional electro-

chemical energy storage technologies, such as Lead-Acid and Lithium-Ion, used

for power backup, are less suitable for FR service.

There are also significant efforts underway within industry to improve the

UPS design in order to enable FR service. In 2017, power management specialist

Eaton launched the first pilot project of ”UPS-as-a-Reserve” service [47], an

initiative that enables data center owners to participate in regulation of the

power grid while getting paid for their contribution. New battery technologies

such as the Tesla Powerpack can charge or discharge instantly to provide FR

service, voltage control, and provide spinning reserve services to the grid due to

its low ramp time. However, such systems currently require large and expensive

batteries to offer significant regulation capacity to the market.

2.4.4. Synergistic Strategies

Only a few of papers studied synergistic strategies that combine IT infras-

tructure and support loads for FR service. For example, Guruprasa, Murali,

Krishnaswamy and Kalyanaraman [48] developed a coupled data center and

battery system, which allows data center to work in conjunction with a small

battery to provide fast FR service. Li, Brocanelli, Zhang and Wang [49, 50] also

considered the joint power management of a data center and plug-in electric

vehicles for FR service.

It is worth to mention that the strategy that combines the IT infrastructure

and site infrastructure (e.g. cooling systems) are not well studied yet because of

several concerns towards manipulating the cooling system in data centers. On
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top of that might be the concern of cooling safety. For example, adjusting the

room temperature might introduce hot spots in the racks. In addition, for an

energy efficient data center whose power usage effectiveness is small, the power

of the cooling system is relatively small compared with IT equipment. However,

totally ignoring the capability of the cooling system might be a waste of existing

resources since data center cooling energy still accounts for about 35 ∼ 40 %

of the data center overall energy usage in the worldwide [51]. In this paper, a

synergistic control strategy that combines the operation of the cooling system

and IT equipment is proposed and the extra benefits of including the cooling

system in the regulation control is also studied.

3. Proposed Synergistic Control Strategy

In this section, we propose a synergistic control strategy for data centers to

provide FR service, which is evaluated at a whole system level in the Section

4. This strategy is composed of four major parts. The first one is Baseline

Routine, which predicts the baseline power usage when the data center provides

no FR. The second one is Bidding Capacity, which is the capacity bid that the

data center submits to the electrical market. The third one is Server Power

Management, where an aggregator is adopted to represent the aggregated per-

formance of servers in the data center. The clock frequency of the aggregator

can be directly changed by a Proportional-Integral-Derivative (PID) controller

in order to follow the regulation signal. Based on that, the desired frequen-

cies for individual servers will be determined by a set of predefined assignment

rules and then be propagated to all servers using techniques such as DVFS. The

forth one is Cooling Power Management, which adjusts the CHWST setpoint

to respond to the regulation signal.

Figure 2 shows the workflow of the proposed synergistic control strategy.

The Baseline Routine outputs the prediction of the overall power profile for the

data center Pbas when no FR service is provided. In this paper, the prediction

is performed using detailed energy models, although many other methods such
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as machine learning techniques can also be used. The detailed energy models

and baseline settings can be referred to Section 4.1. The Bidding Capacity is a

module that can calculate the optimal capacity bid for the data center at each

time step, and output raw regulation power ∆Preg,Raw based on the optimal

capacity bid and received regulation signal r from the electrical market. In this

paper, we assume the capacity bid Creg is known, since finding the optimal bid

is not the focus here. Then, the reference power Pref for the data center to

track is the summation of the predicted baseline power Pbas together with the

raw regulation power ∆Preg,Raw.

The Server Power Management first determines the number of required ac-

tive servers in the aggregator Nact based on the predicted workload λ
′

in the

next time step (e.g., one hour ahead). Then a closed-loop control using a PID

controller is utilized to minimize the error between the measured total power

usage Pmea and the reference power Pref by adjusting the aggregated frequency

of the server aggregator. Meanwhile, the Cooling Power Management applies

an open-loop control to adjust the cooling system power usage by resetting the

CHWST setpoint in response to the received regulation signal r.

The server aggregator receives the aggregated frequency fagg and the re-

quired number of active servers Nact from the FR controller. Assuming there

are N0 number of servers in the data center, the server aggregator then cal-

culates the CPU frequency fi for an individual server i based on predefined

assignment rules. The cooling system receives CHWST setpoint from the FR

controller. Both the IT system and the cooling system respond in such a way

that their total power Pmea is adjusted to track the reference power Pref .

For the aggregator, there are several assignment rules to control the in-

dividual server’s frequency [34, 35]. We can also represent the aggregated

server power Pservers of all servers under an assignment rule using a simpli-

fied model [34] and this approach is adopted by this paper and detailed in

Section 9.1.1. For the FR controller, more details are described in the rest of

this section.
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Figure 2: Data center frequency regulation control

3.1. Server Power Management

The servers in the data center are represented by an aggregator, which is

characterized by the active number of serversNact, and the aggregated frequency

fagg as shown in Section 9.1.1. Base on these two parameters, the aggregator can

output the total power of the servers Pservers and the average service response

time tr. The Server Power Management is used to determine Nact and fagg at

each time step based on the normalized raw regulation signal received from the

electrical market, r, ranging from -1 to 1, and incoming actual workload λ.

3.1.1. Reference Power

The reference power Preg is calculated as

∆Preg,raw(t) = r(t)Creg (6)

Pref (t) = Pbas(t) + ∆Preg,raw(t) (7)

where ∆Preg,raw is the raw power signal and Creg is the regulation capacity

that the data center bids in the market.

3.1.2. Number of Active Servers

The number of servers in a data center needs to satisfy the following con-

dition in order to ensure the stability of the IT service. This condition means
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that the service capability Nact(t)µ(t) in the data center should be greater than

the workload) λ(t):

Nact(t)µ(t) > λ(t), (8)

where µ(t) is the actual service rate, which denotes the number of requests that a

single server can process every second. The service rate is typically proportional

to the server’s CPU frequency, as defined in Eq. (23) [34, 35].

Under design conditions, to guarantee reliability, a scaling factor γ as defined

in Eq. (9) is utilized here to describe the design redundancy of the servers [34].

The γ is set to greater than 1. If γ = 1, it means all the CPU clock frequencies

need to set at the maximum level just to serve the average workload, which

limits the potential of FR. The γ is defined as

γ =
µ0N0

λ0
, (9)

where µ0 is the nominal service rate of a single server, N0 is the nominal number

of servers in a data center room, and λ0 is the nominal workload to be served

by the data center.

When using a server aggregator model as described in Section 9.1.1, the γ

can then be rewritten as:

γ =
kN0

λ0
=
kNact(t)

λ′(t)
, (10)

where k is a constant parameter, assuming the service rate is proportional to

the aggregated frequency, Nact is the number of active servers at current time

step, and λ
′

is the predicted workload, here we use the mean workload of the

current time step as the prediction.

The number of active servers is calculated at an interval of 1 hour because

the servers have relatively long wakeup time. The detailed formula is shown in

Eq. (11):

Nact(t) = dγλ
′
(t)

k
e, (11)

where the operator dxe is the ceiling function that gives the least integer greater

or equal to x.
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However, when aiming to provide FR service, Eq. (11) cannot fully exploit

the design redundancy introduced by γ. Here we propose to revise it by adding

a FR flexibility factor β during the operation:

Nact(t) = dβ γλ
′
(t)

k
e, Nact(t) ∈ [0, N0]. (12)

The greater β is, the more servers are activated for a specific workload. The

intention of introducing β is to increase the FR capacity of IT servers. Detailed

influence of β on the FR service performance will be investigated in Section 4.

3.1.3. Aggregated Frequency Control

A PID controller is used to follow the reference power Pref by directly chang-

ing fagg at an interval of 4 s.

fagg(t) = Kpe(t) +Ki

∫ t

0

e(x)dx+Kd
de(t)

dt
, fagg(t) ∈ [fmin, fmax] (13)

e(t) = Pref (t)− Pmea(t) (14)

In the above equations, Kp, Ki, and Kd denote the coefficients for the term

P, I and D, respectively. e is the control errors between Pref and Pmea. The

maximum aggregated frequency is 1, while the minimum frequency varies based

on the number of active servers due to the constraints of QoS. Details on how

to determine fmin are described in Section 3.1.4.

3.1.4. Minimum Aggregate Frequency

The same approach in Ref. [34] is used here to find the minimum allowable

aggregated frequency. Using a service response time model shown in Eq. (23)

and Eq. (28), we know that the response time of the servers depends on the

aggregated frequency. If the frequency is low, then it takes relatively long time

for the servers to respond to the arrival workload, which means the QoS of

the data center is compromised. To enable FR and guarantee the QoS, the
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aggregated frequency should meet a minimum value. From Eq. (23) and Eq. (8),

we can get

fagg(t) >
λ(t)

kNact(t)
(15)

Combining Eq. (15) and Eq. (12), we can obtain a lower bound for the

aggregated frequency:

fagg(t) ≥
λ(t)

βγλ′(t)
(16)

To ensure the QoS while providing FR, the response time should satisfy:

tr ≤ tu (17)

where tu is the upper response time limit of the data center.

In Eq. (28), the service time ts = 1
µ(t) accounts for the majority of the

response time [34]. A necessary condition to guarantee the response time con-

straint is that

ts =
1

µ(t)
≤ tu (18)

By substituting Eq. (23) into Eq. (18), we can get another lower limit of the

aggregated frequency:

fagg(t) >
1

ktu
(19)

Combining Eq. (16) and (19), we can define fmin as:

fmin = max(
λ(t)

βγλ′(t)
,

1

ktu
) (20)

3.2. Cooling Power Management

The cooling system power is managed by resetting the CHWST. The regu-

lation signal from the electrical market is directly used to change the CHWST

setpoint Tchws,set by Eq. (21).

Tchws,set(t) = Tchws(t)− r(t)∆T, (21)

where Tchws is the CHWST at current time step, ∆T is the user defined regula-

tion range for the temperature, and varies based on the design supply temper-

ature range of chillers. Here we set ∆T = 2 °C. The negative sign at the right

term means when regulation up is needed, the temperature setpoint should be

reduced, and vice versa.
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4. Case Study

The purpose of this case study is to investigate the performance of the pro-

posed control strategy for tests with RegA and RegD signals. Via the case

study, we try to understand how the FR service performance can be affected by

some important factors, such as regulation capacity bid, FR flexibility factor,

thermal response time of the chiller, workload condition, and cooling mode of

the cooling system.

4.1. Simulation Setup

The considered data center is located in Chicago, which is in ASHRAE

Climate Zone 5A (Cool Humid) and within the PJM market territory. The

configuration of the cooling system is shown in Figure 1. The number of servers

in the data center is 8000. The design factor γ is set to 1.5 [34]. The total

nominal electrical load is 2680 kW, with a design power usage effectiveness of

1.35. The calibrated coefficients for Eq. (22) are b0 = 0.0154, b1 = 1.5837,

b2 = 0.1373, c0 = −22.3540 and c1 = 121.0212 using the method mentioned in

Ref. [34], with a mean absolute percentage error of 3.6%. When not providing

FR, the server aggregator operates at a frequency of 0.8, and the CHWST

setpoint is set to 8 °C. A typical workload from a web service data center is

normalized and used here as shown in Figure 3 [34]. The test signal for 2019 is

downloaded from the PJM homepage as shown in Figure 4 [40]. To guarantee

the QoS of the data center, the maximum average response time is set to 6 ms.

The simulation is performed in a previously verified and calibrated Modelica-

based environment [52, 53, 16].

This paper adopted the cooling system control in a previous study [54].

The cooling equipment ON/OFF control are characterized by minimum runtime

constraints and minimum downtime constraints. When a device is turned ON,

it must remain ON for a certain amount of time; similarly, it must remain OFF

for a certain amount of time that when it is turned OFF. These constraints

can mitigate the potential risks of fast changing FR signals on the wearout of
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Figure 4: Raw test signal from the PJM market
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cooling equipment [55, 56, 57]. In this paper, we set the minimum runtime

and minimum downtime of major cooling device (e.g., chillers, WSE) to 20

minutes. The cooling tower fan speed is controlled to satisfy the requirement

of temperature setpoint under the maximum fan speed. In FC mode, the fan

speed is controlled to maintain a predefined CHWST at the downstream of the

economizer, and not exceed the predefined maximum fan speed that is 90% of

the normal speed. In PMC and FMC modes, the fan speed is controlled to

maintain the supply condenser water at its setpoint. The FR performance will

be influenced by this local control in the cooling system because the CHWST

setpoint is adjusted in the proposed strategy.

4.2. Simulation Scenarios

We swept the following parameters (Table 2) to investigate the FR perfor-

mance in the studied data center. The regulation capacity is chosen as 5%, 10%,

and 15% of the design electrical load, which is 134 kW, 268 kW and 402 kW,

respectively. The FR flexibility factor β is set to 0.9, 1.0, and 1.1, to investigate

the influence of the operational redundancy on the performance of regulation.

The chiller’s thermal response time τ is set to 5 min, 10 min and 15 min, which

can reflect different types of chillers as referred in [19, 20]. As shown in Figure 3,

three different workloads are analyzed and compared: light, medium and heavy,

which happen during 5:00-6:00, 12:00-13:00 and 22:00-23:00, respectively. The

simulation is conducted for a cold day when the cooling system is in FC mode,

and a hot day when the cooling system is in FMC mode. Both RegA and RegD

are evaluated in this case study.

4.3. Results and Discussion

Using the above settings, numerical simulations were performed and the

results are presented in the following subsections.

4.3.1. Regulation Capacity Bid

The regulation capacity bid Creg has a major influence on the FR service

performance in PJM market, especially when regulation down is required. The
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Table 2: Swept parameters for FR service

Parameters Values Units Comments

Creg 134, 268, 402 kW regulation capacity

β 0.9, 1.0, 1.1 – FR flexibility factor

τ 5, 10, 15 min time constant of the chiller’s

response to the CHWST set-

point

workload light, medium, heavy – requested IT service

cooling mode FC, FMC – cooling mode that deter-

mines the activation and de-

activation of different cool-

ing sources

larger the bidding regulation capacity is, the worse the service performance is.

For example, in Table 7, the performance score defined by Eq. (5) decreases

from around 0.98 to around 0.89 as Creg increases from 5% to 15% at β = 1.1.

The decrease is due to insufficient regulation capacity as shown in Figure 5.

When the bidding capacity is 5%, the system can generally track the reference

signal in an accurate way. Both regulation down and regulation up requests can

be met. When the bidding capacity is 10% and 15%, the regulation performance

is mainly influenced by regulation down because the maximum regulation down

capacity is achieved at the minimum aggregated frequency required by the con-

straints of QoS. Because there are sufficient number of active servers, regulation

up can be met for both bids (10% and 15%). If the bid is further increased

to a relatively large value, with specific amount of active severs operating at

their maximum frequency, the data center cannot meet the regulation up ei-

ther. Figure 5 also shows that the data center provides asymmetric regulation

up and regulation down capacity. It is easier to provide regulation up because

of the design redundancy introduced by γ. Regulation down is constrained by

the QoS.
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Figure 5: Detailed signal tracking for RegA test at β = 1.1, τ = 5, medium load, FMC mode

and different bids

25



0 5 10 15 20 25 30 35 40
Time (min)

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.0

Re
sp

on
se

 T
im

e 
(m

s)
Required
Responsed

(a) Creg = 5%

0 5 10 15 20 25 30 35 40
Time (min)

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.0

Re
sp

on
se

 T
im

e 
(m

s)

Required
Responsed

(b) Creg = 10%

0 5 10 15 20 25 30 35 40
Time (min)

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.0

Re
sp

on
se

 T
im

e 
(m

s)

Required
Responsed

(c) Creg = 15%

Figure 6: Detailed response time for RegA test at β = 1.1, τ = 5, medium load, FMC mode

and different bids
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Figure 6 shows the average response time of the servers whiling providing FR

service. When the bid is small (e.g., 5%), the average response time is within 6

ms as required. However, when the bid increases, the proposed strategy cannot

strictly constraint the average response time to be within 6 ms. The violations

happen only when the system cannot provide sufficient regulation down capac-

ity. When regulation down is required, the servers work at a low frequency

constrained by the minimum frequency as defined in Eq. (18). However, be-

cause Eq. (18) is not a sufficient condition, it happens that the system would

violate the constraints when it cannot provide enough regulation down capacity.

4.3.2. Flexibility Factor

The larger β is, the more servers are activated for a specific workload. When

more servers are activated, based on Eq. (22), more base power related to the

amount of active servers is needed, which can increase the regulation up capacity.

In addition, more active servers means a smaller minimum aggregated frequency

as shown in Eq. (20), which can decrease the power usage for the frequency-

related term as shown in Eq. (22). The tradeoff of power consumption between

the decreased frequency and increased number of active servers determines if

regulation down capacity can be increased or decreased.

Generally, the proposed β can significantly improve the FR performance

for almost all the scenarios when it is appropriately tuned. Figure 7 shows

detailed signal tracking performance for a RegA test with a medium load in FC

mode. The regulation down capacity can be increased as β increases, which

then significantly improves the performance score as shown in Table 4.

For most scenarios, when β is less than 1, there is a significant degradation of

the FR service compared to β = 1.0. For example, in Table 5, the performance

score is only around 0.55 when β is 0.9. The reason can be seen in Figure 7(a),

which shows that the system can barely provide regulation down service at

a small β. This inability is due to the large allowable minimum aggregated

frequency for FR service that is illustrated in Figure 8. The minimum aggregate

frequency decreases from about 0.80 to 0.67 as β increases from 0.9 to 1.1. When
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Figure 7: Detailed signal tracking for RegA test at Creg = 15%, τ = 5, medium load, FC

mode and different β
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β is 0.9, and regulation down service is required, the server aggregator can only

work at its minimum frequency (around 0.80), which leads to a similar power

consumption compared with the baseline. When β is 1.1, because the minimum

frequency is decreased to 0.67, more regulation down capacity can be provided.

When the bidding regulation capacity Creg is small (e.g. 134 kW) at medium

and heavy workload, the performance of FR service is almost the same for β=1.0

and β=1.1 (e.g., Table 4 and Table 5). The reason is when Creg is small, the

aggregated frequency only needs be somewhere between the minimum frequency

and the maximum frequency, which can track the reference power so well that

both regulation down and regulation up can be met.

4.3.3. Other Parameters

Thermal time constant of the chillers: It has little influence on the FR ser-

vice using the proposed synergistic control strategy as shown in Table 3 to

Table 14. In FC mode, the chillers are off, therefore little influence can be ob-

served. In FMC mode, the chillers are activated to provide cooling. Although

they are slow-response resources, the delays can be compensated by the fast-

response resource, e.g., servers that act like a battery system.

Workload: The larger the workload is, with the same amount of bidding ca-

pacity, the better the regulation performance is. For example, Figure 9 compares

the detailed power signal tracking for a RegD test under different workloads

but with the same Creg, β, τ and cooling mode. With a larger workload, more

servers are activated based on Eq. (12), which can subsequently provide more

regulation up and regulation down, thus improving the regulation performance.

Cooling mode: The proposed strategy for both RegA and RegD test can

provide better performance in FMC mode than FC mode. For example, by

comparing Table 7 and Table 4, we can find out that the performance score is

about 0.90 in FMC mode and about 0.83 in FC mode when bidding 268 kW with

a β of 1.0. The reason is that when the data center works in FMC mode, where

chillers are activated to provide cooling, the proposed strategy can provide more

regulation down capacity as shown in Figure 10.
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Figure 8: Controlled frequency for RegA test at Creg = 15%, τ = 5, medium load, FC mode

and different β
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Figure 9: Detailed signal tracking for RegD test at Creg = 10%, β = 1.0, τ = 10, FC mode,

and different workloads
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Figure 10: Detailed signal tracking for the RegA tests at Creg = 10%, β = 1.0, τ = 10,

medium load, and different cooling modes
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In summary, the simulation results show that the data center using the

proposed control strategy is able to participate in the PJM regulation market as

a new resource when the parameters are well-tuned. The regulation performance

is largely influenced by the bidding regulation capacity Creg, FR flexibility factor

β, workload condition and cooling mode of the cooling system, and minimally

influenced by the thermal time constant of chillers τ .

5. Synergistic Control versus Servers-only Control

As stated in the literature review, most of current researches focus on servers-

only strategies, where only the CPU frequency of the IT servers is adjusted to

respond to the regulation signal. Few studies consider synergistic control strate-

gies, especially the cooling system and the servers, for FR service in data centers.

This section aims to numerically investigate the benefits of including cooling sys-

tem in the FR control strategy. Two strategies are compared in this section. s1

- the servers-only control strategy that only adjusts the aggregator frequency to

respond to regulation signal; s2 - the proposed synergistic control strategy that

adjusts the aggregator frequency and reset CHWST simultaneously to respond

to regulation signal. The strategy that only resets CHWST is not considered

here, because of its relatively slow response and small capacity. The compari-

son of s1 and s2 focuses on the different maximum regulation capacities for each

strategy under FMC mode and FC mode.

The regulation capacity is identified as the maximum symmetric power range

that the data center can operate within. Data centers have a nonlinear baseline

since cooling system operation changes intra-hour and hour-to-hour in response

to varying weather, equipment staging and workloads. Similarly, potential regu-

lation capacity varies throughout the day as a function, for example, of weather,

workloads, and how the cooling system respond to the workloads and weather

etc. In this section, we use a simulation-based environment to determine the

regulation capacity for each time step. Here we set the time step to 1 h, because

typically in PJM regulation market, the regulation capacity bid can be updated
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on an hour basis.

The regulation capacity can be found using a model perturbation method as

introduced in [58]. The model perturbation method uses mathematical models

to study the relationship between the data center system power response and

changes in the control inputs (e.g., fagg in s1) at each time step. Figure 11

illustrates the process of determining the regulation capacity of the data center

using s1. For example, at 12:00, the model is assumed to be tracking a baseline

aggregated frequency, and it intends to determine the regulation capacity for the

current hour (12:00-13:00). The control input fagg is adjusted from the base-

line by simulating 0.02 increments between a minimum aggregated frequency

(calculated from Eq. (20) to a maximum aggregated frequency of 1. Simulation

power responses are then compared with the baseline power to determine the

regulation up capacity and regulation down capacity. The symmetric regulation

capacity of the whole system is then determined by the minimum of the regu-

lation up and regulation down capacity. The same approach is also used for s2,

which adjusts an additional control input CHWST with an increment of 0.5 °C

between an lower limit of 6 °C and 10 °C.
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Figure 11: Illustration of model perturbation method to find the regulation capacity

Figure 12 shows the regulation capacity for the data center operating in FC
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Figure 12: Comparison of regulation capacities at different cooling modes
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mode and FMC mode with β = 1.1, τ = 5 min and RegA signal. In FC mode,

the data center can provide almost same regulation capacity using s1 and s2.

To achieve regulation down capacity, servers work at the allowable minimum

frequency in both strategies, thus consume the same amount of power for a

given workload. However, the CHWST is reset to 10 °C in s2 instead of 8 °C

in s1. To address the same cooling load, the higher the CHWST is, the more

power is consumed by chilled water pumps and CRAH fans to maintain the

same supply air temperature and room temperature, and the less power can be

consumed by cooling tower fans because of the CHWST control logic during

FC mode described in Section 4.1. The constant-speed condenser water pumps

consume the same amount of power in the two strategies. The tradeoff among

the power changes of cooling towers, pumps, and CRAH fans determines how

much more or less capacity s2 can provide compared with s1.

In FMC mode, s2 can provide 18 - 76 kW more regulation capacity than

s1. The minimum regulation capacity for both strategies occurs at around 4am-

7am when the workload is the lightest. For example, the capacity is about 34

kW (1.2% of the nominal data center power) for s2 and 16 kW (0.6% of the

nominal data center power) for s1 at 4am. The maximum regulation capacity is

at around 9pm-11pm when the workload is the heaviest. The capacity at 10pm

by s2 is about 460 kW (17% of the data center nominal power), and that by

s1 is about 384 kW (14% of the data center nominal power). In FMC mode,

s2 outperforms s1 in terms of regulation capacity because increasing CHWST

can reduce the power consumption of the chillers. The tradeoff power changes

of chillers, CRAH fans, pumps and cooling towers determines that increasing

CHWST in the proposed range can reduce the cooling system power consump-

tion, thus increase the regulation down capacity. Note that the CHWST range

should be case-specific in a different cooling system based on the curve between

the system efficiency and CHWST.

We also roughly estimated the cost savings from providing the FR service

using the proposed synergistic strategy in 2019. The data center is considered

an industrial load, and the average energy price for industrial loads in Illinois
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is reported as around $ 0.066/kWh in 2019 [59]. The hourly regulation market

clearing price in 2019 can be downloaded from PJM database [40]. Here we

assume the same daily workload profile for the whole year, and hourly capacity

bid as calculated by the model perturbation method is always accepted in the

regulation market. The estimated annual energy costs for the data center is

$745,910, and the annual revenues from providing regulation service in PJM is

$29,589, which saves 4.0% of energy costs compared with the same data center

without providing FR service.

In summary, the proposed synergistic control strategy can better extract

the extra potentials of the cooling system together with servers to provide FR

service for power grids, especially when chillers are activated. Without chillers,

the cooling system consumes a small amount of power, and resetting CHWST

can only provide an insignificant regulation capacity.

6. Conclusions

In this paper, we proposed a synergistic control strategy for data centers to

provide frequency regulation service in an electric market. We also developed

a flexibility factor which has been shown to improve regulation performance

scores. To fully investigate the important factors that can affect the frequency

regulation performance, a case study that sweeps different parameters with dif-

ferent values at a whole-system level was conducted. Simulation results showed

that the data center can provide a regulation capacity as large as 17% of its

nominal power.

Furthermore, the performance of the data center providing frequency regu-

lation service for both RegA and RegD using the proposed strategy is largely

influenced by the bidding regulation capacity Creg, frequency regulation flexi-

bility factor β, workload condition and cooling mode of the cooling system, and

minimally influenced by the time constant of chillers τ . The main findings of

the paper can be summarized as follows:

• The larger the bidding regulation capacity is, the worse the frequency
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regulation service performance is. The performance is degraded mainly

because of the insufficient regulation down capacity, which is determined

by the minimum aggregated frequency and the number of active servers.

• The proposed flexibility factor β can improve the frequency regulation

service when tuned appropriately according to the coefficients of the ag-

gregator model. In this paper, the preferable lower limit is 1.0, and the

upper limit should be decided by considering the power tradeoff between

more activated servers and increased minimum aggregated frequency.

• Thermal time constant of the chillers τ has minimal influence on the pro-

vided frequency regulation service, because the fast-response resources

(e.g., servers) can compensate the delays caused by the slow-response re-

sources (e.g., chillers).

• The larger the workload is, with the same amount of bidding capacity, the

better the regulation performance is.

• The system can provide better frequency regulation service in Fully Me-

chanical Cooling mode than Free Cooling mode, because larger regulation

down capacity can be provided in the former.

In the end, this paper compares the frequency regulation capacity the data

center can provide with different control strategies. The proposed control strat-

egy can provide an extra regulation (76 kW) of 3% of the design power in the

data center during Fully Mechanical Cooling mode compared with a server-only

control strategy, while in Free Cooling mode these two strategies have almost the

same regulation capacity. The capacity difference is mainly caused by the trade-

off of power changes among different cooling equipment in different operational

conditions. The estimated annual revenues from the regulation market using

the proposed synergistic strategy is $29,589, 4% of relative saving compared

with the same data center without providing frequency regulation service.
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9. Appendix

9.1. Mathematical Models of Data Center Systems

Here, we provide additional details regarding the models for the systems

within a data center.

9.1.1. IT equipment

An aggregated server model described in Ref [34] is adopted here. This

model can output the real-time power and service response time based on CPU

frequency, workload, and number of active servers.

Pservers(t) = λ(t)

r∑
0

bifagg(t)
i +

s∑
0

cjNact(t)
j , 0 ≤ i ≤ r, 0 ≤ j ≤ s (22)
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where bi, cj are constant coefficients that can be obtained from curve fitting

techniques.

Here we use the average response time to quantify the service quality of a

data center. The workloads are modeled as GI/G/m queues, which assumes a

general distribution with independent arrival times and a general distribution of

service times. The total time that a job spends in the queuing system is known

as response time. The response time usually consists of two parts: waiting time,

that is, the time that a job spends in a queue waiting to be serviced; and service

time, that is, the time that a job needs to be executed. The average response

time model is adopted from [60]. Details are shown as follows.

µ(t) = kfagg(t) (23)

ts =
1

µ(t)
(24)

ρ(t) =
λ(t)

Nact(t)µ(t)
, 0 ≤ ρ(t) ≤ 1 (25)

Pm =


ρ(t)Nact(t)+ρ(t)

2 , ρ(t) ≥ 0.7

ρ(t)
Nact(t)+1

2 , ρ(t) < 0.7

(26)

tw =
C2
A + C2

B

2Nact(t)

Pm
µ(t)(1− ρ(t))

(27)

tr = ts + tw (28)

In the above equations, ρ is the average utilization of the server, representing

the fraction of occupied time, Pm is approximated probability that an arriving

job is queued, tw is the waiting time, CA and CB are constant coefficients

reflecting the type of data centers.

9.1.2. Dynamics in Heat Transfer

The cooling system is modeled using Modelica Buildings library to leverage

the latest development of data center models in [52, 53, 16]. The Modelica-based
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models are able to capture thermal and mechanical dynamics in the system.

Details are explained as follows.

Instead of using steady state energy conservation equations, we use the fol-

lowing equation to quantify the dynamic thermal response in the heat transfer

units:

mCp
dT

dt
= ṁiCpTi − ṁoCpT + q̇ (29)

By assuming steady state mass conservation, we get

ṁi = ṁo = ṁ (30)

Replacing Eq. (30) into Eq. (29), we get

m

ṁ

dT

dt
+ T = Ti +

q̇

ṁCp
(31)

Therefore, the time constant of the heat transfer unit is

τ =
m

ṁ
(32)

In the above equations, m is the mass of the fluid volume, ṁi and ṁo are the

mass flow rates at inlet and outlet, T is the temperature of the fluid volume, Ti

and To are the temperature at the volume inlet and outlet, q̇ is the heat rate

transferred into the fluid volume, and Cp is the fluid specific heat capacity.

9.1.3. Dynamics in Equipment On/Off

The dynamics during equipment start or shutdown are represented by a

second-order critical damping low pass filter. Detailed equations are listed as

below. a is the coefficient of the state space equations for the first-order filter

described in Eq. (34) and Eq. (35). fcut is the cut-off frequency of the low

pass filter, which passes signals with a frequency lower than fcut and attenuates

signals with a higher frequency. α is a frequency correction factor for different

orders. Here we use 0.622 for the second order. u is the input signal passed to
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the filter. x1,2 are the filtered signals, and y is the output signal from the filter.

a = −2πfcut
α

(33)

dx1
dt

= ax1 − au (34)

dx2
dt

= ax2 − ax1 (35)

y = x2 (36)

9.2. Performance Scores for Different Scenarios

42



Table 3: Performance for RegA test signal during light load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.6536 0.5749 0.3861 0.5382

10 0.6509 0.5857 0.3853 0.5406

15 0.6362 0.6125 0.3864 0.5450

1.0 5 0.8506 0.7382 0.6439 0.7442

10 0.8475 0.7292 0.6435 0.7401

15 0.8479 0.7224 0.6456 0.7386

1.1 5 0.9149 0.8150 0.7614 0.8304

10 0.9148 0.8049 0.7592 0.8263

15 0.9129 0.8210 0.7598 0.8312

268.0 0.9 5 0.6542 0.5815 0.3322 0.5226

10 0.6425 0.6286 0.3318 0.5343

15 0.6500 0.5618 0.3315 0.5144

1.0 5 0.7231 0.6886 0.4702 0.6273

10 0.7008 0.5936 0.4703 0.5882

15 0.7037 0.5885 0.4723 0.5882

1.1 5 0.7967 0.7068 0.5455 0.6830

10 0.8020 0.7382 0.5433 0.6945

15 0.8040 0.7410 0.5415 0.6955

402.0 0.9 5 0.6353 0.5606 0.3187 0.5048

10 0.6445 0.5724 0.3173 0.5114

15 0.6498 0.5331 0.3187 0.5005

1.0 5 0.6717 0.6169 0.4120 0.5669

10 0.6770 0.6035 0.4109 0.5638

15 0.6864 0.5817 0.4112 0.5597

1.1 5 0.7124 0.6144 0.4651 0.5973

10 0.6964 0.6435 0.4647 0.6015

15 0.7136 0.6354 0.4632 0.6041
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Table 4: Performance for RegA test signal during medium load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8258 0.4914 0.4627 0.5933

10 0.8280 0.4957 0.4604 0.5947

15 0.8280 0.4954 0.4603 0.5946

1.0 5 0.9987 1.0000 0.9469 0.9819

10 0.9987 1.0000 0.9475 0.9821

15 0.9987 1.0000 0.9472 0.9820

1.1 5 1.0000 1.0000 0.9475 0.9825

10 1.0000 1.0000 0.9474 0.9825

15 1.0000 1.0000 0.9473 0.9824

268.0 0.9 5 0.8168 0.4972 0.4084 0.5741

10 0.8170 0.4938 0.4082 0.5730

15 0.8145 0.4897 0.4088 0.5710

1.0 5 0.9063 0.8229 0.7694 0.8329

10 0.9061 0.8210 0.7699 0.8323

15 0.9063 0.8199 0.7701 0.8321

1.1 5 0.9774 0.9371 0.8784 0.9310

10 0.9786 0.9342 0.8787 0.9305

15 0.9776 0.9375 0.8788 0.9313

402.0 0.9 5 0.8121 0.4988 0.3819 0.5642

10 0.8120 0.4988 0.3819 0.5642

15 0.8119 0.5039 0.3817 0.5658

1.0 5 0.8392 0.7132 0.6391 0.7305

10 0.8404 0.7126 0.6390 0.7307

15 0.8392 0.7135 0.6391 0.7306

1.1 5 0.9600 0.8056 0.7428 0.8361

10 0.9602 0.8051 0.7406 0.8353

15 0.9600 0.8051 0.7407 0.8353
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Table 5: Performance for RegA test signal during heavy load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8103 0.4501 0.3822 0.5476

10 0.8100 0.4499 0.3822 0.5474

15 0.8098 0.4499 0.3819 0.5472

1.0 5 1.0000 1.0000 0.9474 0.9825

10 1.0000 1.0000 0.9492 0.9831

15 1.0000 1.0000 0.9494 0.9831

1.1 5 1.0000 1.0000 0.9471 0.9824

10 1.0000 1.0000 0.9473 0.9824

15 1.0000 1.0000 0.9475 0.9825

268.0 0.9 5 0.8286 0.4501 0.3706 0.5498

10 0.8283 0.4503 0.3707 0.5497

15 0.8286 0.4499 0.3707 0.5497

1.0 5 0.9847 0.9508 0.9126 0.9494

10 0.9846 0.9508 0.9126 0.9493

15 0.9846 0.9511 0.9107 0.9488

1.1 5 1.0000 1.0000 0.9471 0.9824

10 1.0000 1.0000 0.9470 0.9823

15 1.0000 1.0000 0.9490 0.9830

402.0 0.9 5 0.8366 0.4526 0.3665 0.5519

10 0.8366 0.4529 0.3663 0.5520

15 0.8364 0.4526 0.3668 0.5520

1.0 5 0.9714 0.8850 0.8017 0.8860

10 0.9714 0.8875 0.7995 0.8861

15 0.9714 0.8875 0.7998 0.8862

1.1 5 0.9983 0.9989 0.9454 0.9809

10 0.9983 0.9989 0.9468 0.9813

15 0.9983 0.9989 0.9455 0.9809
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Table 6: Performance for RegA test signal during light load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9869 0.9431 0.4293 0.7864

10 0.9879 0.9351 0.4346 0.7859

15 0.9869 0.9404 0.4310 0.7861

1.0 5 0.9703 0.8682 0.7080 0.8488

10 0.9726 0.8761 0.7062 0.8516

15 0.9712 0.8467 0.7053 0.8411

1.1 5 0.9879 0.9051 0.8160 0.9030

10 0.9877 0.9011 0.8160 0.9016

15 0.9870 0.9021 0.8135 0.9009

268.0 0.9 5 0.9788 0.9468 0.3557 0.7604

10 0.9802 0.9424 0.3556 0.7594

15 0.9806 0.9432 0.3550 0.7596

1.0 5 0.9735 0.9187 0.5078 0.8000

10 0.9722 0.8940 0.5084 0.7915

15 0.9672 0.9146 0.5074 0.7964

1.1 5 0.9409 0.9104 0.5747 0.8087

10 0.9418 0.9064 0.5728 0.8070

15 0.9431 0.8875 0.5740 0.8015

402.0 0.9 5 0.9751 0.9463 0.3318 0.7511

10 0.9759 0.9426 0.3310 0.7498

15 0.9767 0.9424 0.3307 0.7499

1.0 5 0.9758 0.9144 0.4329 0.7744

10 0.9754 0.9149 0.4325 0.7743

15 0.9763 0.9164 0.4330 0.7752

1.1 5 0.9694 0.9211 0.4809 0.7905

10 0.9694 0.9188 0.4810 0.7897

15 0.9690 0.9165 0.4813 0.7890
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Table 7: Performance for RegA test signal during medium load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9035 0.9015 0.4903 0.7651

10 0.9254 0.9336 0.4839 0.7810

15 0.9278 0.9296 0.5109 0.7894

1.0 5 1.0000 1.0000 0.9446 0.9815

10 1.0000 1.0000 0.9477 0.9826

15 1.0000 1.0000 0.9481 0.9827

1.1 5 1.0000 1.0000 0.9452 0.9817

10 1.0000 1.0000 0.9493 0.9831

15 1.0000 1.0000 0.9459 0.9820

268.0 0.9 5 0.9030 0.9086 0.4157 0.7424

10 0.9330 0.9421 0.4208 0.7653

15 0.9339 0.9556 0.4242 0.7712

1.0 5 0.9370 0.9243 0.8400 0.9004

10 0.9461 0.9282 0.8449 0.9064

15 0.9516 0.9339 0.8431 0.9096

1.1 5 0.9767 0.9861 0.9362 0.9663

10 0.9778 0.9856 0.9341 0.9658

15 0.9788 0.9857 0.9330 0.9658

402.0 0.9 5 0.9024 0.9081 0.3954 0.7353

10 0.9285 0.9493 0.3994 0.7591

15 0.9215 0.9256 0.4011 0.7494

1.0 5 0.9045 0.8418 0.6906 0.8123

10 0.9164 0.8286 0.6961 0.8137

15 0.9206 0.8311 0.6940 0.8152

1.1 5 0.9475 0.9043 0.8103 0.8874

10 0.9569 0.9114 0.8139 0.8941

15 0.9643 0.9172 0.8129 0.8981
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Table 8: Performance for RegA test signal during heavy load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8226 0.9308 0.3526 0.7020

10 0.9061 0.9661 0.3405 0.7376

15 0.9356 0.9846 0.3597 0.7600

1.0 5 1.0000 1.0000 0.9480 0.9827

10 1.0000 1.0000 0.9479 0.9826

15 1.0000 1.0000 0.9459 0.9820

1.1 5 1.0000 1.0000 0.9473 0.9824

10 1.0000 1.0000 0.9495 0.9832

15 1.0000 1.0000 0.9487 0.9829

268.0 0.9 5 0.8225 0.9246 0.3456 0.6976

10 0.9050 0.9607 0.3426 0.7361

15 0.9314 0.9747 0.3575 0.7545

1.0 5 1.0000 1.0000 0.9465 0.9822

10 1.0000 1.0000 0.9502 0.9834

15 1.0000 1.0000 0.9445 0.9815

1.1 5 1.0000 1.0000 0.9460 0.9820

10 1.0000 1.0000 0.9484 0.9828

15 1.0000 1.0000 0.9482 0.9827

402.0 0.9 5 0.8395 0.9537 0.3465 0.7132

10 0.9150 0.9637 0.3538 0.7442

15 0.9367 0.9686 0.3602 0.7552

1.0 5 0.9444 0.9624 0.8906 0.9324

10 0.9621 0.9733 0.9047 0.9467

15 0.9744 0.9792 0.9087 0.9541

1.1 5 1.0000 1.0000 0.9483 0.9828

10 1.0000 1.0000 0.9479 0.9826

15 1.0000 1.0000 0.9498 0.9833
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Table 9: Performance for RegD test signal during light load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9041 0.8353 0.5876 0.7757

10 0.9006 0.8325 0.5867 0.7733

15 0.9045 0.8354 0.5882 0.7760

1.0 5 0.9432 0.8467 0.6744 0.8214

10 0.9445 0.8471 0.6740 0.8219

15 0.9445 0.8468 0.6748 0.8220

1.1 5 0.9466 0.8669 0.7405 0.8514

10 0.9465 0.8628 0.7399 0.8497

15 0.9460 0.8708 0.7399 0.8523

268.0 0.9 5 0.7792 0.8156 0.4327 0.6758

10 0.7777 0.8129 0.4328 0.6745

15 0.7800 0.8047 0.4331 0.6726

1.0 5 0.8004 0.8172 0.4823 0.7000

10 0.8011 0.8168 0.4819 0.6999

15 0.7981 0.8125 0.4811 0.6973

1.1 5 0.8021 0.8263 0.5043 0.7109

10 0.8011 0.8210 0.5049 0.7090

15 0.8032 0.8149 0.5032 0.7071

402.0 0.9 5 0.7524 0.7978 0.3622 0.6375

10 0.7506 0.7792 0.3636 0.6311

15 0.7532 0.7931 0.3633 0.6365

1.0 5 0.7657 0.7957 0.3979 0.6531

10 0.7663 0.7894 0.3974 0.6511

15 0.7696 0.7933 0.3980 0.6537

1.1 5 0.7709 0.7946 0.4135 0.6597

10 0.7736 0.7958 0.4131 0.6608

15 0.7737 0.7978 0.4135 0.6617
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Table 10: Performance for RegD test signal during medium load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9175 0.8179 0.6286 0.7880

10 0.9175 0.8179 0.6286 0.7880

15 0.9176 0.8179 0.6286 0.7880

1.0 5 1.0000 1.0000 0.8634 0.9545

10 1.0000 1.0000 0.8636 0.9545

15 1.0000 1.0000 0.8636 0.9545

1.1 5 1.0000 1.0000 0.8644 0.9548

10 1.0000 1.0000 0.8644 0.9548

15 1.0000 1.0000 0.8644 0.9548

268.0 0.9 5 0.9185 0.8232 0.6132 0.7850

10 0.9185 0.8232 0.6132 0.7850

15 0.9185 0.8232 0.6132 0.7849

1.0 5 0.9530 0.8500 0.7476 0.8502

10 0.9531 0.8500 0.7477 0.8503

15 0.9530 0.8500 0.7480 0.8503

1.1 5 0.9861 1.0000 0.8222 0.9361

10 0.9861 1.0000 0.8218 0.9360

15 0.9860 1.0000 0.8221 0.9360

402.0 0.9 5 0.9174 0.8272 0.5819 0.7755

10 0.9176 0.8272 0.5819 0.7756

15 0.9175 0.8272 0.5820 0.7756

1.0 5 0.9471 0.8417 0.6680 0.8189

10 0.9473 0.8417 0.6680 0.8190

15 0.9472 0.8417 0.6680 0.8190

1.1 5 0.9488 0.8500 0.7232 0.8407

10 0.9488 0.8500 0.7232 0.8407

15 0.9489 0.8500 0.7232 0.8407

50



Table 11: Performance for RegD test signal during heavy load in FC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.8850 0.7857 0.6005 0.7571

10 0.8850 0.7857 0.6005 0.7571

15 0.8852 0.7857 0.6006 0.7572

1.0 5 1.0000 1.0000 0.8635 0.9545

10 1.0000 1.0000 0.8636 0.9545

15 1.0000 1.0000 0.8635 0.9545

1.1 5 1.0000 1.0000 0.8635 0.9545

10 1.0000 1.0000 0.8635 0.9545

15 1.0000 1.0000 0.8636 0.9545

268.0 0.9 5 0.9050 0.7911 0.5984 0.7648

10 0.9050 0.7911 0.5984 0.7648

15 0.9050 0.7911 0.5983 0.7648

1.0 5 0.9885 1.0000 0.8334 0.9406

10 0.9884 1.0000 0.8333 0.9406

15 0.9885 1.0000 0.8334 0.9406

1.1 5 1.0000 1.0000 0.8639 0.9546

10 1.0000 1.0000 0.8639 0.9546

15 1.0000 1.0000 0.8639 0.9546

402.0 0.9 5 0.9129 0.7988 0.5957 0.7691

10 0.9131 0.7989 0.5956 0.7692

15 0.9131 0.7989 0.5956 0.7692

1.0 5 0.9536 0.8625 0.7621 0.8594

10 0.9536 0.8625 0.7617 0.8593

15 0.9537 0.8625 0.7619 0.8594

1.1 5 0.9988 1.0000 0.8585 0.9524

10 0.9988 1.0000 0.8583 0.9524

15 0.9988 1.0000 0.8584 0.9524
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Table 12: Performance for RegD test signal during light load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9530 0.9940 0.6341 0.8604

10 0.9550 0.9935 0.6305 0.8597

15 0.9547 0.9943 0.6338 0.8610

1.0 5 0.9615 0.9064 0.7398 0.8692

10 0.9612 0.9444 0.7379 0.8812

15 0.9620 0.9522 0.7370 0.8837

1.1 5 0.9667 0.9947 0.7949 0.9188

10 0.9667 0.9989 0.7922 0.9193

15 0.9654 0.9989 0.7924 0.9189

268.0 0.9 5 0.8972 0.9628 0.4784 0.7795

10 0.8991 0.9824 0.4790 0.7868

15 0.8906 0.9760 0.4779 0.7815

1.0 5 0.9003 0.9304 0.5275 0.7861

10 0.9021 0.9390 0.5274 0.7895

15 0.9017 0.9425 0.5271 0.7904

1.1 5 0.9015 0.9276 0.5478 0.7923

10 0.9016 0.9562 0.5461 0.8013

15 0.9013 0.9667 0.5468 0.8049

402.0 0.9 5 0.9080 0.9599 0.3887 0.7522

10 0.9122 0.9608 0.3886 0.7539

15 0.9133 0.9843 0.3899 0.7625

1.0 5 0.9042 0.9196 0.4242 0.7493

10 0.9083 0.9254 0.4226 0.7521

15 0.9084 0.9326 0.4237 0.7549

1.1 5 0.9001 0.9050 0.4371 0.7474

10 0.9050 0.9247 0.4369 0.7556

15 0.8520 0.9325 0.4377 0.7408
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Table 13: Performance for RegD test signal during medium load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9615 0.9992 0.6875 0.8827

10 0.9726 0.9994 0.6906 0.8875

15 0.9769 0.9988 0.6891 0.8883

1.0 5 1.0000 1.0000 0.8642 0.9547

10 1.0000 1.0000 0.8648 0.9549

15 1.0000 1.0000 0.8649 0.9550

1.1 5 1.0000 1.0000 0.8648 0.9549

10 1.0000 1.0000 0.8648 0.9549

15 1.0000 1.0000 0.8652 0.9551

268.0 0.9 5 0.9491 0.9986 0.6364 0.8614

10 0.9599 0.9983 0.6375 0.8653

15 0.9649 0.9983 0.6390 0.8674

1.0 5 0.9792 0.9999 0.8067 0.9286

10 0.9801 0.9997 0.8059 0.9286

15 0.9790 0.9996 0.8071 0.9286

1.1 5 0.9991 1.0000 0.8589 0.9527

10 0.9991 1.0000 0.8559 0.9517

15 0.9992 1.0000 0.8595 0.9529

402.0 0.9 5 0.9436 0.9978 0.6226 0.8547

10 0.9568 0.9979 0.6252 0.8600

15 0.9596 0.9974 0.6247 0.8605

1.0 5 0.9597 0.9657 0.7267 0.8840

10 0.9617 0.9739 0.7278 0.8878

15 0.9643 0.9738 0.7262 0.8881

1.1 5 0.9716 0.9997 0.7952 0.9222

10 0.9731 0.9992 0.7934 0.9219

15 0.9722 0.9992 0.7940 0.9218
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Table 14: Performance for RegD test signal during heavy load in FMC mode

Creg β τ accuracy delay precision performance

134.0 0.9 5 0.9579 0.9999 0.7003 0.8860

10 0.9808 1.0000 0.7674 0.9161

15 0.9894 1.0000 0.7814 0.9236

1.0 5 1.0000 1.0000 0.8657 0.9552

10 1.0000 1.0000 0.8644 0.9548

15 1.0000 1.0000 0.8657 0.9552

1.1 5 1.0000 1.0000 0.8663 0.9554

10 1.0000 1.0000 0.8671 0.9557

15 1.0000 1.0000 0.8659 0.9553

268.0 0.9 5 0.9479 0.9996 0.6357 0.8611

10 0.9717 0.9990 0.6548 0.8752

15 0.9817 0.9990 0.6587 0.8798

1.0 5 1.0000 1.0000 0.8645 0.9548

10 1.0000 1.0000 0.8650 0.9550

15 1.0000 1.0000 0.8642 0.9547

1.1 5 1.0000 1.0000 0.8656 0.9552

10 1.0000 1.0000 0.8650 0.9550

15 1.0000 1.0000 0.8644 0.9548

402.0 0.9 5 0.9439 0.9988 0.6164 0.8530

10 0.9665 0.9967 0.6272 0.8634

15 0.9762 0.9985 0.6332 0.8693

1.0 5 0.9955 1.0000 0.8430 0.9461

10 0.9967 1.0000 0.8503 0.9490

15 0.9971 1.0000 0.8498 0.9490

1.1 5 1.0000 1.0000 0.8636 0.9545

10 1.0000 1.0000 0.8645 0.9548

15 1.0000 1.0000 0.8650 0.9550
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