
Fast and Informative Flow Simulations in a Building by Using Fast Fluid 

Dynamics Model on Graphics Processing Unit 

Wangda Zuo, Qingyan Chen 

National Air Transportation Center of Excellence for Research in the Intermodal Transport Environment 

(RITE), School of Mechanical Engineering, Purdue University, 585 Purdue Mall, West Lafayette, IN 

47907-2088USA 

Wangda Zuo  

Email: wzuo@purdue.edu 

Qingyan Chen (Corresponding Author)  

Email: yanchen@purdue.edu 

Phone: +1-765-496-7562 

Fax: +1-765-494-0539 

 

Abstract 

Fast indoor airflow simulations are necessary for building emergency management, preliminary design 

of sustainable buildings, and real-time indoor environment control. The simulation should also be 

informative since the airflow motion, temperature distribution, and contaminant concentration are 

important. Unfortunately, none of the current indoor airflow simulation techniques can satisfy both 

requirements at the same time. Our previous study proposed a Fast Fluid Dynamics (FFD) model for 

indoor flow simulation. The FFD is an intermediate method between the Computational Fluid Dynamics 

(CFD) and multizone/zonal models. It can efficiently solve Navier-Stokes equations and other 

transportation equations for energy and species at a speed of 50 times faster than the CFD. However, 

this speed is still not fast enough to do real-time simulation for a whole building. This paper reports our 

efforts on further accelerating FFD simulation by running it in parallel on a Graphics Processing Unit 

(GPU). This study validated the FFD on the GPU by simulating the flow in a lid-driven cavity, channel 

flow, forced convective flow, and natural convective flow. The results show that the FFD on the GPU can 

produce reasonable results for those indoor flows. In addition, the FFD on the GPU is 10-30 times faster 

than that on a Central Processing Unit (CPU). As a whole, the FFD on a GPU can be 500-1500 times 

faster than the CFD on a CPU. By applying the FFD to the GPU, it is possible to do real-time informative 

airflow simulation for a small building. 
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Nomenclature 

ai,j, bi,j equation coefficient (dimensionless) 

C   contaminant concentration (kg/m3) 

fi   body force(kg /m2 s2) 

H  the width of the room (m) 

i, j  mesh node indices 

kC  contaminant diffusivity (m2/s) 

kT  thermal diffusivity (m2/s) 

L   length scale (m) 

P   pressure (kg/m·s2) 

SC   contaminant source (kg/m3s) 

ST   heat source (0C/s) 

T   temperature (0C) 

t  time (s) 

ui,j  velocity components at mesh node (i, j) (m/s) 

Ub  bulk velocity (m/s) 

Ui, Uj  velocity components in xi and xj directions, respectively (m/s) 

U   horizontal velocity or velocity scale (m/s) 

V  vertical velocity (m/s) 

xi, xj  spatial coordinates 

x, y  spatial coordinates 

t   time step (s) 

   kinematic viscosity (m2/s) 
0  previous time step 

 

1. Introduction 
According to the United States Fire Administration [1], 3,430 civilians and 118 firefighters lost their lives 

in fires in 2007, with an additional 17,675 civilians injured. Smoke inhalation is responsible for most 

fire-related injuries and deaths in buildings. Computer simulations can predict the transportation of 

poisonous air/gas in buildings. If the prediction is in real-time or faster-than-real-time, firefighters can 

follow appropriate rescue plans to minimize casualties. In addition, to design sustainable buildings that 

can provide a comfortable and healthy indoor environment with less energy consumption, it is essential 

to know the distributions of air velocity, air temperature, and contaminant concentration in buildings. 

Flow simulations in buildings can provide this information [2]. Again, the predictions should be rapid due 

to the limited time available during the design process. Furthermore, one can optimize the building 

HVAC control systems if the indoor environment can be simulated in real-time or faster-than-real-time. 

 



However, none of the current flow simulation techniques for buildings can satisfy the requirements for 

obtaining results quickly and informatively. For example, CFD is an important tool to use in studying flow 

and contaminant transport in buildings [3]. But when the simulated flow domain is large or the flow is 

complex, the CFD simulation requires a large amount of computing meshes. Consequently, it needs a 

very long computing time if it is only using a single processor computer [4]. 

 

A typical approach to reduce the computing time for indoor airflow simulations is to reduce the order of 

flow simulation models. Zonal models [5] divide a room into several zones and assume that air property 

in a zone is uniform. Based on this assumption, zone models only compute a few nodes for a room to 

greatly reduce related computing demands. Multizone models [6] further expand the uniform 

assumption to the whole room so that the number of computing nodes can be further reduced. These 

approaches are widely used for air simulations in a whole building. However, the zonal and multizone 

models solve only the mass continuity, energy, and species concentration equations but not the 

momentum equations. They are fast but not accurate enough since they can only provide the bulk 

information of each zone without the details about the airflow and contaminant transport inside the zone 

[6]. 

 

Recently, a FFD method [7] has been proposed for fast flow simulations in buildings as an intermediate 

method between the CFD and zonal/multizone models. The FFD method solves the continuity equation 

and unsteady Navier-Stokes equations as the CFD does. By using a different numerical scheme to 

solve the governing equations, the FFD can run about 50 times faster than the CFD with the same 

numerical setting on a single CPU [8]. Although the FFD is not as accurate as the CFD, it can provide 

more detailed information than a multizone model or a zonal model. 

 

Although the FFD is much faster than the CFD, its speed is still not fast enough for the real-time flow 

simulation in a building. For example, our previous work [8] found that the FFD simulation can be 

real-time with 65,000 grids. If a simulation domain with 30 X 30 X 30 grids is applied for a room, the FFD 

code can only simulate the airflow in 2-3 rooms on real-time. Hence, if we want to do real-time 

simulation for a large building, we have to further accelerate the FFD simulation. 

 

To reduce the computing time, many researchers have performed the flow simulations in parallel on 

multi-processor computers [9, 10]. It is also possible to speed up the FFD simulation by running it in 

parallel on multi-processor computers. However, this approach needs large investments in equipment 

purchase and installation and a designated space for installing the computers and the related capacity 

of the cooling system used in the space. In addition, the fees for the operation and maintenance of a 

multi-processor computer are also nearly the same as those of several single processor computers of 

the same capacity. Hence, multi-processor computers are a luxury for building designers or emergency 

management teams. 

 



Recently, the GPU has attracted attention for parallel computing. Different from a CPU, the GPU is the 

core of a computer graphics card and integrates multiple processors on a single chip. Its structure is 

highly parallelized to achieve high performance for displaying and processing graphics. For example, a 

NVIDA GeForce 8800 GTX GPU, available since 2006, integrates 128 processors so that its peak 

computing speed is 367 GFLOPS (Giga FLoating point Operation Per Second). Comparatively, the 

peak performance of an INETL Core2 Duo 3.0 GHz CPU available at the same time is only about 32 

GFLOPS [11]. Figure 1 compares the computing speeds of CPU and GPU. The speed gap between the 

CPU and the GPU has been increasing since 2003. Furthermore, this trend is likely to continue in the 

future. Besides GPU’s high performance, the cost of a GPU is low. For example, a graphics card with 

NVIDIA GeForce 8800 GTX GPU costs only around $500. It can easily be installed onto a personal 

computer and there are no other additional costs. 

 

Thus, it seems possible to realize fast and informative indoor airflow simulations by using the FFD on a 

GPU. This paper reports our efforts to implement the FFD model in parallel on a NVIDIA GeForce 8800 

GTX GPU. The GPU code was then validated by simulating several flows that consist of the basic 

features of indoor airflows. 

 

2. Fast Fluid Dynamics 
Our investigation used the FFD scheme proposed by Stam [7]. The FFD applies a splitting method to 

solve the continuity equation (1) and Navier-Stokes equations (2) for an unsteady incompressible flow: 
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where Ui and Uj are fluid velocity components in xi and xj directions, respectively;  is kinematic 

viscosity;  is fluid density; P is pressure; t is time; and fi are body forces, such as buoyancy force and 

other external forces. The FFD splits the Navier-Stokes equations (2) into three simple equations (3), 

(4), and (5). Then it solves them one by one. 
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Equation (3) can be reformatted as  
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where DUi/Dt is material derivative. This means that if we follow a flow particle, the flow properties, such 

as velocities Ui, on this particle, will not change with time. Therefore, one can get the value of Ui by 

finding its value at the previous time step. The current study used a first order semi-Lagrangian 

approach [12] to calculate the value of Ui.  

 

Equation (4) is a typical unsteady diffusion equation. One can easily solve it by using an iterative 

scheme such as Gauss-Seidel iteration or Jacobi iteration. This work has applied the Jacobi iteration 

since it can solve the equation in parallel. 

 

Finally, it ensures mass conservation by solving equations (1) and (5) together with a 

pressure-correction projection method [13]. The idea of the projection method is that the pressure 

should be adjusted so that the velocities satisfy the mass conservation. Assuming Ui
0 is the velocity 

obtained from equation (4), equation (5) can be expanded to  
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where t is time step size and Ui is the unknown velocity, which satisfy the continuity Equation (1): 
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Substituting equation (7) into (8), one can get  
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Solving equation (9), one can obtain P. Substituting P into equation (7), Ui will be known. 

 

The energy equation can be written as:  
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where T is temperature, kT is thermal diffusivity, and ST is heat source. The FFD solves the equation (10) 

in a similar way as equations (2) except for the pressure-correction projection for mass conservation. 

 

Very similarly, the FFD also determines concentrations of species by the following transportation 

equation: 
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where C is the species concentration, kC is the diffusivity, and SC is the source. 

 

The FFD scheme was originally proposed for computer visualization and computer games [7, 14, 15]. In 

our previous work [8, 16], the authors have studied the performance of the FFD scheme for indoor 

environment by computing different indoor airflows. The results showed that the FFD is about 50 times 

faster than the CFD. The FFD could correctly predict the laminar flow, such as a laminar flow in a 

lid-driven cavity at Re=100 [16]. But the FFD has some problems in computing turbulent flows due to the 

lack of turbulence treatments [8]. Although the FFD can capture the major pattern of the flow, it can not 

compute the flow profile as accurate as the CFD does. We also tried to improve the FFD by adding 

some simple turbulence treatments, but no general improvement was found yet. In addition, although 

the FFD is much faster than the CFD, it can only do real-time simulation for a couple of rooms. In order 

to apply the FFD for real-time simulation in a whole building, its computing speed has to be further 

accelerated. 

 

Obviously, more investigations can be done to improve the accuracy of the FFD scheme and enhance 

the speed of the FFD simulation. The focus of this paper is the latter. The following parts reports our 

efforts on reducing the computing time by implementing the FFD model in parallel on the GPU. 

 

3. Graphics Processing Unit 
In order to reduce the computing time, this investigation performed the FFD simulation in parallel on a 

GPU. Our program was written by using a Computer Unified Data Architecture (CUDA) programming 

environment [11]. CUDA provides a C-like programming environment for the GPU. It divides a GPU into 

three levels (Figure 2). The highest level is called “grid.” Each grid consists of multiple “blocks” and 

every block has many “threads.” A thread is the basic computing unit of the GPU. Mathematical and 

logic operations are performed on the threads. 

 

This study used a NVIDIA GeForce GTX 8800 GPU. The GPU has 16 streaming multiprocessors (SMs) 

[17], and each SM can hold up to 8 blocks or 768 threads at one time. Thus, the entire GPU can 

simultaneously hold up to 12,288 threads. Because CUDA does not allow one block to spread into two 

SMs, the allocation of the blocks is crucial to employ the full capacity of a GPU. For example, if a block 

has 512 threads, then only one block can be assigned to one SM and the rest of the 256 threads in that 

SM are unused. If a block contains 256 threads, then 3 blocks can share all the 768 threads of an SM so 

that the SM can be fully used. Theoretically, the 8800 GTX GPU can reach its peak performance when 

all 12,288 threads are running at the same time. Practically, the peak performance also depends on 

many other factors, such as the time for reading or writing data with the memory. 

 



4. Implementation 
The FFD was implemented on the GPU by using CUDA version 1.1 [11]. Figure 3 shows the program 

structure. The implementation used the CPU to read, initialize, and write the data. The FFD parallel 

solver, which is the core of the program, runs on the GPU. 

 

Our program assigned one thread for each mesh node. The implementation further defined a block with 

a two-dimensional matrix that contained (16 x 16 =) 256 threads. By this means, an SM used three 

blocks to utilize all of its 768 threads. For simplicity, the current implementation only adopted one grid for 

all the blocks. As a result, the number of treads on each dimension of the grid was the multiplication of 

16. However, the number of mesh nodes on each dimension may not always be the multiplication of 16. 

For instance, the mesh (shaded part) in Figure 4 would not fit into four blocks (0,0; 0,1; 1,0; and 1,1). 

Thus, it is necessary to use nine blocks for the mesh. Consequently, some treads in those five additional 

blocks (0,2; 1,2; 2,0; 2,1; and 2,2) could be idled since they did not have mesh nodes. Although this 

strategy is not the most optimal, its implementation is the easiest. 

 

The FFD parallel solver on the GPU is the core of our program. The solver consists of different functions 

for the split equations (3-5) in the governing equations. However, the implementations of various 

functions are similar in principle. Figure 5 demonstrates the schematic employed in solving the diffusion 

equation (4) for velocity component ui,j. Before the iteration starts, our program defines the dimensions 

of grids and blocks for the parallel computing. In each iteration, the program first solves ui,j at the interior 

nodes in parallel, then ui,j at the boundary nodes. 

 

In the parallel job, it is important to map the thread indices (threadID.x, threadID.y) in a block onto the 

coordinate of the mesh nodes (i, j). The “Locate Thread (i, j)” step in Figure 5 applied the following 

formulas:  

. . .i blockDim x blockID x threadID x= ´ + ,                            (12) 
. . .j blockDim y blockID y threadID y= ´ + .                           (13) 

where blockID.x and blockID.y are the indices of the block which contains this thread. The blockDim.x 

and blockDim.y are the block dimensions at x and y directions, respectively. Both of them are 16 in our 

program. 

 

For simplicity, the following part describes how velocity component ui,j at the interior nodes is solved. For 

a two-dimensional flow, the diffusion term in Equation (2) is: 
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By applying a first order implicit timing scheme, one could discretize Equation (14) into 
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where t is the time step, and the superscripts t and t+1 represent previous and current time steps, 

respectively. Figure 6 illustrates the coordinates of the mesh. At mesh node (i, j), one can discretize 

equation (15) in the space as: 

, , 1, , , , ,
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i j i j i j i -1 j i+1 j i+1 j i, j -1 i, j -1 i, j+1 i, j+1 i ja u a u a u a u a u b-+ + + + = ,                      (16) 

where ai,j, ai-1,j, ai+1,j, ai,j-1 and ai,+1j are known coefficients. The bi,j on the right hand side of Equation (16), 

which contains ui,j
t , is also known. By this means, one can get a system of equations for all the interior 

nodes. The equations can be solved in parallel by using the Jacobi iteration.  

 

In general, our implementation of the FFD parallel solver on the GPU used the same principles as other 

parallel computing on a multi-processor supercomputer. For more information on parallel computing, 

one can refer to books [18-20]. 

 

5. Results and Discussion 
To evaluate the FFD on the GPU for indoor airflow simulation, this study compared the results of the 

FFD on the GPU with the reference data. In addition, it was interesting to see the speed of the 

simulations. 

 

5.1. Evaluation of the Results 

The evaluation was performed by using the FFD on the GPU to calculate four airflows relevant to the 

indoor environment. The four flows were the flow in a lid-driven cavity, the fully developed flow in a plane 

channel, the forced convective flow in an empty room, and the natural convective flow in a tall cavity. 

The simulation results are compared with the data from the literature. 

 

Flow in a Square Cavity Driven by a Lid 

Air recirculated in a room is like the flow in a lid-driven cavity (Figure 7). This flow is also a classical case 

for numerical validation [21]. This investigation studied both laminar and turbulent flows. Based on the 

lid velocity of U = 1 m/s, cavity length of L = 1m, and kinematic viscosity of the fluid, the Reynolds 

number of the laminar flow was 100 and the turbulent one was 10,000. A mesh with 65 x 65 grid points 

was enough for a laminar flow with Re = 100. Since the FFD model had no turbulence model, it required 

a dense mesh for the highly turbulent flow if an accurate result was desired. Thus, this study applied a 

fine mesh with 513 x 513 grid points for the flow at Re = 10,000. The reference data was the high quality 

CFD results obtained by Ghia et al [21]. 

 

Figure 8 compares the computed velocity profiles of the laminar flow (Re = 100) at the vertical (Figure 

8a) and horizontal (Figure 8b) mid-sections with the reference data. The predictions by FFD on GPU are 



the same as those for Ghia’s data for laminar flow. These results show that the FFD model works well 

for laminar flow.  

 

The flow at Re = 10,000 is highly turbulent. Although the current FFD model has no turbulence 

treatment, it could still provide very accurate results by using dense mesh (513 x513). As shown in 

Figure 9, the FFD on the GPU was able to accurately calculate the velocities at both vertical and 

horizontal mid-sections of the cavity. The predicted velocity profiles agree with the reference data. 

Figure 10 compares the streamlines calculated by the FFD with references ones [21]. The predicted 

profiles (Figure 10a) of the vortices are similar to those of the reference one (Figure 10b). The FFD on 

the GPU successfully computed not only the primary recirculation in the center of the cavity, but also the 

secondary vortices in the upper-left, lower-left, and lower-right corners. There were one anti-clockwise 

rotation in the upper-left corner, one anti-clockwise, and one other smaller clockwise rotation in both the 

lower-left and lower-right corners. Although this is a simple case, it proves that the GPU could be used 

for numerical computing as the CPU. 

 

Flow in a Fully Developed Plane Channel 

The flow in a long corridor can be simplified as a fully developed flow in a plane channel (Figure 11). The 

Reynolds number of the flow studied was 2800, based on the mean bulk velocity Ub and the half 

channel height, H. A mesh with 65 x 33 grid points was adopted by the FFD simulations. The Direct 

Numerical Simulation (DNS) data from Mansour et al. [22] was selected as a reference. Figure 12 

compares the predicted velocity profiles by the FFD on both the CPU and the GPU with the DNS data. 

Different from the turbulent profile drawn by the DNS data, the FFD on the GPU, gave more laminar like 

profiles. As discussed by the authors [8], this laminar profile was caused by a lack of turbulence 

treatment in the current FFD model. Nevertheless, the GPU worked properly and the FFD on the GPU 

was the same as that on the CPU for this case. 

 

Flow in an Empty Room with Forced Convection 

A forced convection flow in an empty room represents flows in mechanically ventilated rooms (Figure 

13). The study was based on the experiment by Nielson [23]. His experimental data showed that the 

flow in the room can be simplified into two-dimensions. The height of tested room, H, is 3m and the 

width is 3H. The inlet was in the upper-left corner with a height of 0.56H. The outlet height was 0.16H 

and located in the lower-right corner. The Reynolds number was 5000, based on the inlet height and 

inlet velocity, which can lead to turbulent flow in a room. This study employed a mesh of 37 x 37 grid 

points. 

 

Figure 14 compares the predicted horizontal velocity profiles at the centers of the room (x = H and 2H) 

and at the near wall regions (y = 0.028H and 0.972H) with the experimental data. As expected, the FFD 

on the GPU could capture major characteristics of flow velocities (Fig. 14a and 14b). But the differences 

between the prediction and experimental data are large at the near wall region (Figures 14c and 14d) 



since we only applied a simple non-slip wall boundary condition. Advanced wall functions may improve 

the results, but it will make the code more complex and require more computing time. 

 

Flow in a Natural Convective Tall Cavity 

The flows in the previous three cases were isothermal. The FFD on the GPU was further validated by 

using a non-isothermal flow, such as a natural convection flow inside a dual window. This case was 

based on the experiment by Betts and Bokhari [24]. They measured the natural convection flow in a tall 

cavity of 0.076m wide and 2.18m high (Figure 15). The cavity was deep enough so that the flow pattern 

was two-dimensional. The left wall was cooled at 15.1oC and the right wall heated at 34.7oC. The top 

and bottom walls were isolated. The corresponding Rayleigh number was 0.86 x 106. A coarse mesh of 

11 x 21 was applied. Figure 16 compares the predicted velocity and temperature with the experimental 

data at three different lines across the cavity. The results show that the FFD on the GPU gave 

reasonable velocity and temperature profiles. Again, the results obtained by the FFD on the GPU differ 

from the experimental data, but they are the same as those of the FFD on the CPU. The results lead to a 

similar conclusion as in the previous cases. 

 

The above four cases show that the FFD code on the GPU produced accurate results for lid-driven 

cavity flow and reasonable results for other airflows. Due to the limitation of the FFD model, predictions 

by the FFD on the GPU may differ from the reference data. 

 

5.2. Comparison of the Simulation Speed 

To compare the FFD simulation speed on the GPU with that on the CPU, this study measured their 

computing time for the lid-driven cavity flow. In addition, this study also measured the computing time by 

the CFD on a CPU. A commercial CFD software FLUENT was used in the measurement. The 

simulations were carried out on an HP workstation with an Intel XeonTM CPU and an NVIDIA GTX 8800 

GPU. The data was for 100 time steps but with a different number of meshes. 
 

Figure 17 illustrates that for both CFD and FFD, the CPU computing time increased linearly with the 

mesh size. The CFD on the CPU was slower than on the FFD. There was a 50 times difference between 

the CFD on the CPU and the FFD on the CPU. When the number of meshes was smaller than 3.6x103, 

the FFD CPU version was faster than the GPU version. Since it took time to transfer data between the 

CPU and the GPU during the GPU simulation, this part of the time could be more significant than that 

saved in the parallel computing when the mesh size was small. Hence, the parallel computing on the 

GPU should be applied to cases with a large mesh size.  

 

One can also notice that the GPU computing time was almost constant when the mesh size was less 

than 4x104. This is because the mesh size was not large enough so that the GPU could not fully use its 

capacity. When the mesh size was greater than 4x104, the GPU computing time increased along two 

paths. Those points on the solid line were for the cases with a mesh size in multiplication of 256 and on 



the dashed line the mesh size could not be divided exactly by 256. As mentioned previously, each mesh 

node was assigned to one thread and a block had 256 threads. If the mesh size was exactly the 

multiplication of 256, all the 256 threads in every block were used. Thus, the working loads among 

blocks were equal. Otherwise, some of the threads in the block were idled and the working loads 

between the blocks were unequal. An imbalance in GPU working loads can impose a severe penalty on 

the computing speed. For example, the case with 640 x 640 meshes that was a multiplication of 256 

took 9.977 s, but that with 639 x 639 took 28.875 s. Although the latter case had fewer meshes than the 

former, it took almost three times as much computing time. 

 

Nevertheless, the FFD on the GPU is still much faster than on the CPU even if the cases were on the 

dash line. The computing time of the GPU points on the dashed line was about 10 times shorter than 

that of the CPU. The difference increased to around 30 times when the right amount of meshes was 

used (solid line). Considering that the FFD on the CPU is 50 times faster than the CFD on the CPU, the 

FFD on the GPU can be 500 –1500 times faster than the CFD on the CPU. 

 

5.3. Discussion 

This study implemented the FFD solver for flow simulation on the GPU. Since the FFD solves the same 

governing equations as the CFD, it is also possible to implement the CFD solver on the GPU by using a 

similar strategy. One can also expect that the speed of CFD simulations on the GPU should be faster 

than that on the CPU. For the CFD codes written in C language, the implementation will be relatively 

easy since only the parallel computing part needs to be rewritten in CUDA. 

 

Current GPU computing speed can be further accelerated by optimizing the code implementation. The 

dimensions of GPU blocks can be flexible to adapt to the mesh. Meanwhile, many classical optimization 

techniques for paralleling computing are also good for GPU computing. For example, to read or write 

data from GPU memory is time consuming, so the processors are often idled for data transmission. One 

approach is to reuse the data already on the GPU by calculating several neighboring mesh nodes with 

one thread. 

 

In addition, the computing time can be further reduced by using multiple GPUs. For example, a NVIDIA 

Tesla 4-GPU computer has 960 processors and 16 GB system memory [25]. Its peak performance can 

be as high as 4 Tetra FLOPS, which is about 10 times faster than the GPU used in this study. Thus, the 

computing time of a problem with large meshes can be greatly reduced by using multiple GPUs. 

 

6. Conclusions 
This paper introduced an approach to conducting fast and informative indoor airflow simulation by using 

the FFD on the GPU. An FFD code has been implemented in parallel on a GPU for indoor airflow 

simulation. By applying the code for flow in a lid driven cavity, a channel flow, a forced convective flow, 

and a natural convective flow, this investigation showed that the FFD on a GPU could predict indoor 



airflow motion and air temperature. The prediction was the same as the data in the literature for 

lid-driven cavity flow. The FFD on GPU can also capture major flow characteristics for other cases, 

including fully developed channel flow, forced convective flow and natural convective flow. But some 

differences exist due to the limitations of the FFD model, such as lack of turbulence model and simple 

no-slip wall treatment. 

 

In addition, a flow simulation with the FFD on the GPU was 30 times faster than that on the CPU when 

the mesh size was the multiplication of 256. If the mesh size cannot be exactly the multiplication of 256, 

the simulation was still 10 times faster than that on the CPU. As a whole, the FFD on a GPU can be 500 

–1500 times faster than the CFD on a CPU. 
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Fig. 1 Comparison of the computing speeds of GPU (NVIDIA) and CPU (INTEL) since 2003 [11] 
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Fig. 2 The schematic of parallel computing on CUDA 
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Fig. 3 The schematic for implementing the FFD on the GPU 
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Fig. 4 Allocation of mesh nodes to GPU blocks. 
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Fig. 5 Schematic of implementation for solving diffusion term for velocity component u 
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Fig. 6 Coordinates for the computing meshes 
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Fig. 7 Schematic of the flow in a square lid-driven cavity 
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Fig. 8a Comparison of the calculated horizontal velocity profile (Re = 100) at x = 0.5 m with Ghia’s data 

[21]. 
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Fig. 8b Comparison of the calculated vertical velocity profile (Re = 100) at y = 0.5 m with Ghia’s data 

[21]. 
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Fig. 9a Comparison of the calculated horizontal velocity profiles (Re = 10,000) at x = 0.5m with Ghia’s 

data [21]. 
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Fig. 9b Comparison of the calculated vertical velocity profile (Re = 10,000) at y = 0.5m with Ghia’s data 

[21]. 



X

Y

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

 

Fig. 10a Calculated streamlines for lid-driven cavity flow at Re = 10,000 

 



 
Fig. 10b Ghia’s data [21] for streamlines for lid-driven cavity flow at Re = 10,000 
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Fig. 11 Schematic of the fully developed flow in a plane channel 



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1

U
/U

b

y/H

GPU
CPU
DNS

 
Fig. 12 Comparison of the mean velocity profile in a fully developed channel flow predicted by the FFD 

on a GPU with the DNS data [22] 
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Fig. 13 Schematic of a forced convective flow in an empty room 



 0

 0.2

 0.4

 0.6

 0.8

 1

-0.4 -0.2  0  0.2  0.4  0.6  0.8  1  1.2

y/
H

U/Uin

x=H

GPU
Experiment

 
Fig. 14a Comparison of the horizontal velocity at x = H in forced convection predicted by the FFD on a 

GPU with experimental data [23]. 
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Fig. 14b Comparison of the horizontal velocity at x = 2H in forced convection predicted by the FFD on a 

GPU with experimental data [23]. 
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Fig. 14c Comparison of the horizontal velocity at y = 0.028H in forced convection predicted by the FFD 

on a GPU with experimental data [23]. 
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Fig. 14d Comparison of the horizontal velocity at y = 0.972H in forced convection predicted by the FFD 

on a GPU with experimental data [23]. 

 



 

Fig. 15 Schematic of a natural convective tall cavity 
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Fig. 16a Comparison of the velocity profiles predicted by the FFD on a GPU with the experimental data 

[24] 
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Fig. 16b Comparison of the temperature profiles predicted by the FFD on a GPU with the experimental 

data [24] 
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Fig. 17 Comparison of the computing time used by the FFD on a GPU, the FFD on a CPU, and the CFD 

on a CPU 
 


