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During hypersonic flight, a strong bow shock is formed in front of the vehicle that compresses

and heats the freestream flow, initiating complex physicochemical processes in the gas surrounding

the vehicle. A key complexity of these hypersonic flows is that the timescales of internal mode

excitation, chemical reactions, and flow advection are all similar, meaning that the flow is in

a thermochemical nonequilibrium state. Accurate modeling of this nonequilibrium behavior is

required for predictions of vehicle heating, radio communications blackout, and radiative signatures.

In this thesis, nonequilibrium internal mode excitation, dissociation, and ionization are stud-

ied using detailed modeling approaches and modern low-uncertainty experimental data. Formal

sensitivity analyses are also performed to identify key uncertain model parameters that most influ-

ence the predictive accuracy of the studied thermochemistry models.

The mathematical formulation of the nonequilibrium modeling and sensitivity analysis ap-

proaches are described first, followed by a brief discussion of the implementation of these techniques

into computational tools. The nonequilibrium modeling framework, which individually tracks the

population in species’ electronic states, requires a large number of rate parameters for the colli-

sional and radiative processes taking place in the gas. A thorough discussion of the selected model

parameters for each process is provided.

The first chemical system to be studied is oxygen. Motivated by the recent publication of

low uncertainty experimental data for the vibrational relaxation and dissociation of O2, a series of

two-temperature modeling frameworks are assessed to see which is most consistent with the mea-

sured data. In performing this assessment, a technique for simulating reflected shock experiments

is developed and benchmarked using unsteady computational fluid dynamic calculations. The ap-
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proach accurately predicts the gas evolution at the measurement location, even in the presence of

significant reflected shock deceleration. It is recommended that shock deceleration be considered

when interpreting data from future experiments where the test gas undergoes significant density

change. The two-temperature model assessment reveals that the widely adopted Park model is

inconsistent with the measured data, while the recently developed modified Marrone and Treanor

(MMT) model demonstrates promising agreement with the data.

The electronic state-resolved model is then compared with experimental measurements from

dilute mixtures of O2 in argon behind reflected shocks. Predictions of dissociation are consistent

with available experimental data from 2-5% mixtures of O2 in argon, indicating that the model

can be confidently applied in conditions where dissociation is ongoing. Electron number density

measurements enable the inference of several relevant rate constants, facilitating improved mod-

eling of net ionization and a clearer understanding of the electronic excitation kinetics of oxygen.

The collisional-radiative model is then assessed using measured data for three electronic states

of atomic oxygen. The model successfully reproduces the multi-stage behavior observed in the

measured time histories and yields new insights into the multi-stage behavior that improve upon

previous interpretations. A global sensitivity analysis considering nearly 300 parameters is then

conducted to identify which model parameters most sensitively influence the predicted excited state

populations. Excitation of the measured states from the metastable levels and collisional excita-

tion between the three measured states are important across all conditions. The excited state

populations demonstrate complex sensitivities involving a large number of collisional and radiative

processes, highlighting the importance of adopting a detailed modeling approach when interpreting

excited state measurements.

Next, a similar study is performed using experimental measurements of N2(X) and the 3s

4P electronic state of atomic nitrogen, here referred to as N(4P), in reflected shock experiments.

Model predictions accurately reproduce measurements of N2 dissociation for mixtures of 2-10%

N2 in argon, with some discrepancies observed for 20% N2 mixtures. Net dissociation in mixtures

containing 20% N2 is significantly impacted by the dissociation of N2(A), the first excited electronic
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state of N2, indicating that molecular electronic excitation can affect net dissociation in shock-

heated nitrogen flows. The collisional-radiative model successfully predicts the three-stage behavior

and induction time observed in concentration measurements of N(4P). Mechanisms for the observed

behavior are discussed. As in the O2-Ar experiments, the interpretation using the detailed model

deviates from previous analyses that employed a simpler kinetic model. Excited state number

density predictions are strongly influenced by the modeling of radiation self-absorption and the

inclusion of the measured non-ideal pressure rise. Similar sensitivities are also found in the O2-

Ar experiments. At higher N2 concentrations, the measured data indicate increased efficiency of

atomic nitrogen electronic excitation in collisions with N as compared to collisions with N2 and

Ar. A global sensitivity analysis of the excited state predictions is then performed, identifying

the processes in the kinetic model that most sensitively influence the predicted excited state time

history and further clarifying the dominant mechanisms affecting the experimental observables.

Finally, plasma generation in hypersonic flows is analyzed using both two-temperature and

collisional-radiative models of nonequilibrium air. Using the two-temperature model, uncertainties

in electron number density predictions are assessed for flow scenarios that correspond to both

strongly shocked and strongly expanded flows, and the dependencies of the calculated uncertainties

on individual input parameters are quantified. Ionization levels behind 5 and 7 km/s normal shocks

are found to be most sensitive to the associative ionization reactions producing O+
2 and NO+ in

the region of peak electron number density, with nitric oxide kinetics dominating the uncertainty

downstream. The higher levels of ionization behind a 9 km/s shock are found to strongly depend on

the electron impact ionization of atomic nitrogen, as well as the charge exchange between N+
2 and N.

Recombining flow scenarios depend on many of the same processes that influence the shocked flows,

with the notable addition of the reassociation reaction O+ + N2 ↔ NO+ + N, which is responsible

for large uncertainties in electron number density in net recombining flows. A sensitivity analysis of

ionization predictions by the air collisional-radiative model is then performed, considering over 600

uncertain parameters. Associative ionization shows similar importance in the collisional-radiative

model as in the two-temperature model. The dominant channels are those involving metastable
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atomic species. While the excited state associative ionization channels are shown to be important,

the explicit modeling of associative ionization involving excited atoms is found to only affect the

post-shock electron number density profiles within a thin layer near the shock front.

Each of the studies of experimental data presented in this thesis provides value in two dis-

tinct ways. First, the measured data is used to assess the developed collisional-radiative model,

yielding unique insights into the collisional-radiative kinetics relevant to shock-heated air species

and argon. Second, by adopting high-fidelity flow and kinetics modeling approaches, each study

reveals the importance of one or more previously unaccounted-for experimental or kinetic effects.

These findings provide useful feedback to inform future experimental campaigns and the accurate

interpretation of data from those campaigns.

The sensitivity analyses of ionization in air provide valuable insight into the typical magnitude

of uncertainty associated with plasma formation predictions in hypersonic flows and identify the

parameters that should be targeted in efforts to reduce those uncertainties.
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Chapter 1

Introduction

During hypersonic flight, a strong bow shock is formed in front of the vehicle that converts

the kinetic energy of the oncoming flow into the thermal motion of the gas particles, while the

energy in the internal modes (rotational, vibrational, and electronic) remains unchanged across

the shock. This initiates concurrent processes of thermal and chemical relaxation whereby the

translationally hot gas particles transfer their energy to internal mode excitation and endothermic

chemical reactions [17]. For typical hypersonic flow conditions, this nonequilibrium state will persist

within a given Lagrangian fluid element for less than a millisecond. While this timescale is brief,

the convective timescale in a hypersonic flow can be similarly small – thus, a significant portion of

the flow around a hypersonic vehicle has the potential to be in thermochemical nonequilibrium.

Nonequilibrium thermochemistry in the high-temperature flow surrounding hypersonic vehi-

cles has been the subject of significant research since the 1950s [18, 17, 19]. Accurate modeling

of thermal and chemical relaxation processes is required for predictions of radiative [20] and con-

vective [21] heat flux, radio communications blackout [22], and vehicle radiative signatures [23].

Multi-temperature models are the most widely adopted approach to modeling thermochemical

nonequilibrium in vehicle-scale hypersonic flows [24, 25, 26, 1]. This type of model is based on

the framework of mode approximation, where separate energy conservation equations are solved

to account for nonequilibrium between different energy modes of the gas. Within the mode ap-

proximation, the distribution of particle internal energies – rotational, vibrational, electronic – is

assumed to follow Boltzmann statistics. However, the true energy distribution function is gener-
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ally non-Boltzmann, and this distinction affects the rates of dissociation, ionization, and thermal

relaxation, which, in turn, affect first-order engineering quantities of interest like heating.

State-resolved modeling provides a more accurate alternative to multi-temperature models

by removing the assumption of a Boltzmann distribution and directly resolving the populations

of individual internal energy levels. Significant advancements in the understanding of molecular

vibrational relaxation and dissociation have been enabled by the development of vibrational and

rovibrational state-resolved models that use rate coefficients determined from scattering calculations

on ab initio potential energy surfaces [27]. That work has led to the development of multiple

modeling frameworks for vibrational relaxation and dissociation that are based entirely on ab initio

quantum chemistry data and state-resolved kinetic modeling [12, 28, 29, 30].

Because most of these models are quantum state-resolved, they are not practical for imple-

mentation in large-scale vehicle-scale CFD analyses due to their prohibitive computational cost.

One exception is the modified Marrone and Treanor (MMT) model first outlined in [27] and for-

mally proposed in [12] with subsequent elaboration in [21]. This is a two-temperature (2T) model

for air that is based on statistical analyses of state-resolved simulations employing ab initio rate

constants. The MMT model offers a compelling alternative to the two-temperature model of Park,

which is currently the most widely adopted approach to modeling thermochemical nonequilibrium

in hypersonic flows [31, 1]. While Park’s model has achieved a reasonable agreement with flight test

data, it has failed to reproduce the latest experimental shock tube measurements and to accurately

predict shock standoff distance on blunt bodies at Mach 10-15 [32]. Work is ongoing to quantify

the improvements in predictive accuracy of engineering quantities of interest by adopting the MMT

model instead of the Park model [33, 34].

The wide range of next-generation vibrational relaxation and dissociation models are cur-

rently being assessed using modern low-uncertainty experimental data [35, 36, 37, 38]. However,

most of the existing validation studies have focused on vibrational state-resolved models, not the

2T models of production CFD codes. The current work seeks to address that gap by presenting a

parametric analysis of 2T modeling options using modern low uncertainty data from pure O2 re-
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flected shock experiments at Stanford University [5]. Special attention is paid to the MMT model,

given its demonstrated potential to accurately predict the inferred time-histories of key 2T model

variables [5].

In contrast to the advancements made in the modeling of vibrational excitation and disso-

ciation, the state-resolved modeling of electronic excitation and ionization is comparatively less

mature since it is far more difficult to determine the necessary rate coefficients using ab initio

techniques, particularly for collisions involving two heavy particles [39]. Most existing studies of

electronic excitation in hypersonic air flows are concerned with predicting radiative heating of ve-

hicles flying in excess of 10 km/s, where dissociation and ionization are rapid, and the electron

mole fraction can exceed 10% within the flowfield. Rapid dissociation and ionization mean that

electronic excitation and ionization are dominated by atomic collisions with electrons throughout

the vast majority of the post-shock flowfield. As a result, models that aim to predict the population

of individual electronic states, so-called collisional-radiative (CR) models, often neglect or provide

a very limited treatment of heavy particle-driven excitation and ionization kinetics in flows where

the ionization fraction is sufficiently high.

For flight speeds in the range of 4,500 to 8,000 m/s, the formation of electrons is much slower

because there is not enough freestream enthalpy to induce electron impact ionization – instead,

electron formation and charged species kinetics are dominated by associative ionization (AI) and

charge exchange. The rate coefficients for these processes vary widely depending on the model used

[40, 41, 17]. In addition, Boyd and Josyula have recently called attention to the potential impact of

atomic electronic nonequilibrium on associative ionization reactions in air, raising questions about

the accuracy of current models for associative ionization under nonequilibrium conditions [40]. At

flight enthalpies where associative ionization is the dominant mechanism of plasma formation, the

electronic excitation of atoms and molecules is dominated by collisions between heavy particles, not

electrons, introducing further uncertainty into electronic state-resolved models that are developed

to study ionization at velocities below 8 km/s.

When considering the study of atomic electronic excitation in the context of associative ioniza-
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tion, there are three key departures from the strongly radiating high-velocity flows discussed above.

First, the states of interest are different – the low-lying states of N and O do not radiate strongly

and are called the “metastable” states because of their long radiative lifetimes. Second, atom-atom

and atom-molecule collisions dominate atomic electronic excitation at suborbital hypersonic speeds

because electrons are scarce. It is possible to generate complete datasets for bound-bound and

bound-free atomic electronic transitions under electron impact [42, 43, 44]; however, it is not possi-

ble to generate such comprehensive datasets for excitation reactions involving only heavy particles.

For collisionally-induced excitation by heavy particles (HP-CIE), each individual rate coefficient

requires costly and time-consuming quantum-chemical calculations of multiple potential energy

surfaces and the couplings between them, followed by complex scattering calculations using those

potentials [45, 46, 47, 48]. The HP-CIE cross sections calculated using the formula proposed by

Drawin [49] on which several analytical rate expressions are based [50, 19, 51] have been shown to

agree poorly with results of detailed quantum scattering calculations, owing to the inability of clas-

sical theory to describe the physics of near-threshold excitation reactions involving heavy particles

[45].

The third key difference when studying HP-CIE and associative ionization is the lack of

flight and ground tests that have published definitive measurements relevant to these processes

at flow enthalpies relevant to suborbital flight. For shock velocities of 2-4 km/s, experimental

ionization measurements such as those performed by Frohn and de Boer [52] have the potential to

be strongly influenced by the ionization of trace impurities. Measurements by Lin, Neal, and Fyfe

[16] at somewhat higher shock speeds of 4.5 to 7 km/s have investigated ionization kinetics at the

conditions of interest; however, the spatial resolution limitations of their measurement technique

prevent a conclusive rate validation effort for associative ionization. Other data from Niblett and

Blackman over a similar velocity range yielded ionization times nearly an order of magnitude slower

than those measured by Lin, Neal, and Fyfe [53], which the latter authors called into question by

claiming that the “luminous front,” taken to be the ionization front, was radiating driver gas

from the electrical discharge [16]. In light of these uncertainties and the scarcity of experimental
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ionization measurements at suborbital shock velocities, many of the widely-used ionization rate

sets are based on comparisons with flight [11] or shock tube [1] data for shock velocities in excess

of 7 km/s.

As a result of these model development and validation challenges, there is significant uncer-

tainty in the accuracy of existing models that describe ionization and atomic electronic excitation at

suborbital hypersonic speeds. New ab initio rate coefficients and experimental validation data are

required to formulate a reliable electronic state-resolved model. However, given the large number of

parameters required for such a detailed model, it is not immediately obvious which reactions should

receive the considerable commitments of time and resources that are required to determine rate

coefficients for a given reaction. In addition, as new experimental data becomes available, it can

be difficult to discern which of the many uncertain parameters is most effectively constrained by a

given measurement, particularly for a state-resolved kinetic mechanism with hundreds or thousands

of individual rate and relaxation parameters.

Both of these challenges can be addressed using sensitivity analysis, a formal technique for

apportioning the uncertainty in a given model prediction to different sources of uncertainty in the

model input [54]. While global sensitivity analysis of a kinetic mechanism with hundreds of uncer-

tain parameters is challenging, the literature contains several examples of such analyses [55, 56, 57].

The same techniques from those studies are applied in the present work. Sensitivity analyses enable

the identification of parameters that most significantly affect the predictions of plasma formation,

providing a quantitative basis for the selection of rate constants that should receive further study.

In addition, sensitivity analysis of variables that can be measured experimentally provides insight

into the model parameters that are most effectively constrained through comparisons with a given

experimental measurement.

1.1 Scope of Dissertation

Due to the increased interest in hypersonic systems for national security, there is a renewed

emphasis on the accurate quantification of plasma formation in hypersonic flows, particularly at
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suborbital speeds where ionization models have not yet been conclusively validated. While sev-

eral reactions are known to affect ionization predictions, there has been no comprehensive effort

to quantitatively apportion the uncertainty in ionization predictions to specific chemical kinetic

parameters for nonequilibrium air flows. In addition, the observations made by Boyd and Josyula

motivate an increase in model fidelity to include the atomic metastable states involved in associative

ionization, which dominates plasma formation at suborbital hypersonic speeds.

Motivated by these considerations, an electronic state-resolved model of an air plasma is de-

veloped in this thesis, with the specific purpose of providing higher fidelity predictions of ionization

at the flow conditions typical of suborbital hypersonic flight. Several components of the developed

collisional-radiative model are assessed using new experimental data, and the model predictions are

assessed in detail across a wide range of conditions.

First, the coupled vibrational relaxation and dissociation of O2 are studied using recent low-

uncertainty experimental measurements by Streicher et al. [5]. A computationally efficient multi-

step technique is developed and validated for the simulation of the reflected shock experiments that

are analyzed throughout this thesis. Several of the available two-temperature models for vibrational

relaxation and dissociation are then assessed. Conclusions from this chapter are broadly useful to

the hypersonics community and also help to inform the vibrational relaxation and dissociation

modeling frameworks and parameters that are adopted within the electronic state-resolved model.

Next, recent experimental measurements of electronically excited atomic oxygen [58, 59, 6, 60]

and nitrogen [8, 9] are leveraged to assess and improve existing models for the collisionally induced

electronic excitation of these species. The detailed collisional-radiative model also provides insight

into the processes driving the observed population dynamics, helping to inform the interpretation

of future atomic excited state measurements behind strong shock waves.

Grotrian diagrams of the lowest-energy electronic states of atomic oxygen and nitrogen are

shown in Figure 1.1, with an orange arrow denoting the absorption transitions used to probe the

measured electronic levels in the analyzed experiments. The measured states are radiatively and

collisionally coupled to a large number of other electronic levels at both higher and lower energies.
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Because the states are close to the continuum, they are also strongly affected by ionization processes.

Due to the large number of transitions involving the measured states, it is not intuitively obvious

which processes are the most important to predictions of the measured states. To address this,

large-scale sensitivity analyses involving several hundred rate parameters are performed to isolate

which processes most strongly influence the populations in the measured states. Sensitivity analyses

yield improved insight into the kinetics under investigation and help isolate the parameters that

are mostly effectively validated through model comparisons with the measured data.

(a) N I (b) O I

Figure 1.1: Grotrian diagram of the lowest-lying electronic states of neutral atomic (a) nitrogen
and (b) oxygen. Several radiative transitions are shown, with those used to perform excited state
number density measurements shown in orange.

Finally, ionization kinetics in air are investigated using both two-temperature and collisional-

radiative models. Sensitivity analysis and uncertainty quantification are performed to assess the

accuracy of ionization predictions by two-temperature models and the parameters that most sig-

nificantly contribute to the uncertainty in model predictions. Ionization kinetics in the collisional-

radiative model are analyzed next, with particular attention being paid to the effects of atomic

electronic nonequilibrium on the net rates of associative ionization. A large-scale sensitivity anal-

ysis is then performed to isolate the parameters in the collisional-radiative model that most affect
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ionization predictions.

1.1.1 Outline

This dissertation consists of eight chapters. The first chapter discusses the context in which

this work is performed, highlighting the key research gaps and questions that motivate the research

being presented. In the second chapter, the mathematical formulations of the nonequilibrium

thermochemical model and sensitivity analysis are developed. The software implementations of

these techniques are also described. In the third chapter, the selection of rate coefficients for the

collisional-radiative model is provided, and a thorough discussion of each process is given.

The main results are included in Chapters 4 - 7. The work presented in Chapter 4 focuses

on the two-temperature modeling of vibrational relaxation and dissociation in pure O2, making

use of newly published measurements of vibrational temperature and O2 number density in several

shock tube experiments. Next, in Chapter 5, experiments from the same facility focusing on the

electronic excitation of atomic oxygen are analyzed. Following a detailed analysis of the experiments

and the observed population dynamics, a sensitivity analysis is performed to identify the collisional-

radiative model parameters that most influence predictions of the measured electronic state. In

Chapter 6, a similar analysis is performed for experimental measurements of electronically excited

nitrogen. In Chapter 7, the ionization of air in strongly shocked and expanding flows is analyzed by

means of two-temperature and collisional-radiative models. A sensitivity analysis of these models

is then performed, isolating the parameters that warrant further study in future efforts to improve

ionization models for shocked hypersonic flows. Finally, a summary, conclusion, and recommended

next steps are provided in Chapter 8.



Chapter 2

Mathematical Formulation and Numerical Implementation

2.1 Introduction

In this Chapter, the two principal computational tools employed throughout this thesis are

described in detail. A description of the chemical kinetics solver is given first, including the mathe-

matical formulation of the collisional-radiative and multi-temperature models, the implementation

of these models into a solver, and several verifications of the software implementation. Next, the

developed sensitivity analysis tool is described. Mathematical principles of polynomial chaos ex-

pansion (PCE) sensitivity analysis techniques are provided, followed by a discussion of the sparse

point collocation technique adopted to fit the PCE surrogate. Finally, the algorithm and its imple-

mentation are described, and a benchmarking case is presented.

2.2 Zero-Dimensional Governing Equations

The simplest flow environment considered is a zero-dimensional, adiabatic, and isochoric

chemical reactor. The governing equations for this system are given by,

d

dt

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

ρp

ρh

ρevib

ρeeex

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

=

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

mpωp

−Qrad

Svib

Seex

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

(2.1)

where t is time, ρ is the bulk gas density, mp is the mass of a particle of pseudospecies p, h is the

specific enthalpy, evib is the specific vibrational energy, and eeex is the specific electron-electronic
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energy. Electron-electronic energy, eeex, includes both the free electron translational energy and

the electronic energy of species whose electronic levels are not explicitly tracked in the collisional-

radiative model. The subscript p denotes a specific pseudospecies, a term that encompasses species

as well as individual electronic states. The right-hand-side of Eq. (2.1) are the source terms: ωp are

the pseudospecies source terms, Qrad is the rate of radiative energy emission, Svib is the vibrational

energy source term, and Seex is the electron-electronic energy source term. An additional constraint

on the governing equations is that total mass density must be conserved, i.e. dρ/dt = 0.

2.3 One-Dimensional Governing Equations

A large number of shock tube experiments are analyzed in this thesis. All of these experiments

are analyzed using a one-dimensional steady-state flow solver that spatially integrates a system of

governing equations downstream from the shock. The jump conditions across the normal shock are

calculated using the Rankine-Hugoniot relations, where vibrational, electronic, and free-electron

translational energies are assumed to be frozen across the shock. The gas composition is also held

constant across the shock.

The analyzed experimental data have been measured behind both incident and reflected

shocks. These two systems necessitate different governing equations and modeling treatments. The

treatment of incident shocks is described first in Section 2.3.1, followed by a discussion of the

reflected shock modeling procedure in Section 2.3.2

2.3.1 Modeling of Incident Shock Experiments

The system of Euler equations describing the evolution of the flow downstream of an incident

shock is given in Eq. (2.2), where x is the distance behind the shock. The governing equations

are solved in the reference frame that moves with the shock, so the variable u is the velocity in

the reference frame of the shock. The reference frame moving with the shock is inertial because

incident shocks are assumed to move with constant velocity. The increment in particle time for a

given spatial step dx is given by udt = dx. The transformation between the distance downstream
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of the shock, x, and the elapsed time in the lab frame, tlab, is given by tlab =
x
uis

, where uis is the

velocity of the incident shock.

d

dx

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

ρpu

ρu2 + P

ρu(h+ 1
2u

2)

ρuevib

ρueeex

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

=

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

mpωp

0

−Qrad

Svib

Seex

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

(2.2)

Pressure is denoted as P in Eq. (2.2). The flow downstream of incident shocks at various flight

conditions in Chapter 7 is also analyzed using Eq. (2.2).

2.3.2 Modeling of Reflected Shock Experiments

Reflected shock experiments are more complex to analyze than incident shock experiments

because the shock motion is unsteady, and the gas is already in a nonequilibrium state before it

passes through the reflected shock. The present work approaches these modeling challenges in the

following way. First, the flow evolution downstream of the incident shock is calculated using Eq.

(2.2). This provides the required information about the nonequilibrium state of the gas that is

passing through the reflected shock. Second, the velocity and acceleration of the reflected shock

are calculated by leveraging the stagnation boundary condition at the shock tube end wall. Results

from these two calculations are then used as inputs to a third and final calculation that considers

the flow evolution at the measurement location, typically located between 3 and 20 mm from the

end wall.

Details of these three calculations are described in Sections 2.3.2.1 through 2.3.2.3. The

present three-step modeling approach is based on that of [38], which itself is an evolution of the

approach described in [37]. This thesis builds upon these previous studies in two key ways. First, in

this Chapter, an improved method is presented for calculating the flow evolution at the measurement

location. Second, in Chapter 4, the accuracy of the adopted three-step modeling approach is
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assessed using an unsteady 1D computational fluid dynamic (CFD) simulation of a reflecting normal

shock in pure O2.

It is helpful to clarify some nomenclature before proceeding. Figure 2.1 shows a schematic

space-time diagram of a reflected shock experiment. The regions of interest are each labeled with

a number: Region 1 is the quiescent gas upstream of the incident shock, Region 2 is the gas

behind the incident shock but upstream of the contact surface, and Region 5 is the gas behind the

reflected shock. Note the curvature of the reflected shock pathline near the wall – this is a unique

feature of experiments with strongly endothermic processes in Region 5. The relevant endothermic

processes under consideration include vibrational excitation, dissociation, electronic excitation, and

ionization.

Figure 2.1: Reflected shock tube x-t diagram denoting the different regions of interest.

2.3.2.1 Incident Shock Modeling

The flowfield downstream of the incident shock is calculated as described in Section 2.3.1.

Shock attenuation is negelcted by assuming a steady incident shock velocity. Boundary layer growth

and its effect on the Region 2 gas is also neglected.



13

2.3.2.2 Reflected Shock Motion From the Wall

Reflected shocks that produce significant excitation, dissociation, or ionization in the test

gas cannot be assumed to move with a constant velocity. These endothermic processes cause the

stagnated gas at the wall to compress and cool, introducing a slight velocity toward the wall. As

this happens, expansion waves move away from the wall and intersect with the reflected shock,

weakening it as they pass through. The exact calculation of this interaction would require an

unsteady flow solver. Here, an approximate solution to the reflected shock velocity is computed

using the existing 1D space-marching shock tube code by specifying that the gas at the end wall

remains at zero lab-frame velocity and constant pressure. The approximate method significantly

reduces the computational cost required to simulate a given reflected shock experiment when com-

pared to an unsteady CFD calculation. A computationally efficient flowfield model is critical for

enabling the analysis of reflected shock experiments using computationally intensive state-resolved

thermochemistry models like those adopted here [38, 37, 61].

By assuming stagnated gas at the wall, the 1D Euler equations are reformulated in the un-

steady reference frame of the reflected shock. When viewed in this frame, the velocity of the

stagnated wall-adjacent gas is exactly the reflected shock velocity urs. This approach was origi-

nally proposed by Appleton and is based on the assumption of constant stagnation enthalpy in the

wall-adjacent gas [62]. Constant stagnation enthalpy is a reasonable approximation because the

changing velocity of the reflected shock does not contribute significantly to the enthalpy balance

󰀃
∆1

2u
2
rs ≪ h

󰀄
. A comparison with unsteady CFD in Chapter 4 assesses whether these approxima-

tions produce a reasonable prediction for the reflected shock velocity and test gas evolution.

The system of governing equations is given in Eq. (2.3), which is derived from the work of

[38, 62]. Note that the assumption u = urs is only strictly valid at the wall where the no penetration

boundary condition holds. From the continuity expression in Eq. (2.3), it is simple to see that

changes to the gas density at the wall must be accompanied by inversely proportional changes to
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the shock velocity.

d

dx
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󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

(2.3)

A new term is introduced into the right-hand-side of the momentum equation to ensure that

the pressure at the end wall remains constant, which is expected in the limit of weak Region 2

flow gradients [63]. To specify this condition, the momentum source term, Sm,dP , must be equal

to ρudu
dx as derived in [38]. With this relationship and the continuity equation, the conservation of

momentum reduces to dP
dx = 0 as desired.

These modifications to the Euler equations allow the non-constant reflected shock velocity

to be calculated using a computationally efficient space-marching simulation approach since a de-

celerating reflected shock arises naturally as a result of specifying the no penetration end wall

boundary condition and a constant end wall pressure. Notably, however, the adopted approach

neglects influences on the reflected shock velocity from flow property gradients in Region 2. The

possible impact of these gradients is assessed in Chapter 4.

One additional consideration is worth mentioning. In the reflected shock experiments ana-

lyzed here, the pressure at the measurement location increases linearly throughout the test time

[5]. This happens because the Region 2 gas is compressed by the growing boundary layer as it

moves downstream of the incident shock. Attenuation of the incident shock also leads to higher

pressures as one moves downstream from the incident shock. The reflected shock thus propagates

into a region of steadily increasing pressure, leading to a positive and nonzero dP
dt in Region 5.

Non-ideal pressure rise may be incorporated as a source term into the momentum and energy

equations when calculating the reflected shock velocity [61]. This source term leads to increased

gas compression, which causes additional shock deceleration when applied in the present modeling

approach. This is incomplete because it treats the pressure rise as though it only occurs in Region
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5 without any accounting of how the Region 2 pressure increase impacts the shock motion.

The growing boundary layer behind the incident shock may be captured by modeling the

tube as a converging area duct [64], and shocks propagating into a converging duct are known to

accelerate [65]. Thus, while the previously adopted dP
dt source terms may predict shock deceleration

due to Region 5 gas compression, there is a competing shock acceleration effect from the upstream

flow changes that may be more important.

The present modeling approach is not capable of including these upstream changes when

calculating the reflected shock velocity. As a result, the non-ideal pressure rise is neglected when

calculating the reflected shock motion. Boundary layer effects are not expected to significantly

affect the reflected shock velocity at the measurement location; however, future work should assess

how the shock velocity is impacted at downstream locations.

2.3.2.3 Calculation of Measurement Location Flow Evolution

A third space-marching calculation is performed to simulate the flow evolution at the mea-

surement location. This simulation is initialized using the nonequilibrium state of the Region 2 gas

that intersects with the reflected shock at the measurement location. To do this, the particle time

between the arrival of the incident and reflected shocks must be calculated for the fluid element

arriving at the measurement location at the same time as the reflected shock. The particle time cal-

culation is performed iteratively following the method presented in [38]. This method ensures that

the nonequilibrium flow evolution in Region 2 and changing reflected shock velocity are included

when calculating the pre-shock flow properties at the measurement location.

With a particle time in hand, the reflected shock velocity is then calculated using the sum

of u2(t = tp) from the first simulation and urs(x = d) from the second, where u2(t) is the flow

velocity in Region 2 at a particle time t. Both velocities for this calculation are measured in the

laboratory frame. The initial condition can now be calculated using the nonequilibrium pre-shock

flow properties and the reflected shock velocity measured in the Region 2 particle frame. As with the

previous two calculations, the jump condition is evaluated using the Rankine-Hugoniot relations.
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Notably, the shock deceleration across the distance between the wall and the measurement location

weakens the reflected shock such that the flow is no longer stagnated at the measurement location.

The present approach underpredicts the measured pressure at the observation location by up

to 15%. A disagreement of that magnitude cannot be explained by relaxation in Region 2 alone,

which raises P2 by a maximum of 4% for the most extreme case analyzed. The higher pressures

observed experimentally are likely caused by the compression of the Region 2 gas by the growing

boundary layer behind the incident shock. Analysis by Mirels shows that boundary layer growth

can produce Region 2 pressure increases of the magnitude needed to explain the present discrepancy

[66]. Incident shock attenuation may also play a role; however, it cannot be the sole explanation

since pressure overshoots are observed even in experiments where the shock attenuation is negative.

In order to mimic this effect and to ensure agreement with the measured values of P5,0, the

upstream condition for the third marching calculation is adjusted using the isentropic relations

until the desired Region 5 pressure is equal to the measured P5,0. This has the effect of increasing

the temperature in Region 5 above its nominal value by as much as 3.5%. Application of the

compression to Region 2 results in a smaller rise in T5 from its nominal value than if the compression

is applied in Region 5. Compressing the Region 2 gas is motivated by the assumption that much

of the observed overshoot in P5 is caused by increases in the Region 2 pressure due to shock

attenuation and boundary layer growth.

Because the flow is no longer exactly stagnated at the measurement location, u is no longer

equal to urs. Thus, the flow evolution at the measurement location is evaluated using Eq. (2.4).
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(2.4)

Because stagnated flow is no longer assumed, urs(x) is prescribed from the result of the

previous calculation. The transformation between x and tlab is given by Eq. (2.5).
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tlab =

󰁝 x

0

dx

urs(x)
(2.5)

Equation (2.4) includes additional source terms to account for the experimentally observed

non-ideal pressure rise. As opposed to the second space-marching calculation described in Section

2.3.2.2, the source term in the momentum equation is constructed so that dP
dx = 1

urs

󰀃
dP
dt

󰀄
meas.

instead of dP
dx = 0. The energy equation source term accounts for the work done by the non-ideal

pressure rise, modeled as dh = vdP following [5]. Exact formulations of the source terms are given

in Eq. (2.6) and (2.7).

Sm,dP =
d

dx

󰀃
ρu2

󰀄
+

1

urs

󰀕
dP

dt

󰀖

meas.

(2.6)

Sh,dP =

󰀕
dP

dt

󰀖

meas.

(2.7)

These source terms are necessary because the present approach cannot capture the full un-

steady physics leading to a non-ideal pressure rise in Region 5. Despite this limitation, the impact

on P (t) is important to include in the present analysis. Matching the experimentally measured

pressure allows far more meaningful conclusions to be drawn from the comparison with measured

number density time histories.

2.4 Thermodynamic Properties

The collisional-radiative model applies a detailed treatment of nonequilibrium between the

different energy modes of the gas. As shown in the previous Sections, separate conservation equa-

tions are solved for the vibrational and electron-electronic energies. Heavy particle translational

energy and molecular rotational energy are assumed to be in equilibrium at a shared translational-

rotational temperature, Ttr, following [17].

Within the collisional-radiative model, the specific enthalpy of the gas, h, is defined as:

ρh =
󰁛

s

h◦f,sns +
󰁛

s∈H

5

2
nskBTtr +

󰁛

s∈M
nskBTtr +

󰁛

s∈HCR

Nex󰁛

i

εini + nekBTeex + ρevib + ρeeex (2.8)
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where H is the set of all heavy species, HCR is the set of heavy species with electronic states that

are modeled explicitly in the collisional-radiative model, M is the set of all molecular species, h◦f,s

is the formation enthalpy of a species s, Teex is the electron-electronic temperature, n is number

density, i is an electronic state index, and Nex are the number of electronic states for a species s.

Boltzmann’s constant is given as kB. The symbol ε denotes the energy per particle for a given species

(εeex,s and εvib,s), electronic state (εi), vibrational state (εv), or rotational state (εJ). Rotational

energy is calculated using the rigid rotor approximation. The translational-rotational temperature

is calculated at each timestep using Eq. (2.8) with the known total enthalpy, vibrational energy,

electron-electronic energy, and pseudospecies number densities.

The pressure of the gas, P , is calculated using Dalton’s law of partial pressure in Eq. (2.9).

P =
󰁛

s∈H
nskBTtr + nekBTeex (2.9)

The electron-electronic and vibrational energies are defined as:
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(2.11)

where HB is the set of heavy particles where the electronic energy is assumed to follow a Boltzmann

distribution at the electron-electronic temperature, and v are vibrational state indices. Note that

HB ∪HCR = H and HB ∩HCR = ∅.

Temperatures of the vibrational and electron-electronic modes are calculated from evib and

eeex, respectively. Note that in general, eeex and evib are both functions of Teex, Tvib, Ttr, and the

pseudospecies number densities. At each integration step, the values of Teex and Tvib are calculated

iteratively using Eqs. (2.10) and (2.11) with the values of Tvib and Teex, respectively, from the

previous step.

Within an electronic state-resolved model, it is not always possible to uniquely specify the

electronic state distribution using a single electronic temperature. Regardless, a species electronic
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temperature, Tex,s, is defined here as the temperature that characterizes a Boltzmann distribution

of electronic states with the same total electronic energy as the true, non-Boltzmann electronic

state distribution.

2.5 Partition Functions

Partition functions, Q, are calculated using Maxwell-Boltzmann statistics and the tempera-

tures that characterize each energy mode. The partition function for a vibration level, v, is given

as,

Qv = exp

󰀕
−εv
kBTv

󰀖 NJ󰁛

J

gJ exp

󰀕
−εJ
kBTtr

󰀖
(2.12)

where J are rotational state indices and NJ is the number of rotational states in a given vibrational

level. The partition function for an electronic level, i, is given by Eq. (2.13) for a molecular species

and Eq. (2.14) for an atomic species.
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Qi = gi exp

󰀕
−εi
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󰀖
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For electrons, the translational partition function is,

Qt,e =

󰀕
2πmekBTeex

h2

󰀖3/2

(2.15)

where h is Planck’s constant. For a heavy species s, the translational partition is

Qt,s =

󰀕
2πmskBTtr

h2

󰀖3/2

(2.16)

Total partition functions are equal to the product of the internal and translational partition

functions. For the electron, which has two possible spin states, the internal partition function is

equal to two. Thus, the total partition function for an electron is:

Qe = 2Qt,e (2.17)
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For a pseudospecies that corresponds to a single electronic state, i, of a species s, the total partition

function is given in Eq. (2.18).

Qs(i) = Qt,sQi (2.18)

The total partition function of a species s, considering all electronic state indices, is defined in Eq.

(2.19).

Qs = Qt,s

Nex󰁜

i

Qi (2.19)

Whenever a superscript h is applied to a given partition function, that means the heavy

particle translational temperature, Ttr, is used as the temperature for all terms in the partition

function. If e is the superscript, then the free-electron temperature is used for all terms in the

partition function.

Atomic electronic energies and state degeneracies are taken from the NIST database [67].

Rovibrational energies of N2(X) and O2(X) are the same as those used in Kim and Boyd [68]

and Andrienko and Boyd [69], respectively. The rovibrational energies for all other molecular

electronic states are calculated using a Dunham expansion with the vibrational and rotational

constants from NIST [70]. The molecular spectroscopic constants adopted in the present work are

listed in Appendix A. A detailed description of how to calculate rovibrational energies and state

degeneracies using a Dunham expansion may be found in Barklem and Collet [71]. The nuclear spin

degeneracy of each rovibrational state is divided by the product of the nuclear spin degeneracies of

the constituent atoms. This is consistent with the calculation of atomic partition functions via Eq.

(2.14) where gi is only the electronic degeneracy and does not include the nuclear spin degeneracy.

The separation of rotational and vibrational energies follows a vibration-prioritized framework

in which the vibrational energy is defined using the J = 0 rovibrational level energies. Rotational

energies are then calculated as 󰂃J = 󰂃vJ − 󰂃v where εvJ is the energy of the rovibrational level with

quantum numbers v and J . Rovibrational energies are referenced with respect to the energy of

their electronic level, and electronic energies are referenced with respect to the formation enthalpy

of the species.



21

2.6 Nonequilibrium Energy Evolution Equations

2.6.1 Vibrational Energy Mode

Vibrational energy evolves through relaxation with the heavy particle and free electron trans-

lational modes and through chemical reactions.

ρu
devib
dx

= Svib = −Sev + Svt + Svc (2.20)

Electron-vibrational relaxation, Sev, is modeled using the Bethe-Teller equation [72],

Sev =
󰁛

s∈M
ns

εvib,s − εevib,s
τev,s

(2.21)

where M is the set of molecular species and τev,s is the electron-vibrational relaxation time for a

species s. The average vibrational energy per particle of species s is εvib,s, and εevib,s is the average

vibrational energy per particle of s evaluated at Teex. Relaxation times, τev, are modeled using the

expressions from Laporta et al. for O2 [73] and N2 [74]. Relaxation in e-NO collisions is not included

in the model because vibrational-electron relaxation involving NO is not expected to meaningfully

impact electron energy relaxation. Nitric oxide typically comprises less than 5% of the flow and

vibrational-electron relaxation is primarily driven by efficient energy exchange involving N2 [75].

The source term for vibrational-translational relaxation, Svt, is also calculated using the

Bethe-Teller equation,

Svt =
󰁛

s∈M
ns

εhvib,s − εvib,s

τvt,s
(2.22)

with the mixture averaged vibrational relaxation time, τvt,s, calculated following Gnoffo et al. [76]

with the collider-specific vibrational relaxation times given in Table 2.1.

Vibrational relaxation is strongly affected by the two-way coupling that exists between vi-

brational relaxation and dissociation. Several models are available to approximate the effects of

this coupling, hereafter referred to as vibration-dissociation coupling, on the rates of vibrational

relaxation and dissociation. The models implemented in this work are described in Section 3.3.1,

and an extensive discussion of the other available models may be found in [13].
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Table 2.1: Selected vibrational-translational relaxation time, τvt, expressions. Park’s high-
temperature correction [1] is applied whenever the relaxation time is taken from [2] or [1].

Molecule Collider P τvt (atm-s) Ref.

O2 Ar 4.7× 10−15 exp

󰀕
200

T
1/3
tr

󰀖
T

5/6
tr

1−exp
󰀓
− 2240

Ttr

󰀔 [5]

O2 O2 8.4× 10−15 exp

󰀕
170

T
1/3
tr

󰀖
T

5/6
tr

1−exp
󰀓
− 2240

Ttr

󰀔 [5]

O2 O 1.85× 10−8 exp
󰀃
2.08× 10−5Ttr

󰀄
[77]a

O2 N2 exp
󰁫
134

󰀓
T
−1/3
tr − 0.0295

󰀔
− 18.42

󰁬
[2]

O2 N exp
󰁫
72.4

󰀓
T
−1/3
tr − 0.0150

󰀔
− 18.42

󰁬
[1]

O2 NO exp
󰁫
136

󰀓
T
−1/3
tr − 0.0298

󰀔
− 18.42

󰁬
[2]

N2 Ar exp
󰁫
240

󰀓
T
−1/3
tr − 0.0302

󰀔
− 18.42

󰁬
[2]

N2 O2 exp
󰁫
229

󰀓
T
−1/3
tr − 0.0295

󰀔
− 18.42

󰁬
[2]

N2 O exp
󰁫
72.4

󰀓
T
−1/3
tr − 0.015

󰀔
− 18.42

󰁬
[2]

N2 N2 exp
󰁫
−82550T−1

tr + 17600T
−2/3
tr − 904.9T

−1/3
tr − 1.983

󰁬
[78]

N2 N exp
󰁫
−27300T−1

tr + 6667T
−2/3
tr − 296.2T

−1/3
tr − 14.44

󰁬
[78]

N2 NO exp
󰁫
225

󰀓
T
−1/3
tr − 0.0293

󰀔
− 18.42

󰁬
[2]

NO Ar 4.6× 10−8 exp
󰀓
85× T

1/3
tr

󰀔
[79]

NO O2, O, N exp
󰁫
49.5

󰀓
T
−1/3
tr − 0.0420

󰀔
− 18.42

󰁬
[1]

NO N2 6.2× 10−10 exp
󰀓
130× T

1/3
tr

󰀔
[80]

NO NO 1.1× 10−9 exp
󰀓
70× T

1/3
tr

󰀔
[79]

a The Millikan and White correlation [2] is used for temperatures below 3,000 K [81].

Vibration-dissociation coupling models are relevant to the vibrational energy conservation

equation because they provide a closure for the average vibrational energy of a dissociating molecule,

󰀍
εvib,s(i)

󰀎
d
. Because vibrationally excited molecules are significantly more likely to undergo disso-

ciation than unexcited molecules, the average vibrational energy loss per dissociation reaction is

often greater than the average vibrational energy of the species undergoing dissociation.

For non-dissociation reactions, molecular species are assumed to be created and destroyed

at the average energy of that species [31]. This applies to associative ionization, charge exchange,

and electronic excitation exchange reactions. The resulting expression for the vibrational energy
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change due to chemical reactions, Svc, is

Svc =
󰁛

s∈M

Nex󰁛

i

nr󰁛

r

󰀍
εvib,s(i)

󰀎
r
ωr
s(i) (2.23)

where nr is the number of chemical reactions and r is an index for chemical reactions. The source

term for a species s in electronic state i due to reaction r is ωr
s(i). The average vibrational energy

of the s(i) molecules created or destroyed in a reaction r is
󰀍
εvib,s(i)

󰀎
r
. Note that

󰀍
εvib,s(i)

󰀎
r
=

󰀍
εvib,s(i)

󰀎
d
when r is a dissociation reaction. Closures for the average vibrational energy change per

dissociation are discussed in Section 3.3.1.

2.6.2 Electron-Electronic Energy Mode

The electron-electronic energy evolves through relaxation with the other energy modes, chem-

ical reactions, and radiative emission. Unlike the vibrational mode, the electron-electronic energy

mode is influenced by radiative processes, electronic excitation, and ionization. Exchanges between

the electron-electronic energy mode and the energy of the individually resolved electronic states is

mediated by electron impact excitation (Se−cie) and ionization (Se−cii) source terms, while radiative

losses are captured in the free-bound (Sfbr) and free-free (Sffr) radiative emission source terms.

Changes to the electron-electronic energy during chemical reactions are accounted for in the Sec

source term.

ρu
deeex
dx

= Seex = Set + Sev + Se−cie + Se−cii − Sfbr − Sffr + Sec (2.24)

The relaxation term between electron and translational-rotational energy, Set, is given as,

Set =
3

2
kB (Ttr − Teex)

󰁵
8kBTeex

πme

󰁛

s∈H

2me

ms
nensσe,s (1 + gr,s) (2.25)

where σe,s is the momentum-transfer cross-section for electron-heavy particle collisions [7], and gr,s

is the rotational loss factor used in [82]. The values of gr,O2 and gr,O+
2
are set to 10, a value first used

in [83] for N2 and later used for O2 by [84] based on the similar rotational excitation cross sections

of the two species. Following [84], gr,NO is set to 100. Rotational loss factors are zero for the

atomic species, which have no rotational energy. Momentum transfer cross-sections for Ar, O, and



24

N collisions with electrons are taken from the B-Spline R-Matrix (BSRM) calculations presented

in [85, 86, 43]. The momentum transfer cross-sections that were calculated in both studies are in

close agreement with previous experimental cross-section measurements. Equation (2.25) requires a

cross-section that is a function of temperature, not collision energy, so the energy-dependent cross-

sections are averaged over a Maxwellian electron energy distribution function at Teex following [87]

to arrive at the temperature-dependent expressions in Table 2.2. For argon, the BSRM momentum

transfer cross-section is for the ground state, while for oxygen and nitrogen, the cross-sections are

reported for the lowest three electronic states. The state-specific oxygen and nitrogen cross-sections

are summed using the Boltzmann fraction of each state at Teex to compute σe,O and σe,N .

Table 2.2: Cross sections for electron-neutral collision cross-section used in Eq. (2.25) and the

temperatures over which they have been fit.

s σe,s (10−20 m2) Temperature (K) Ref.

Ar 0.08156 [ln (Teex)]
3 − 1.166 [ln (Teex)]

2 + 3.678 [ln (Teex)] + 4.055 300 – 40,000 K [85]

O2 2 + (6× 10−4)Teex 5,000 – 15,000 K [76]

N2 7.5 + (5.5× 10−4)Teex − (1× 10−8)T 2
eex 5,000 – 15,000 K [76]

NO 10 5,000 – 15,000 K [76]

O −0.01011 [ln (Teex)]
3 + 0.2431 [ln (Teex)]

2 − 1.260 [ln (Teex)] + 2.142 300 – 50,000 K [86]

N −2.422 [ln (Teex)]
3 + 73.03 [ln (Teex)]

2 − 734.0 [ln (Teex)] + 2466 1,000 – 50,000 K [43]

Electron-ion cross-sections are treated using a Coulomb cross-section with the Debye cutoff

approximation, which leads to Eq. (2.26) from [88] with the factor of 4/3 implemented by [17].

σe,s =
4

3

4.39× 10−10

T 2
eex

ln

󰀕
1.24× 107T 1.5

eex√
ne

󰀖
[m2] (2.26)

The Debye cutoff approximation states that the Coulombic interaction potential between

electrons and ions should be truncated for distances exceeding the Debye length. Goldbach et al.[89]

found this approximation to be accurate within the uncertainty of their experimental conductivity

measurements for Debye numbers above three. The Debye numbers encountered in the present

analyses typically far exceed this value, so the Debye cutoff approximation is deemed appropriate.

Relaxation between the free electrons and the individually resolved electronic states in Eq.
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(2.24) are mediated by Se−cie and Se−cii, which represent the electron energy change due to col-

lisionally induced electronic excitation and ionization by electron impact. Near the shock, these

terms are positive as translationally cold priming electrons, mostly generated from associative ion-

ization and collisionally induced ionization by heavy particles (HP-CII), gain energy from excited

species via superelastic collisions. Once the electron temperature increases sufficiently, the Se−cie

and Se−cii terms become negative as the electrons become the dominant driver of excitation and

ionization in the gas. This multistage behavior has been observed in radiation data from shock

tube studies [15] and in measurements of excited state number densities reported in [59, 6].

Expressions for the electron-electronic energy source terms due to electron impact excitation

and ionization are given below,

Se−cie = ne

󰁛

s∈HCR

Nex−1󰁛

i

Nex󰁛

j>i

εijk
e−cie
s(i,j)

󰀣
Qe

i

Qe
j

nj − ni

󰀤
(2.27)

(2.28)

Se−cii = ne

󰁛

s∈{HCR\I}

Nex󰁛

i

εij+k
e−cii
s(i,j+)

󰀥
nj+ne

Qe
i

Qe
j+
Qe

exp

󰀕
Is(1)

kBTeex

󰀖
− ni

󰀦

+ ne

󰁛

s∈{HB\I}
〈εeex,s〉ionke−cii

s(1,j+)

󰀗
nj+ne

Qe
s

Qj+Qe
exp

󰀕
Is(1)

kBTeex

󰀖
− ns

󰀘

where HCR is the set of heavy species with individually resolved electronic states, I is the set of

charged heavy species, Is(1) is the ionization energy of the ground electronic state of s, εij = εj − εi

is the energy difference between electronic states i and j, ke−cie
s(i,j) is the rate of electron impact

excitation of species s from electronic state i to state j, and ke−cii
s(i,j+)

is the rate of electron impact

ionization from s(i) to s+(j). In addition, Qi, Qe, and Qe
i are the partition function of an electronic

state i, the partition function of the free electrons, and the partition function of an electronic state i

calculated at Teex. For electron impact ionization for species in HB, the average electron-electronic

energy removed during the ionization of a species s is given as 〈εeex,s〉ion. Following Farbar et al.

[90], it is assumed that the average electronic energy removed during electron impact ionization is

equal to 0.3Is(1).

The electron translational energy decreases over time due to free-bound and free-free, or

Bremsstrahlung, emission. The gas is assumed to be optically thin to free-free emission, and
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emission due to radiative and dielectronic recombination to the ground state of argon is assumed to

be completely self-absorbed due to the high concentration of ground state argon atoms. Radiation

from free-bound radiative transitions to excited state argon atoms is assumed to completely escape

the gas based on the low concentration of excited argon atoms [91, 7]. All free-bound emission

involving recombination of an O+ or N+ atom is also assumed to escape the gas completely. The

effective charge in Eq. (2.30), Zeff , is set to 1.67 following [59, 7]. Electron-electronic energy source

terms due to free-bound and free-free radiative losses are,

Se−fbr =
󰁛

s∈{A\I}

󰁛

(i,j+)∈T fb
s

nenj+k
fbr
s(i,j+)

󰀃
Is(1) + εj+ − εi

󰀄
(2.29)

Se−ffr = 1.42× 10−40Z2
effT

1/2
eex n

2
e [J/m3·s] (2.30)

where A is the set of atomic species and T fb
s is the set of electronic state index pairs for free-bound

recombination to form species s.

The final term in the electron-electronic energy equation is Sec, the source term due to

chemical reactions defined in Eq. (2.31),

Sec =
󰁛

s∈HB

ωsεeex,s + ωAI
e εeex,e +

󰁛

s∈M

Nex󰁛

i

ωdiss,e
s(i)

󰀃
D0,s(i) − εrot,s(i) − εvib,s(i)

󰀄
(2.31)

where HB is the set of heavy species with electronic states that are assumed to follow a Boltzmann

distribution at the electron-electronic temperature, ωAI
e is the source term for electrons due to

associative ionization and ωdiss,e
s(i) is the source term for s(i) molecules due to electron impact dis-

sociation. Species in HB are assumed to be created or destroyed at the average electron-electronic

energy of that species, εeex,s. For electron impact dissociation, molecules are assumed to be cre-

ated or destroyed at the average rotational and vibrational energy. The average loss of electron

translational energy during dissociation of a molecule s(i) is thus the difference between the disso-

ciation energy of the s(i) molecule, D0,s(i), and the average rovibrational energy of an s(i) molecule,

εrot,s(i) + εvib,s(i).
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2.6.3 Vibrational-Electron-Electronic Energy Mode

Whenever a two-temperature model is applied, the governing equations do not include sepa-

rate energy equations for evib and eeex; rather, one equation is solved for a combined vibrational-

electron-electronic energy, evee. The governing equation for this combined energy mode may be

derived by simply summing the conservation equations for the vibrational and electron-electronic

energies. The resulting conservation equation is,

ρ
devee
dt

= Svee = Svt + Set + Se−cie + Se−cii − Sfbr − Sffr + Sec + Svc (2.32)

where all of the terms follow their formulations as described in the previous sections.

In the case of a two-temperature model without individually resolved electronic states, the

governing equation becomes,

Svee,2T = Svt + Set + Se−cii + Sec + Svc (2.33)

where the radiative loss terms have also been neglected.

2.7 Master Equation

The source term for a given pseudospecies, p, is dependent on whether p represents a species

or an individual electronic state. The formulation of ωp in these two cases is given by Eq. (2.34),

ωp =

󰀻
󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰀽

ωs if s ∈ Ps

ωs(i) if s(i) ∈ Pex

(2.34)

where Ps is the set of pseudospecies that includes the species in HB and electrons, and Pex is the

set of pseudospecies that correspond to individual electronic states of the species in HCR.

2.7.1 Species

Source terms ωs, for species in Ps, are the sum of source terms due to ionization, chemical

reactions, and free-bound electronic transitions.

ωs = ωe−cii
s + ωhp−cii

s + ωchem
s + ωfbr

s (2.35)
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2.7.2 Electronic States

The source terms ωs(i) for pseudospecies in Pex include the summed contributions from

collisionally induced bound-bound and free-bound electronic transitions, chemical reactions, and

radiative bound-bound and free-bound electronic transitions.

ωs(i) = ωe−cie
s(i) + ωe−cii

s(i) + ωhp−cie
s(i) + ωhp−cii

s(i) + ωchem
s(i) + ωfbr

s(i) + ωbbr
s(i) (2.36)

Equilibrium constants for the collisional processes are calculated using the principle of detailed

balance [71, 92]. Descriptions of the modeling of each process is given in Chapter 3 alongside a

discussion of the adopted rate constants for each.

2.8 Numerical Implementation of Shock Tube Solver

2.8.1 Numerical Solution of the Governing Equations

Solution variables in the chemical kinetics solver are the translational-rotational temperature,

Ttr, pseudospecies molalities γp, vibrational energy evib, and electron-electronic energy eeex. The

evolution of these variables is computed by integrating their spatial or temporal derivatives using

an implicit Lomax method [93]. A second-order central difference scheme is used to numerically

compute the Jacobian at each integration step. The evolution equations for the nonequilibrium

energy modes have been described in the previous Sections. For the pseudospecies molalities, γp,

the governing equations for ρp are each divided by mpNAρ, where NA is Avogadro’s number, to

obtain an equation for the evolution of the molalities.

The equation describing the evolution of Ttr is derived using the conservation equations for

mass, x-momentum (if 1D), and total energy that are presented in Section 2.2 and 2.3. To derive

the evolution equation for Ttr in one-dimension, the three Euler equations are reduced to two

governing equations by incorporating continuity
󰀃

d
dx (ρu) = 0

󰀄
into the conservation equations for

x-momentum and total energy. The remaining two equations are then rearranged into a linear

system with dTtr
dx and d(u2/2)

dx as the independent variables. Cramer’s rule is used to solve the
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linear system for dTtr
dx , and u is calculated after the integration step using the conservation of total

enthalpy. These manipulations are applied to the three systems of Euler equations in Section 2.3.2

to obtain the formulations of dTtr
dx that are numerically integrated for each flow scenario. In the

zero-dimensional case, the evolution equation of Ttr is directly calculated via manipulation of the

0D governing equations.

2.8.2 Code Benchmarking

Benchmarking of the developed code is of obvious importance and has been performed via

several comparisons with codes that have overlapping capabilities. Comparisons with the CFD

code LeMANS [24, 94] enable assessment of multitemperature kinetic models, while comparisons

with PLATO [95] enable an assessment of the electronic state-resolved kinetics. All of the compar-

isons in this Section are performed for zero-dimensional adiabatic and isochoric chemical reactors.

Because the developed code implements general multitemperature (MT) and collisional-radiative

(CR) kinetics, it is referred to as MTCR throughout this Section. For several of the comparisons,

the difference between predictions by two codes is quantified by root mean square error (RMSE),

defined as:

RMSE =

󰁶󰁓
i(γ

MTCR
i − γotheri )2

N
(2.37)

where γi is the variable being compared at a time point i.

2.8.2.1 Multitemperature Modeling

Comparisons with LeMANS have been performed for a variety of cases of increasing com-

plexity to verify each component of the code. Here, only the most complex cases are shown since

they encompass the effects of a large number of processes in a single benchmarking calculation.

A pure O2 reactor with ρ = 0.100 kg/m3 is analyzed first. Only two reactions, the dissociation

of O2 with O and O2 are included, using rate coefficients and vibration-dissociation coupling from

Park [1]. The vibrational relaxation of O2 with O2 and O is implemented using the Millikan and

White correlation [2] and Park’s high-temperature correction [1] for this comparison. Figure 2.2
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illustrates the temperature and species number density predictions, which show excellent agreement

between the two codes.

(a) (b)

Figure 2.2: Benchmarking of the Park chemical kinetics model for a 0D adiabatic reactor of 100%
O2 initialized to Ttr=20,000 K and Tvib=300 K with a density of 0.100 kg/m3. Root mean square
error between the LeMANS and MTCR predictions is given for each variable.

In Figure 2.3, the predictions of LeMANS and MTCR are compared for a zero-dimensional

reactor initialized to Ttr=30,000 K at a pressure of 1 atm for a gas containing 95% CO2 and 5% N2

by volume. The chemical reaction set includes 20 species and over 150 reactions. Again, excellent

agreement between the two codes is obtained. Slight discrepancies are observed at the peak value

of Tvee in Figure 2.3a, which are due to the slightly different formulations of σe,s in the two codes.

The largest difference in the temperature values is approximately 300 K. The good agreement for

this condition indicates that MTCR can be reliably used to simulate ionized nonequilibrium flows

containing polyatomic species.

2.8.2.2 Electronic State-Resolved Kinetics

Because LeMANS does not have electronic state-resolved kinetics, the comparisons presented

in this Section make use of PLATO [95], a library developed at the University of Illinois at Urbana

Champaign. For the assessment of state-resolved kinetics, a zero-dimensional reactor of 99.9% argon
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(a) (b)

Figure 2.3: Benchmarking of kinetics involving polyatomic species using a 20-species kinetic model
for 95% CO2 with 5% N2 initialized to 30,000 K at a pressure of 1 atm.

and 0.1% electrons is initialized to 30,000 K heavy particle translational temperature and 300 K

free electron temperature. Results from both codes are compared in Figure 2.4, demonstrating

excellent agreement. The excitation temperature of argon, Tex,Ar, is defined in both codes as the

temperature characterizing a Boltzmann electronic state distribution with the same total energy

as the true, non-Boltzmann state distribution. Slight discrepancies in the concentration of Ar+ in

Figure 2.4b are caused by numerical errors that arise during the first two timesteps.

2.8.3 Limitations

The numerical implementation of the governing equations described in Section 2.8.1 has an

important limitation regarding strongly radiating flows in the one-dimensional formulation. In

solving for the Ttr, a linear system is constructed to obtain the derivative expressions for Ttr and

1
2u

2. However, only the Ttr expression is actually integrated; u is solved after the integration step

using the assumption that the total enthalpy remains constant behind the incident shock.

The assumption of constant enthalpy is not valid when source terms due to non-ideal pressure

rise or radiative energy loss are included. Because enthalpy is not a solution variable, its change
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(a) (b)

Figure 2.4: Benchmarking of collisional excitation and ionization kinetics using a 31-state model
of argon in a zero-dimensional adiabatic reactor initialized to 30,000 K at 100 atm in a mixture of
99.9% Ar with 0.1% e− by volume.

is not explicitly calculated during the integration step. As a result, changes to the enthalpy must

be imposed after the integration step via a first-order update. For enthalpy changes due to non-

stiff terms, such as non-ideal pressure rises or mild radiative power loss, the first-order update is

acceptable. However, when radiative losses are significant or change in a strongly nonlinear fashion,

as is the case behind sufficiently strong shocks, the accuracy of a first-order update becomes poor.

As a result, the calculation of u can return an imaginary value, stopping the execution of the code.

Solving this problem requires the inclusion of velocity as a solution variable in the 1D for-

mulation and is a future priority in the development of the MTCR code. However, for the analyses

presented in this thesis, radiative power losses are never sufficiently large to trigger the problem.

2.9 Sensitivity Analysis and Uncertainty Quantification

Sensitivity analysis and uncertainty quantification are applied throughout the present work to

garner further insights into the complex nonequilibrium kinetics being investigated. In this Section,

the theory and implementation of a sensitivity analysis and uncertainty quantification wrapper for

MTCR are described in detail.
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2.9.1 Sobol’ Decomposition

The adopted variance-based sensitivity analysis techniques are based on the Sobol’ decom-

position of the total variance, D, which describes the variance in a given model prediction due to

some prescribed variation in input parameters. The Sobol’ decomposition of the variance is given

as,

D =

Nξ󰁛

i=1

Di +

i=Nξ−1󰁛

1≤i<j≤Nξ

Di,j +

i=Nξ−2󰁛

1≤i<j<k≤Nξ

Di,j,k + ...+D1,2,...,Nξ
(2.38)

which is a sum over partial variances due to variations in Nξ unique input parameters. First-

order partial variances, Di, account for variance that is due solely to changes in the ith parameter.

Higher-order partial variances – Di,j , Di,j,k, etc. – capture variance contributions that result from

concurrent variations in two or more parameters.

2.9.2 Sobol’ Indices

Dividing the variance decomposition given in Eq. (2.38) by the total variance D, yields the

Sobol’ indices, which capture the fractional contributions from each of the Nξ model parameters

to the total variance of a given model prediction.

1 =

Nξ󰁛

i=1

Si +

i=Nξ−1󰁛

1≤i<j≤Nξ

Si,j +

i=Nξ−2󰁛

1≤i<j<k≤Nξ

Si,j,k + ...+ S1,2,...,Nξ
(2.39)

The Sobol’ indices are defined as,

Si1,...,im =
Di1,...,im

D
(2.40)

for an mth order Sobol’ index. It’s also possible to define a total Sobol’ index, ST,i, which is the

sum of all Sobol indices of any order that include a given parameter, i.

2.9.3 Polynomial Chaos Expansions

The adopted sensitivity analysis technique relies on the construction of a polynomial chaos

expansion (PCE) surrogate model to approximate the collisional-radiative or multitemperature

model predictions. The construction of a surrogate model is ideal because statistical quantities,
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such as partial variances and the total variance, can be calculated analytically from the surrogate

model expression, bypassing the need to obtain a statistically significant number of samples via

direct evaluation of the deterministic model. Here, a “deterministic model evaluation” refers to one

post-shock or zero-dimensional reactor calculation using a multitemperature or collisional-radiative

model.

The polynomial chaos expansion surrogate model is given by the sum of orthogonal poly-

nomial basis functions shown in Eq. (2.41) that approximate the mapping between uncertain

parameter values and a given quantity of interest (QoI), also referred to as the response function.

The PCE surrogate is defined as:

R̂ =

NP󰁛

j=0

αjΨj(ξ) (2.41)

where R̂ is the approximated response function value, NP is the number of polynomial basis func-

tions, Ψj are the basis functions, αj are the basis function coefficients, and ξ is the vector of

uncertain parameters that have been normalized to the interval [-1,1]. In the polynomial chaos

expansion framework, the relevant statistical quantities are calculated directly from the PCE basis

coefficients, αj , enabling Sobol’ indices to be determined with a negligible computational cost once

the surrogate has been fitted [96].

The orthonormal polynomial basis functions, Ψj , are generated using the three-term recur-

rence relationship for Legendre polynomials on the interval [-1, 1]. Normalization of uncertainty

intervals for each uncertain variable, ξi, to the range [-1, 1] is important for enabling the Sobol’

indices to be calculated directly from the basis coefficients using Eqs. (2.42), (2.43), and (2.44).

Si =
󰁛

k∈Ai

α2
k/D̂, Ai = {k ∈ A : ki > 0, kj ∕=i = 0} (2.42)

Sij =
󰁛

k∈Aij

α2
k/D̂, Ai = {k ∈ A : ki, kj > 0, kk ∕=i,j = 0} (2.43)

ST,i =
󰁛

k∈AT
i

α2
k/D̂, AT

i = {k ∈ A : ki > 0} (2.44)

whereA is the set of multi-indices k = (k1, ..., kNξ
), for each polynomial basis function that identifies

which of the Nξ normalized uncertain parameters, ξi, that each polynomial depends upon. The
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subsets Ai and Aij serve to isolate only the polynomial basis functions that depend on ξi or on

ξi and ξj together, respectively. Analogous expressions can be formulated for higher-order Sobol’

indices. The total Sobol’ index, ST,i is defined in Eq. (2.44), and is defined as the sum of all Sobol

indices that depend on a parameter i. Thus, the sum in Eq. (2.44) is equivalent to the sum over

squared basis function weights for the polynomials with a functional dependence on ξi.

The approximated total variance, D̂, is calculated using the PCE surrogate weighting coeffi-

cients as shown in Eq. (2.45).

D̂ =
󰁛

k∈A\{0}
α2
k =

NP󰁛

j=1

α2
j (2.45)

The equality of the summands in Eq. (2.45) is based on the fact that the multi-index, k, is equal

to the zero set {0} for the j = 0 polynomial; in other words, Ψ0 is a constant value. The value of

Ψ0 is the mean of the approximated response function R̂.

The number of polynomial basis functions, NP , depends on the selected expansion order, p.

A second-order (p = 2) expansion is used in the present study. Equation (2.46) gives the total

number of expansion terms, Nt, as a function of Nξ, the number of uncertain parameters, and p,

the expansion order.

Nt = NP + 1 =
(Nξ + p)!

Nξ! p!
(2.46)

For a second-order expansion, Eq. (2.46) reduces to Nt =
(Nξ+1)(Nξ+2)

2 ; i.e. the number of

expansion terms grows by approximately N2
ξ when p = 2. This property affects computational cost

because an unknown weighting coefficient αi must be determined for each additional term. Increas-

ing the number of terms in the PCE surrogate means that more deterministic model evaluations

are required to fit an accurate surrogate. Due to the approximately Np
ξ scaling for the number of

unknowns in the PCE surrogate, the computational cost of sensitivity analysis can quickly become

prohibitive when there are many uncertain parameters, as is the case in the present work.
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2.9.4 Point Collocation with Sparse Approximation

Basis coefficients of the PCE surrogate are determined using a non-intrusive point collocation

technique as in [55, 56, 57]. In this approach, the collisional-radiative model is evaluated at a set

of sample points, and the sampled response function values are used to construct the linear system

shown in Eq. (2.47).

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

R(ξ1)

R(ξ2)

...

R(ξNs
)

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

=

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

Ψ0(ξ1) Ψ1(ξ1) · · · ΨNP
(ξ1)

Ψ0(ξ2) Ψ1(ξ2) · · · ΨNP
(ξ2)

...
...

. . .
...

Ψ0(ξNs
) Ψ1(ξNs

) · · · ΨNP
(ξNs

)

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

α0

α1

...

αNP

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

(2.47)

The matrix in Eq. (2.47), Ψ, also known as the measurement matrix, contains the basis polynomials

evaluated at the sampled parameter values ξ, where the subscripts are sample indices. The number

of samples is denoted as Ns. The response function returned by the collisional-radiative model for

a given sample is denoted as R(ξ).

The solution of Eq. (2.47) is fully determined when the number of samples matches the

number of basis polynomials. In this study, a second-order PCE surrogate is employed to consider

as many as 578 uncertain parameters, leading to an expansion consisting of up to 167,910 poly-

nomials. Such a large number of collisional-radiative model evaluations is extremely demanding

computationally, motivating the adoption of a solution technique for the case where Ns ≪ NP .

Equation (2.47) is underdetermined when Ns < NP , so a regularization constraint is required

to specify a unique solution. Following [55, 56, 57], an L1 regularization constraint is added to Eq.

(2.47), yielding Eq. (2.48), which has a unique solution when δ, the tolerance, is set to zero [55].

min󰀂α󰀂1 subject to 󰀂Ψα−R󰀂< δ (2.48)

Regularization using an L1 constraint is a common technique in sensitivity analysis when it is not

feasible to evaluate the deterministic model NP times [97]. Minimization of the L1 norm is chosen
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because it is an effective technique for achieving solution vectors, α, with the minimum number of

nonzero values.

2.9.5 Solution Algorithm and Implementation

While Eq. (2.48) can be solved with any number of samples, the solutions with an extremely

smallNs are unlikely to accurately represent the true system behavior. To address this, Eq. (2.48) is

solved with incrementally increasing values of Ns, and the changes to the Sobol’ indices determined

from the resulting expansion are monitored to assess the convergence of the solution.

Samples for the uncertain parameters are drawn from a joint-uniform distribution made up of

Nξ uniform marginal distributions, each one corresponding to a separate parameter. The values of

each parameter are sampled over a given range that is then transformed into logarithmic space and

normalized to the interval [-1,1]; this interval defines the endpoints of each marginal distribution.

A Latin hypercube of NP samples is then generated from the resulting joint-uniform dis-

tribution. Latin hypercube sampling is preferred over Monte Carlo sampling because it provides

better sample space coverage when the number of samples is low [55]. Next, orthonormal Legendre

polynomials are constructed on the joint-uniform distribution.

After constructing the joint distribution, sample set, and orthonormal polynomials, the sen-

sitivity analysis algorithm proceeds as follows:

(1) Evaluate the collisional-radiative model for a batch of Ns,batch samples extracted from the

full Latin hypercube sample set.

(2) Extract the response function values at the evaluated sample points.

(3) Solve Eq. (2.48) for the expansion coefficients of each response function PCE.

(4) Calculate Sobol’ indices from the expansion coefficients using Eq. (2.44).

(5) Evaluate an additional Ns,batch samples from the initial Latin hypercube sample set.

(6) Solve Eq. (2.48) for the expansion coefficients of each response function PCE.
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(7) Evaluate convergence metrics.

(8) Repeat steps 5-7 until the maximum number of samples is reached.

A graphical depiction of the sensitivity analysis algorithm is given in Figure 2.5. The interface

with MTCR treates the solver as a black-box function M(ξ) that returns a vector of response

function variables, R, which may be a function of x or t. Batches of Ns,batch samples are run in

parallel using GNU Parallel [98], taking advantage of the embarrassingly parallel nature of sample

evaluation. Eq. (2.48) is solved using the spgl1 Python package [99, 100].

Figure 2.5: Illustration of the numerical architecture employed throughout the present work.

The Python library chaospy is used to manage the joint and marginal distributions, as well

as the Latin hypercube parameter sampling [101]. While chaospy offers methods for construct-

ing polynomial chaos expansion objects, the time complexity of these methods prohibits their use

beyond approximately 3,000 polynomials. Such a limit is unacceptable for the present analyses,

where over 125,000 polynomials are required for the largest analysis performed. As a result, a cus-

tom Polynomial class is constructed to efficiently generate and evaluate the Legendre polynomials.
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Benchmarking of the custom method is performed through comparisons with chaospy. Figure 2.6

illustrates the time complexity for polynomial generation by the library and custom methods. The

algorithms implemented in chaospy scale like N5
ξ , while those in the custom Polynomials class

scale like N2
ξ . Deviation from N2

ξ scaling is observed when an expansion with 104 parameters is

constructed, likely due to the large amount of memory that must be allocated when constructing

3× 107 polynomials.

Figure 2.6: Time complexity of polynomial generation as a function of number of parameters in a
second-order PCE expansion.

Evaluation of the polynomials is also highly optimized through the use of vectorized com-

putation. As a result, the primary computational limit regarding the polynomials is the time and

memory required to generate and store them. The results in Figure 2.6 indicate that the current

tool is applicable up to at least 104 uncertain variables.

Another potential limit on the scalability of the method is spgl1, the solver adopted for Eq.

(2.48). Because the solver is iterating to convergence for each α, it’s impossible to report on its

scaling independently of the problem being solved. To estimate the scaling, measurement matrices,

Ψ, and response vectors, R, are initialized using Gaussian noise to provide a general sense of the

solver’s performance. The size of Ψ is Ns × NP , and the size of R is Ns. The value of Ns is set

to 100 while NP is set based on the Nξ of interest with p = 2. In this way, a sweep over Nξ is
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performed to see how spgl1 scales with problem size.

Figure 2.7 shows the performance results from the study. The scaling is of particular interest

when the number of polynomials is much greater than the number of samples (100 in this case).

Results from the study indicate that the spgl1 solver incurs a feasible computational cost for as

many as 2,000 parameters. Past this point, it may be more efficient to adopt a different solution

technique like Least Angle Regression [102].

Figure 2.7: Time complexity of the spgl1 solver for a measurement matrix with dimension 100×NP ,
where NP is calculated using Nξ and Eq. (2.46) with p = 2. The measurement matrix and
observation vector are both constructed using Gaussian noise.

The largest systems investigated in this thesis contain over 500 uncertain variables. It is

observed that the computational cost of solving Eq. (2.48) using spgl1 is on the order of 10-20

core minutes, which is approximately 5-20x more time than in Figure 2.7. Thus, it is likely that

the computational cost limits of the adopted method are set by spgl1. To mitigate this cost, the

spgl1 solutions for all response variables are performed in parallel using GNU Parallel.

2.9.5.1 Convergence Metrics

Convergence of the PCE surrogate is quantified using two metrics. The first metric tracks

the maximum and average shifts in the Sobol’ indices with the introduction of each new sample
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batch, considering all response functions. These metrics are defined in Eqs. (2.49) and (2.50),

|∆ST |max,b = max
󰀋
abs (ST,i,b − ST,i,b−1)R | i ∈ [1..Nξ] and R ∈ R

󰀌
(2.49)

|∆ST |avg,b = mean
󰀋
abs (ST,i,b − ST,i,b−1)R | i ∈ [1..Nξ] and R ∈ R

󰀌
(2.50)

where R is the set of all response functions, i is the parameter index, and b indicates the number

of sample batches incorporated in solving Eq. (2.48) to obtain ST,i,b.

The second metric quantifies the difference between the response function that is approxi-

mated by the PCE surrogate, R̂, and the true response function values returned by the collisional-

radiative model, R. Because the surrogate accurately predicts the response function values that

inform the selection of its coefficients via Eq. (2.48), the points used to fit the surrogate model are

not useful for assessing its accuracy; additional “test point” samples are needed.

To avoid evaluating the collisional-radiative model for the sole purpose of surrogate accuracy

quantification, the R returned by the collisional-radiative model for the samples in the bth batch

are compared with the R̂ predicted by the surrogate model that was fitted using b − 1 sample

batches. Mathematically, this is expressed as,

Tmax,b = max
󰁱
abs

󰁫
R(ξs)− R̂b−1(ξs)

󰁬
| s ∈ Bb and R ∈ R

󰁲
(2.51)

Tavg,b = mean
󰁱
abs

󰁫
R(ξs)− R̂b−1(ξs)

󰁬
| s ∈ Bb and R ∈ R

󰁲
(2.52)

where T is the test point error, s are sample indices, Bb is the set of sample indices from batch b,

and R̂b−1 is the surrogate model fitted using b− 1 sample batches.

2.9.5.2 Comparison with Dakota Spectral Projection Solution

To test the performance of the developed method, total Sobol’ index predictions from the in-

house sensitivity analysis tool are compared with those from Dakota, a mature software developed
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by Sandia National Laboratory [10]. The Dakota solution is performed using a spectral projec-

tion method, while the in-house solution is evaluated using the sparse point collocation technique

described in the previous Sections.

The test case is based on a shock tube experiment reported by Streicher et al. [5] for a mixture

of 20% O2 in argon with an initial temperature of 10,310 K at a pressure of 0.13 atm. Six uncertain

variables are considered, including the pre-exponential factor, A, for the dissociation of O2 with O,

O2, and Ar, and a vibration dissociation coupling variable used within the Modified Marrone and

Treanor model, denoted as aU , for all three dissociation reactions. The pre-exponential factors are

varied up and down by two orders of magnitude using log-uniform marginal distributions, while

the aU values are sampled from marginal distributions on the interval [0, 0.8].

Sobol’ indices for the number density of O2 are shown in Figure 2.8. The Sobol indices be-

tween the two codes are extremely similar, typically within 0.02 of each other. An exact agreement

between the two approaches is not expected because Dakota and the in-house code apply different

sampling techniques and different methods for determining the PCE basis coefficients. Understand-

ing these differences, the agreement observed in Figure 2.8 is deemed an acceptable benchmarking

of the developed code.

Figure 2.8: Comparison of Total Sobol’ indices between the in-house sparse point collocation sen-
sitivity analysis tool and a spectral projection solution by Dakota [10].
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2.10 Summary

This chapter was devoted to providing the mathematical background and implementation

details for the two primary numerical tools implemented throughout the thesis. The first numerical

tool is a nonequilibrium chemical kinetics solver capable of simulating zero-dimensional or one-

dimensional gas dynamics for a weakly ionized gas consisting of atomic, diatomic, and polyatomic

species, as well as their ions and electrons. The code is also capable of tracking the populations of

individual electronic levels. The governing equations for the various flow conditions were given in

this chapter, along with the thermodynamic relations required to describe the partition of energy

among the various energy manifolds in the gas. The vibrational and electron-electronic energy

equations were described as well, and the necessary relaxation expressions with their necessary

parameters were elaborated. Numerical implementation details were then given, followed by a

discussion of the code’s limitations and the presentation of several benchmarking results.

Next, the developed sensitivity analysis code was presented. The sensitivity metrics of choice,

Sobol’ indices, were defined first. Mathematical foundations of sparse point collocation polynomial

chaos expansions were then provided, and the implementation of a framework for performing large-

scale global sensitivity analyses was outlined. A thorough discussion of performance limitations

was then given, followed by a discussion of benchmarking results.



Chapter 3

Collisional-Radiative Model

A large number of parameters are required when formulating the pseudospecies conservation

equations in a collisional-radiative model. In this Chapter, the selection of these model parameters

is discussed and motivated. Throughout the thesis, subsets of the described model are applied;

however, the present discussion considers all species and processes together.

In each Section of this chapter, aside from Section 3.1, a different collisional or radiative

process is discussed. For each process, a generic chemical formula is provided. The pseudospecies

source terms due to each radiative process are given in their respective sections.

All collisional processes can be represented via the following formula for a reversible chemical

reaction,

󰁛

k

αk[S] ⇌
󰁛

k

βk[S] (3.1)

where [S] represents a generic pseudospecies. The symbols αs and βs denote the stoichiometric

coefficients for each reactant and product s, respectively. It is not necessary to provide separate

expressions for the source terms due to collisional processes since all follow the same template given

in Eq. (3.2).

ωc
p =

Nc
r󰁛

r

ωc
p,r =

Nc
r󰁛

r

kcr (βpr − αpr)

󰀥
󰁜

k

nαkr
k − 1

Kc
eq,r

󰁜

k

nβkr
k

󰀦
(3.2)

The superscript c denotes a particular type of collisional process, N c
r is the number of reactions

of that collisional process, kcr is the forward reaction rate coefficient for reaction r, αpr is the set

of reactant pseudospecies indices, βpr is the set of product pseudospecies indices, and Kc
eq,r is the

equilibrium constant for reaction r.
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The equilibrium constants for collisional processes may be formulated using detailed balance

[92, 71]. For processes that are primarily controlled by electrons, including electron impact dissoci-

ation, electronic excitation, and ionization, the equilibrium constant is a function of Teex as in Eq.

(3.3).

Keq,r(Teex) =

󰁓
k(Q

e
k)

βkr

󰁓
k(Q

e
k)

αkr
exp

󰀣󰁓
k βkrh

◦
f,k −

󰁓
k αkrh

◦
f,k

kBTeex

󰀤
(3.3)

For processes involving only heavy particles, the equilibrium constant is instead a function of the

heavy particle translational temperature, Ttr, as in Eq. (3.4), which is used for dissociation by

heavy particle impact, electronic excitation by heavy particle impact, neutral exchange reactions,

electronic excitation exchange reactions, charge exchange reactions, and reassociation reactions.

Keq,r(Ttr) =

󰁓
k(Q

h
k)

βkr

󰁓
k(Q

h
k)

αkr
exp

󰀣󰁓
k βkrh

◦
f,k −

󰁓
k αkrh

◦
f,k

kBTtr

󰀤
(3.4)

A third class of processes, including associative ionization and heavy particle impact ionization,

only involves electrons on one side of the reaction. A detailed derivation of the equilibrium constant

for this class of reactions has been performed by Annaloro et al. [103], yielding the expression for

Keq given in Eq. (3.5).

Keq,r(Ttr, Teex) =

󰁓
k

󰀅
(1− δke)Q

h
k + δkeQe

󰀆βkr

󰁓
k

󰀅
(1− δke)Q

h
k + δkeQe

󰀆αkr
exp

󰀣󰁓
k βkrh

◦
f,k −

󰁓
k αkrh

◦
f,k

kBTtr

󰀤
(3.5)

The symbol δke is the Kronecker delta that is equal to unity when k is an electron and zero otherwise.

3.1 Included Species and States

The considered species and their electronic states are given in Table 3.1. In the studies of air,

all species and states in Table 3.1 except Ar and Ar+ are included. For experiments performed in

O2-Ar, the nitrogen-containing species are omitted, while the oxygen-containing species are omitted

in the studies of N2-Ar mixtures. Studies of pure N2 or O2 are performed using a five-species mixture

comprised of the diatom, its atom, the molecular and atomic ions, and free electrons.

The six electronic states of O2 below the O2(X) dissociation limit are considered, along with

the O2(B
3Σ−

u ) state that is involved in the Schumann-Runge system. The state grouping scheme
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Table 3.1: Included species and electronic states.

Species States Ref.

O 3PJ ,
1D2,

1S0,
5S◦, 3S◦, ... (40 levels) [104]

N 4S◦
3/2,

2D◦
J ,

2P ◦
J ,

4PJ , ... (46 levels) [19]

Ar 1S0,
2[3/2]◦2,

2[3/2]◦1,
2[1/2]◦0,

2[1/2]◦0, ... (31 levels) [7]

O2 X3Σ−
g , a

1∆g, b
1Σ+

g , c
1Σ−

u , A
′3∆u, A

3Σ+
u , B

3Σ−
u –

N2 X1Σ+
g , A

3Σ+
u , B

3Πg, W
3∆u, B

′3Σ−
u , C

3Πu [4]

NO X2Π, a4Π, A2Σ+, B2Π, b4Σ− [4]
O+ 4S3/2,

2D◦, 2P◦, 4P, 2D –

N+ 3PJ ,
1D, 1S, 5S◦, 3D◦ –

Ar+ 3P ◦
3/2,

2P ◦
1/2 [7]

O+
2 X2Πg, a

4Πu, A
2Πu, b

′4Πg, b
4Σ−

g –

N+
2 X2Σ+

g , A
2Πu, B

2Σ+
u , D

2Πg [4]

NO+ X1Σ+ –
e− – –

for atomic oxygen was originally implemented by Bourdon et al. [104] and has also been used in

[19, 105]. The adopted grouping scheme enables accurate predictions of the net ionization and

recombination rates, which require the resolution of electronic states close to the ionization limit.

The state model for atomic nitrogen comes from [19] and is motivated by similar considera-

tions as the oxygen state model. The six states of N2 are the five given in [4], plus the C3Πu state

that is involved in the second positive system. The state models for N+
2 and NO are also based on

[4].

The state model from Kapper and Cambier [7] is implemented for the electronic states of

atomic argon and includes the first 31 states of Ar, ungrouped, and neglects all higher excited

states. Excited states of the argon atom can have one of two core configuration quantum numbers,

jc, equal to either 3/2 or 1/2. It is assumed that the argon atom in a given electronic level is

ionized to the Ar+ excited state with the same jc following [7, 91]. Two excited states of Ar+ must

be considered to incorporate this effect.

Excited electronic states of O+
2 , NO+, N+, and O+ are assumed to follow a Boltzmann
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distribution at Teex following [20]; i.e. HB = {O+, N+, O+
2 , NO

+}. Electronic state energies and

degeneracies for all species are provided in Appendix A.

3.2 Dissociation by Electron Impact

Molecular dissociation by electron impact involves the breaking of a molecular bond by a

colliding electron. Only diatomic molecular species are considered in this work, so the formula in

Eq. (3.6) only considers a generic diatomic species, AB, in electronic state i, that dissociates to

atomic fragments A(j) and B(k).

AB(i) + e− ⇌ A(j) +B(k) + e− (3.6)

Rate constants for the electron impact dissociation of O2, N2, NO, and N+
2 are adopted

from Park [4]. The forward rate constants are evaluated at a controlling temperature that is the

geometric average of Tvib and Teex. In the two-temperature model, the rate constant is calculated

using Tvee. The dissociated fragments are assumed to have the electronic states corresponding to

the separated-atom limit for the electronic state undergoing dissociation. The separated atom limits

for each of the molecular states under consideration are listed in Table 3.2. The same separated

atom limits are applied when modeling dissociation via collisions with heavy particles.

Table 3.2: Separated atom limits for molecular electronic states from [3, 4].

Species Electronic State Separated Atom Limit

O2 X3Σ−
g , a

1∆g, b
1Σ+

g , c
1Σ−

u , A
′3∆u, A

3Σ+
u O(3P) + O(3P)

B3Σ−
u O(3P) + O(1D)

N2 X1Σ+
g , A

3Σ+
u N(4S) + N(4S)

B3Πg, W
3∆u, B

′3Σ−
u , C

3Πu N(4S) + N(2D)
NO X2Π, a4Π, A2Σ+ N(4S) + O(3P)

B2Π, b4Σ− N(2D) + O(3P)
N+

2 X2Σ+
g , A

2Πu, B
2Σ+

u , D
2Πg N+(3P) + N(4S)
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3.3 Dissociation by Heavy Particle Impact

Dissociation by heavy particles involves the breaking of a molecular bond in the collision

of a molecule and another heavy particle. While dissociation by electron impact typically occurs

via resonances with short-lived negative ionic states [106, 107], requiring a quantum mechanical

treatment, dissociation in heavy particle collisions is often modeled using classical dynamics [27].

AB(i) +M ⇌ A(j) +B(k) +M : M ∕= e− (3.7)

3.3.1 Vibration-Dissociation Coupling

In several of the analyzed conditions, the vibrational temperature remains suppressed below

Ttr for some or all of the test time. This vibrational nonequilibrium affects the rate of dissociation,

which must be modeled accurately to enable meaningful studies of electronic excitation and ion-

ization. In addition, dissociation involves the preferential removal of high-lying vibrational states,

affecting the net rate of vibrational relaxation. There are multiple ways to model the resultant two-

way coupling between vibrational relaxation and dissociation. For vibration-dissociation coupling

models that do not rely on an explicit resolution of the vibrational states, there are two primary

quantities that must be predicted: the nonequilibrium dissociation rate constant and the average

vibrational energy loss per dissociation.

The majority of hypersonic CFD codes adopt the vibration-dissociation coupling framework

proposed by Park [31]. In Park’s model, the nonequilibrium dissociation rate constant is calculated

using a controlling temperature that is the geometric mean of Ttr and Tvib. When calculating the

recombination rate constant, kr = kd/Keq, the dissociation rate constant kd is evaluated using only

Ttr since recombination does not depend on the vibrational energy of the gas. For the average

vibrational energy loss per dissociation, Park offers two options: preferential and nonpreferential.

In the preferential model, the average vibrational energy loss per dissociation, 〈εvib,s(i)〉d, is set to

0.3 × D0,s(i) of the dissociating species, where D0,s(i) is the dissociation energy of s(i) in its ground

rovibrational state. In the nonpreferential model, all vibrational states are assumed to dissociate
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with equal probability, meaning that the vibrational energy loss per dissociation is just the average

vibrational energy of the dissociating species at Tvib.

An alternative formulation is due to Marrone and Treanor, who devised a model to capture

the preferential depopulation of vibrationally excited states in a dissociating gas downstream of a

strong shock wave [108]. In their model, the probability of dissociation, ps(i,v), for a molecule in

electronic state i and vibrational state v, is assumed to depend exponentially on the vibrational

energy of the molecule; i.e. ps(i,v) ∝ exp
󰀓
−D0,s(i)−εv

kBU

󰀔
. A free parameter, U , defines the strength

of the exponential dependence on vibrational energy. The limit of U → ∞ corresponds to zero

dependence on vibrational energy, in which case the average vibrational energy loss per dissociation

event is equal to the average vibrational energy, εvib,s(i). Smaller values of U lead to an average

vibrational energy loss per dissociation,
󰀍
εvib,s(i)

󰀎
d
, that exceeds the average vibrational energy.

The value of U is set to 1
3kBDs(i) in this work based on the experimental measurements of O2

dissociation during vibrational nonequilibrium in Streicher et al. [5]. Note that a comparable

study involving N2 does not exist.

Chaudhry et al. have recently proposed a modified Marrone and Treanor (MMT) model

that is based on statistical analysis of quasi-classical trajectory simulations performed on ab initio

potential energy surfaces [27]. There are two forms of this model, depending on whether the

so-called “variable non-Boltzmann” (VNB) correction factors are implemented [21]. When the

Boltzmann version of the model (MMT-B) is used, the formulation is very similar to the original

Marrone and Treanor (MT) model. The only difference is that now 1/U is a linear function of 1/Ttr

given by 1/U = 1/U∗ + aU/Ttr. In this model, aU accounts for the broadening of the vibrational

distribution function for dissociating molecules as rotational temperature increases [27].

The variable non-Boltzmann version of the model (MMT-VNB) attempts to capture the

reduction of 〈󰂃vib,s(i)〉d and kd that results from the depleted high energy tail of the vibrational

energy distribution function at quasi-steady-state (QSS), which is a steady-state nonequilibrium

condition where relaxation and dissociation are balanced. During QSS, the vibrational states

closest to the dissociation limit are underpopulated with respect to a Boltzmann distribution at
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Tvib because the dissociation of these high-energy states occurs faster than vibrational excitation can

repopulate them. As a result, the QSS dissociation rate coefficient is lower than that for Boltzmann-

populated vibrational states at Tvib. When the VNB corrections are applied to the MMTmodel, this

reduction is approximated by subtracting 0.1 × D0,s(i) from 〈󰂃vib〉d and scaling the nonequilibrium

dissociation rate constant by 0.5. The variable part of the non-Boltzmann correction ensures that

the scaling on the dissociation rate constant goes to 1.0 at chemical equilibrium when the high-lying

vibrational states are no longer expected to be depleted relative to a Boltzmann population [21].

3.3.2 Selected Rate Coefficients

Based on recent experimental and computational studies of O2 dissociation [5, 13, 109], the

modified Marrone and Treanor (MMT) model with variable non-Boltzmann (VNB) correction is

used to model the vibration-dissociation coupling in the dissociation of ground state O2 and N2

using the rate coefficients and MMT model parameters from [5, 27].

The rate coefficients published by Chaudhry et al. [12] are used for the dissociation of O2(X)

in collisions with O2 and O, and those from Kim and Boyd [110] are used for the dissociation of the

ground and first two excited states of O2 in collisions with argon. The rate coefficients from Kim

and Boyd are for dissociation at QSS, while those from Chaudhry et al. are valid for a Boltzmann

distribution of vibrational states. Because the MMT model assumes that the inputted dissociation

rate constant expressions are those valid for a Boltzmann vibrational-state distribution, the Kim

and Boyd [110] rate constants for O2+Ar dissociation are scaled up by a factor of 2 to ensure that

the desired rate constants are recovered at QSS. The MMT model constants U∗ and aU are set to

1/3 of Td and zero, respectively, for O2 dissociation with argon.

The rate coefficients for the dissociation of the Herzberg O2 electronic states with argon are

approximated by taking the geometric mean of the preexponential factors and the arithmetic mean

of the temperature exponents for the O2(i=X, a, b)+Ar dissociation rate constants. The electronic

state-specific dissociation rate coefficients for O2-Ar are given in Table 3.3.

A common approximation of excited state dissociation rate constants is to take the Arrhe-
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Table 3.3: O2-Ar dissociation rate coefficient parameters (kd = AT η exp(−Td/T )).

State A (m3/s) η Td (K)

X3Σ−
g 4.43×10−14 -0.344 60,850

a1∆g 2.50×10−14 -0.314 49,515
b1Σ+

g 2.99×10−14 -0.333 41,892

c1Σ−
g 3.21×10−14 -0.330 11,884

A
′3∆u 3.21×10−14 -0.330 10,014

A3Σ+
u 3.21×10−14 -0.330 9,021

B3Σ−
u 3.21×10−14 -0.330 11,208

nius expression for the ground-state dissociation rate and change only the threshold to match the

dissociation energy of the excited state while keeping the pre-exponential factor and temperature

exponent unchanged. Using the O2-Ar dissociation rate constants with O2(X), O2(a), and O2(b),

that approximation can be assessed. It is found that, over the range of 5,000 K to 15,000 K, the

dissociation rate constant for O2(a) and O2(b) with Ar is 73-75% of what is predicted by merely

changing Td from the O2(X) rate expression. As a result, the pre-exponential factors, A, on the

MMT dissociation rate constant expressions for O2(X) dissociation with O2, N2, and O are scaled

by 0.75 to approximate the excited state dissociation rate constants in Table 3.4.

Table 3.4: O2 dissociation rate coefficient parameters for collisions with O2, N2, and O (k =
AT η exp(−Td/T )). The dissociation temperature of each state, Td,O2(i), is given in Table 3.3.

Interacting Particles A (m3/s) η Td (K) aU U∗ (K)

O2(X
3Σ−

g ) + O2 6.1327×10−12 -0.7695 60,540 0.3965 57,343

O2(i > 1) + O2 4.5995×10−12 -0.7695 Td,O2(i) 0 Td,O2(i)/3

O2(X
3Σ−

g ) + N2 3.0410×10−15 -0.0223 59,380 0.3620 385,466

O2(i > 1) + N2 2.2807×10−15 -0.0223 Td,O2(i) 0 Td,O2(i)/3

O2(X
3Σ−

g ) + O 1.5295×10−12 -0.6541 60,552 0.3537 237,290

O2(i > 1) + O 1.1471×10−12 -0.6541 Td,O2(i) 0 Td,O2(i)/3

For the O2+N and O2+NO dissociation rate constants, the MMT rate constants for dissoci-

ation with O2+O and O2+N2 are used, respectively. This is based on Park’s [1] assumption that

atomic colliders share a similar dissociation rate constant, and the molecular species share another

dissociation rate constant. The same assumption is also applied to the excited state dissociation

rate coefficients of O2.
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Thermal decomposition of N2(X) has been studied for collisions with N2 and N by Chaudhry

et al. [27], and their reported rate constants and MMT fitting parameters are implemented in the

present model. Experimental [14] and computational [111] studies of the dissociation of N2 with

partners N2 and Ar have shown that the rate coefficient with argon is approximately 1/3 of the

rate coefficient for N2 + N2 dissociation. Thus, the adopted dissociation rate for N2(X) + Ar is set

to 1/3 of the dissociation rate for N2(X) + N2. The MMT parameters for dissociation of N2(X)

via N2 collisions are also used for dissociation via impact by argon.

The dissociation of N2(A) in collisions with Ar has been studied theoretically by Shui et al.

[112] with the resulting rate constant expression reported by Levin et al. [113]. The dissociation of

N2(A) with argon is modeled using this rate constant, while the dissociation of N2(A) with N2 is

calculated using rate constants that are a factor of three larger than the N2(A)+Ar rate constant.

While Park [1] assumes that N2 dissociation is approximately four times faster with atomic colliders

than with molecular colliders, modern ab initio calculations predict that N2 dissociation rates with

N and N2 are of similar magnitude [27]. As a result, the N2(A) + N2 dissociation rate constant

is adopted for N2(A) dissociation with all other air species. For the dissociation of excited states

above N2(A), the pre-exponential factor and temperature exponent for the N2(A) dissociation rate

expressions are retained, and the threshold energy is changed to match the dissociation energy of

the particular excited state. Adopted dissociation rate coefficient expressions for N2 are presented

in Table 3.5. Because it is not clear whether the Shui et al. rate constants are valid for QSS

or equilibrium, the unmodified Marrone and Treanor model is used to describe the vibration-

dissociation coupling for the dissociation of electronically excited N2.

The advantage of using the MMT rate constants is their electronic state specificity. In contrast

to the MMT rate constants, the majority of experimentally measured dissociation rate constants

are total dissociation rate constants that subsume the dissociation from all electronic states. There

are two approaches to converting an experimentally measured dissociation rate constant to an elec-

tronic state-specific dissociation rate constant. The first approach assumes that the measured rate

constant is measured in a condition where ground state dissociation is dominant, i.e. the measured
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Table 3.5: Dissociation rate constant parameters for N2 (k = AT η exp (−θ/T )).

Reaction A (m3/s) η θ (K)

N2(X) + N2 → 2N(4S) + N2 5.9725×10−12 -0.7017 117,529
N2(X) + N → 2N(4S) + N 1.3271×10−12 -0.5625 113,957
N2(X) + Ar → 2N(4S) + Ar 1.9908×10−12 -0.7017 117,529
N2(A) + N2 → 2N(4S) + N2 1.0920×10−7 -1.9420 41,057
N2(A) + N → 2N(4S) + N 1.0920×10−7 -1.9420 41,057
N2(A) + Ar → 2N(4S) + Ar 3.6400×10−8 -1.9420 41,057
N2(i > 2) + N2 → N(4S) + N(2D) + N2 1.0920×10−7 -1.9420 DN2(i)/kB
N2(i > 2) + N → N(4S) + N(2D) + N 1.0920×10−7 -1.9420 DN2(i)/kB
N2(i > 2) + Ar → N(4S) + N(2D) + Ar 3.6400×10−8 -1.9420 DN2(i)/kB

dissociation rate constant is exactly the ground state dissociation rate constant. The excited state

dissociation rate constants are typically then estimated by simply adjusting the activation energy

in the Arrhenius expression to match the dissociation energy of the excited state, as in [114]. This

approach is likely to overestimate the net dissociation rate, particularly for molecules with many

electronic states that correlate to the ground-state separated atom limit like CO and O2 [115].

Another approach, proposed by Aliat et al. [116], is to assume that the dissociation rate

constant is measured at a condition where all of the electronic and vibrational states are Boltzmann

populated. By assuming that dissociation is equally enhanced by electronic and vibrational energies,

the Marrone and Treanor preferential dissociation model can be extended to incorporate electronic

energy, enabling the calculation of electronic state-resolved dissociation rates from a global rate

constant. Because the vibrational and electronic states are likely underpopulated relative to a

Boltzmann distribution during dissociation, this approach is likely to yield model predictions that

underpredict the net dissociation rate.

Ab initio ground state dissociation rate coefficients for NO(X) have recently been determined

within the MMT framework[117]; however, the resulting rate coefficient expressions have not yet

been published. Streicher et al. have measured the dissociation of NO with partners Ar, NO, and

N2 behind reflected shocks [79, 80]. These rates are adopted to model the dissociation of NO(X)

with the three measured partners.
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The electronic quenching of NO(A) is approximately 5,000 times less efficient in collisions

with Ar than with O2 or NO [118]. Because the dissociation rate of NO with argon was determined

in mixtures of 0.4-2% NO dilute in argon, it is likely that the excited electronic states of NO are not

appreciably populated, meaning that the measured rate constants are representative of dissociation

via NO(X) + Ar and NO(X) + NO collisions. The NO + N2 dissociation rate constant is measured

in mixtures up to 99.6% N2 with 0.4% NO. Because NO is effectively quenched by N2, this rate

constant is likely influenced by dissociation from excited states of NO and should be revised in

future studies when rate constants that better isolate NO(X) + N2 are available.

In Park’s model [1], the dissociation of NO in collisions with N and O is assumed to proceed

with the same rate coefficient as dissociation with NO. The dissociation of NO with O2 is assumed

to proceed at the same rate coefficient as dissociation with N2. These same assumptions are adopted

to extend the rate coefficients from Streicher et al. to NO dissociation with N, O, and O2.

The dissociation of NO(A) has been studied by Shui et al. [119] and, again, the resulting

rate coefficient is provided by Levin et al. [113]. Because Shui et al. studied NO(A) dissociation

with Ar, the rate coefficient they determined is only used to model NO(A) + Ar dissociation. The

ratio of NO(X) dissociation rate constants across the various studied colliders is used to extend the

NO(A) + Ar dissociation rate constant to cover the remaining reactions. The NO(A) rate constants

are then used to model dissociation from all other electronically excited states of NO. The adopted

Arrhenius expressions for NO dissociation are summarized in Table 3.6. Because MMT model

parameters are not available for NO, the Marrone and Treanor model with U = 1
3kBD0,NO(i) is

adopted to model the vibration-dissociation coupling of NO.

The dissociation rate constants for N+
2 are taken from Park [114]. Note that unlike the other

molecules considered in his review, Park was able to base his estimates of the N+
2 dissociation rate

constants on measurements that are specific to each of the considered electronic states, with the

exception of the D2Πg state. The dissociation rate constant in collisions with Ar is assumed to be

equal to that for collisions with N2.
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Table 3.6: Dissociation rate constant parameters for NO (k = AT η exp (−θ/T )).

Reaction A (m3/s) η θ (K)

NO(X) + M1 → N(4S) + O(3P) + M1
a 2.32×10−8 -1.500 75,210

NO(X) + M2 → N(4S) + O(3P) + M2
b 7.14×10−10 -1.500 75,210

NO(X) + Ar → N(4S) + O(3P) + Ar 1.20×10−9 -1.500 75,210
NO(i = 2, 3) + M1 → N(4S) + O(3P) + M1 1.14×10−11 -1.152 DNO(i)/kB
NO(i = 2, 3) + M2 → N(4S) + O(3P) + M2 3.50×10−13 -1.152 DNO(i)/kB
NO(i = 2, 3) + Ar → N(4S) + O(3P) + Ar 5.86×10−13 -1.152 DNO(i)/kB
NO(i > 3) + M1 → N(2D) + O(3P) + M1 1.14×10−11 -1.152 DNO(i)/kB
NO(i > 3) + M2 → N(2D) + O(3P) + M2 3.50×10−13 -1.152 DNO(i)/kB
NO(i > 3) + Ar → N(2D) + O(3P) + Ar 5.86×10−13 -1.152 DNO(i)/kB

a M1 = {NO, O, N}
b M2 = {N2, O2}

3.4 Electron Impact Excitation

Collisionally induced excitation via electron impact (E-CIE) is the direct electronic excitation

of an atom or molecule, A, in electronic state i by an electron, proceeding as shown in Eq. (3.8).

A summary of the adopted rate coefficients is provided in Table 3.7.

A(i) + e− ⇌ A(j) + e− (3.8)

Electrons dominate the excitation kinetics when their number density and average transla-

tional energy are sufficiently high, as is the case in many hypersonic flows at velocities exceeding

those of Earth orbit. As a result, electron impact excitation and ionization (E-CIE and E-CII)

have been studied extensively in previous works [104, 123, 42], and several complete datasets of

electron impact cross-sections exist for air species and argon [86, 85, 44, 120, 4]. Experimental cross-

section measurements have been performed at a wide variety of collision energies for excitation and

ionization involving select states of the species under consideration; however, the measurement

uncertainties are often large, complicating the validation of computational predictions [124].

In the present model, the cross-sections calculated using B-Spline R-Matrix techniques in [85],

[43] and [86] are integrated over a Maxwellian electron energy distribution, and the resulting rate

coefficients are implemented. These data cover the electron impact excitation transitions involving
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Table 3.7: Selected rate coefficients for electron impact excitation.

Species i j Method Ref.

O 1-10,14 2-11,14,17 RMPSa [86]
remaining Analytical [105]

N 1-19 2-20 RMPS [43]
remaining Analytical [105]

Ar 1-18 2-19 RMPS [85]
O2 1-3 2-4 Reviewb [4]

1-3, 6 6, 7 WTCSc [120]
remaining Analytical [121]

N2 1-4 2-5 Review [4]
1-3 6 WTCS [120]

remaining Analytical [121]
NO 1-4 2-5 Review [4]
Ar+ 1 2 DWd [122]
N+

2 1-3 2-4 Review [4]

a RMPS = R-Matrix with Pseudostates
b Review = Review of experimental data
c WTCS = Weighted Total Cross-Section
d DW = Distorted Wave

the lowest 19 states of Ar, the lowest 11 states of O, and the lowest 20 states of N. Electron impact

transition rates involving higher atomic levels are approximated using the fit to the Drawin [125]

cross section presented by Panesi et al. [105]. The excitation rate coefficient between the two

fine-structure levels of Ar+ is calculated using the cross-sections published by Kwon and Cho [122].

The E-CIE of O2, N2, NO, and N+
2 are treated using the cross-sections collected by Park [4],

integrated over a Maxwellian electron energy distribution. For transitions not covered by Park’s

review, the rate coefficients from Teulet et al. [120] are adopted when available. Annaloro and

Bultel’s analytical rate expression is used for the remaining molecular E-CIE transitions [121].

3.5 Electron Impact Ionization

Collisionally induced ionization via electron impact (E-CII) is the ionization of a neutral

atom or molecule by a high-energy electron. This process generally proceeds as in Eq. (3.9). An
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overview of the adopted rate constants is provided in Table 3.8.

A(i) + e− ⇌ A+(j) + 2e− (3.9)

Table 3.8: Selected rate coefficients for electron impact ionization.

Species i Method Ref.

O 1-3 Review [19]
remaining Analytical [82]

N 1-3 RMPS [43]
remaining BEBa [42]

Ar 1 RMPS [85]
2-31 DW [126, 127]

O2 1-3, 6-7 WTCS [120]
4-5 Analytical [121]

N2 1-3, 6 WTCS [120]
4-5 Analytical [121]

NO 1, 3, 4 WTCS [120]
all Analytical [121]

a BEB = Binary Encounter Bethe

Electron impact ionization of the molecular species is modeled using the rate coefficient

expressions from Teulet et al. [120], and the ionization of the remaining states is modeled using the

analytical expression from Annaloro and Bultel [121]. Electron impact ionization rate coefficients

for the ground state of argon are calculated by integrating the ionization cross-sections calculated

by Zatsarinny et al. [85], while the ionization rates for the excited states are calculated using the

cross-section formula and associated parameters from Deutsch et al. [127, 126]. The rate constants

for the electron impact ionization of argon are given in Table 3.9.

Electron impact ionization cross-sections for the first three electronic states of N and O are

taken from the B-Spline R-matrix calculations of Wang et al. [43] and Tayal and Zatsarinny [86],

respectively, and are integrated to obtain rate coefficients as a function of Teex. Ionization of

the higher states of atomic nitrogen is modeled using the rate coefficients recently published by

Ciccarino and Savin [42]. There is no equivalent dataset for the electron impact ionization of highly

excited atomic oxygen, so an analytical expression is needed. Several options have been presented

in the literature and are reviewed by Lemal in [128]. Here, the analytical expression from Kim
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Table 3.9: Arrhenius rate parameters for the electron impact ionization of argon (k =
AT η

eex exp(−θ/Teex)).

i j A (m3/s) η θ (K)

1 1 1.16×10−18 0.928 181,720
2-3 1 7.81×10−16 0.493 47,935
4-5 2 2.55×10−15 0.388 47,420
6-11 1 4.84×10−15 0.538 36,089
12-15 2 5.30×10−16 0.751 28,984
16-21 1 1.60×10−13 0.290 23,139
22-23 1 4.83×10−14 0.335 19,554
24-25 1 1.60×10−13 0.290 23,139
26-28 2 1.55×10−13 0.299 18,540
29-30 2 1.32×10−13 0.247 18,094
31 2 1.55×10−13 0.299 18,540

and Boyd [82] is selected because it predicts rate coefficients of E-CII for N that are in excellent

agreement with those of Ciccarino and Savin [42]. Figure 3.1 illustrates the superior predictions

obtained using Kim and Boyd’s expression, compared to an approximation of the Drawin rate

adopted by Panesi et al. [105]. Because the ionization rate coefficients for metastable N and O

are similar in magnitude, the analytical rate coefficient expression for the ionization of O is chosen

based on agreement with the available data for N.

Figure 3.1: Comparison of analytical expressions for E-CII with high fidelity quantum mechanical
rate coefficient calculations at Teex = 5,000 K and 10,000 K. Trends shown here are consistent for
Teex ∈ {5,000 – 50,000} K.
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3.6 Heavy Particle Impact Excitation

Collisionally-induced excitation by heavy particle impact is the change of one particle’s elec-

tronic state via collision with a heavy species M that does not change its electronic state or react

chemically. A generic HP-CIE reaction is given in Eq. (3.10), where A can be an atom or molecule.

A(i) +M ⇌ A(j) +M : M ∕= e− (3.10)

Heavy particle impact excitation (HP-CIE) and ionization (HP-CII) have received consider-

ably less attention than the corresponding processes involving electrons, particularly at the high

temperatures relevant to hypersonic flows. Table 3.10 presents an overview of the HP-CIE rate

constants and cross-sections implemented into the model and the temperature or energy range over

which they were measured, calculated, or inferred.

Table 3.10: Selected rate coefficients for heavy particle impact excitation.

Species i j M Type T (K) or 󰂃 (eV) Ref.

O 1 2 O σ(󰂃) 2–10 eV [48, 129]

1 2 Ar, N2 kQ 195–673 K [130]

1 2 O2 kQ 195–673 K [130, 131, 132]

1 2 NO kQ 298 K [133]

1-2a 3 O k(T ) — [15, 134]

1 3 N kQ
b 298 K [135]

1-2 3 Ar kQ 298 K [136]

2c 3 O2 kQ 255–375 K [131]

1-2 3 N2 kQ
b 298 K [131, 137]

1-2 3 NO kQ 298 K [138, 131]

4 5 Ar σ(󰂃) 0–8 eV [139]

6 7 Ar kQ 298 K [140]

6 7 O2, N2 kQ 298 K [141]

remaining k(T ) — [15]

N 1 2 O, Nd kQ 298 K [142]

1 2 Ar kQ 298 K [143]

1 2 N2 k(T ) 7,500-15,000 K [47]

1 2 O2, NO
e — — [142]

2 3 N2 kQ 298 K [143]

1 3 N2 kQ 298 K [144]
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1,2 3 N kQ 298 K [145]

2 3 O kQ 298 K [146, 134]

2 3 O2
e — — [142]

1, 2f 3 NO kQ 298 K [142]

5 7 N2, Ar kQ 298 K [147]

remaining k(T ) — [15]

Ar 1 j ∋ A1j > 0 all k(T ) 10,000–11,200 K present work

2-4 3-5 all k(T ) — [7, 91]

(i, j) ∋ Aij > 0 all k(T ) — [49]

10 11 Ar kQ 298 K [148]

7 8 Ar kQ 298 K [148]

remaining k(T ) — [15]

O2 1 2 O kQ 700–1700 K [149]

1 2 O2 kQ 100–450 K [150]

1 2 N, N2, NO kQ 298 Kg [114]

1 2 Ar kQ 298 K [151]

1 3 O2 kQ 300–800 K [152]

1 3 Ar kQ kQ = kQ,O2(a)+Ar [114, 151]

2 3 O kQ 700–1,700 K [149]

2 3 O2 kQ 650–1,650 K [153, 154]

2 3 N, N2, O2, NO kQ 298 Kg [114]

2 3 Ar kQ 298 K [155, 156]

2, 3 4 Ar kQ 298 K [157, 114]

3 4, 5, 6 O, N, N2, O2, NO kQ 298 K [114]

3 5, 6 Ar kQ kQ = kQ,O2(c)+Ar [157, 114]

remaining k(T ) — [15]

N2 1 2 N kQ 8,000–15,000 K [158]

1 2 Ar kQ 298 K [159]

1 2 N2, NO kQ 298 Kg [114]

1h 2 O2, O k(T ) — [15, 160]

1 3 N2 kQ 298 K [161]

2 3 N, O, O2, N2, NO kQ 298 Ki [114]

2 3 Ar kQ 298 K [143]

3, 4 4, 5 N, O, N2, O2, NO kQ 298 Ki [114]

3 6 N, N2, O2 kQ 298 K [159]

5 6 N2 kQ 298 K [162]

remaining k(T ) — [15]

NO 1 2 N, O, N2, O2, NO kQ 298 K [114]

1 3 NO kQ 300–2,000 K [114]

1 3 N, O, N2, O2 kQ 298 K [114]
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2 4 N, O, N2, O2 kQ 298 K [114]

4 5 N, O, N2, O2 kQ 298 K [114]

remaining k(T ) — [15]

N+
2 1 2 N, O, N2, O2, NO kQ 298 K [114]

1 3 N2 k(T ) 8,000–15,000 K [158]

1 3 N, O, O2, NO kQ 298 K [114]

2 4 N, O, N2, O2, NO kQ 298 K [114]

remaining k(T ) — [15]

a Excitation of O(3P→1S) and O(1D→1S) by O(3P) are treated using Lemal’s analytical formula

instead of quenching rates because O(1S) + O(3P) leads to O(1D) + O(1D) [134].
b Upper limit only
c 1→3 is neglected since the product channel for O(1S) + O2(X) leads to O(3P) + O2(A,a,c)

[131, 137].
d The rate of N(2D) deactivation by O(3P) is used to approximate the rate of deactivation of

N(2D) by N(4S).
e Neglecting published removal rates because they are driven by reactive channels.
f In the absence of product yields, the branching ratios of N(2P) + NO → N(2D, 4S) + NO are

assumed to be equal.
g Park [114] assumes a constant value of σ(󰂃) for optically forbidden transitions when extrapolat-

ing room temperature quenching data.
h N2(A) removal by O2 primarily leads to 2O(3P) + N2(X) and removal by O primarily leads to

O(1S) + N2(X) [160]. As a result, Lemal’s cross-section is used for the physical quenching rate.
i Park [114] uses a power-law fit determined from several quenching rate measurements to ex-

trapolate quenching rate data for optically allowed transitions.

A small number of computational studies of HP-CIE or quenching have been performed

for the species considered here, most of which are concerned with comparisons to experimental

quenching rate coefficients at low-temperature [163, 164, 165, 166]. One exception is the excitation

of O(3P→1D) via collisions with O(3P), studied in [48] and [129] using one-dimensional quantum

scattering calculations for collision energies, 󰂃, from threshold to 10 eV. Another exception is the

cross section calculation for O(3P) + O(3P) → O(1D) + O(1D) in [167]. More recently, Lu et al.

[47] have also calculated the rate coefficient for electronic excitation of N(2D) in collisions between

N(4S) and N2(X).

Experimental cross-sections of HP-CIE are also very scarce. To the author’s knowledge,

the only published experimental cross-sections for HP-CIE of an air species are given in [168] for
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excitation between the 5S◦ and 3S◦ states of atomic oxygen under impact by O2, N2, Ar, and Xe.

The cross-sections for excitation by collision with O2, N2, and Ar are integrated to obtain the rate

constants that are implemented into the model. Rate constant expressions derived from the results

of the aforementioned computational and experimental studies are given in Table 3.11.

Table 3.11: Arrhenius parameters for integrated theoretical and experimental cross sections (k =
ATn exp(−θ/T )).

Reaction A (m3/s) n θ (K) Ref.

O(3P) + O(3P) → O(3P) + O(1D) 1.37×10−19 0.455 21,506 [129]
O(3P) + O(3P) → O(1D) + O(1D) 6.10×10−18 0.0158 46,044 [167]
N(4S) + N2(X) → N(2D) + N2(X) 1.88×10−15 -0.708 27,664 [47]
O(5S◦) + O2(X) → O(3So) + O2(a)

a 3.32×10−18 0.0219 16,009 [168]
O(5S◦) + N2(X) → O(3So) + N2(X) 1.31×10−18 0.357 5,034 [168]
O(5S◦) + Ar(1) → O(3So) + Ar(1) 3.12×10−19 0.0448 9,412 [139]

a product assumed to be O2(a) based on the observed threshold energy.

Many other relevant HP-CIE transitions have been studied in the vast literature devoted to

determining rate coefficients for quenching, the reverse of HP-CIE; however, the rate constants

are typically measured at room temperature. If a temperature dependence is determined, it is

typically only valid below 1,000 K [132]. Where available, quenching rates for the considered

species are implemented into the present model. Table 3.10 provides the temperature or range

of temperatures at which each rate coefficient was determined. For the rate coefficients measured

at 298 K that have no published temperature dependence, the rate coefficient is extrapolated by

assuming that the cross-section is constant with respect to collision energy. This yields a
√
T

temperature dependence in the quenching rate constant,

kQ = kQ,298K

󰁵
Ttr

298K
(3.11)

where kQ,298K is the rate constant measured at room temperature and kQ is the quenching rate

constant adopted in the model. This extrapolation technique has also been applied in [161, 114].

Most of the implemented rate coefficients for the HP-CIE of O2 are taken from the review

by Park [114], or from quenching rate coefficients collected by Capitelli et al. [131]. However, more
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recent data for the excitation of O2(X→a) and O2(a→b) in collisions with O(3P) are taken from the

recent quenching experiments in [149] that probed temperatures up to 1,700 K. Excitation occurs

more rapidly using the newly determined rate coefficients, in comparison to the rate coefficients

extrapolated from room temperature that are reported by Park. This is a consequence of the

observed threshold behavior in the quenching reaction above 800 K. Volynets et al. did not report

a definite product channel for the quenching of O2(b), but [156] found that most quenching partners

de-excite O2(b) to form O2(a), and not O2(X). The quenching rate of O2(b) measured by Volynets

et al. is therefore assumed to yield O2(a).

The HP-CIE rate coefficients for N2 are mostly taken from the review by Park. Excitation

of N2(X→A) in collisions with N is modeled using the rate coefficient from Flagan and Appleton

[158], one of the only high-temperature excitation rate coefficients that have been published. The

N+
2 (X→B) excitation rate coefficient with N2 is also adopted from Flagan and Appleton. The

remainder of the N+
2 excitation rate coefficients come from Park [114].

The electronic excitation and ionization of argon have been studied both experimentally and

computationally in shock tube flows by several authors [169, 7, 170, 171]. The observed threshold

energy for the ionization of argon in atom-atom collisions is approximately equal to the 11.5 eV

excitation energy of the lowest energy electronic states of argon, not the ionization energy of 15.7

eV [171, 170]. As a result, previous measurements of ionization behind strong shock waves in argon

have been used to infer rate constants of electronic excitation in the collision between two argon

atoms.

Typically, the inference is made using the linear cross-section expression originally put for-

ward by Drawin [49], with the fitting parameter being the cross-section slope at the threshold

energy. Values for this parameter are scattered by more than an order of magnitude, as shown in

Kapper and Cambier [7]. Variation between different authors is likely due to some combination of

impurities [171, 169] and boundary layer effects [172], and it’s worth noting that the most discor-

dant measurements [171] have been brought closer to the other published values by modifications

to the experimental equipment [173].
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In the present work, measurements of electron number density in 1% mixtures of O2 dilute

in argon are used to infer a scale factor that is applied to the rate coefficients used by Kapper

and Cambier [7]. Measurements in N2-Ar were also performed in the same facility and at similar

experimental conditions as these O2-Ar experiments. Previous experimental measurements of the

ionization distance behind shocks in argon with O2 and N2 impurities indicate that the ionization

rate is not appreciably impacted by the presence of small amounts of O2 or N2 [169]. Thus, the Ar

+ Ar excitation rates inferred from the electron number density measurements in O2-Ar mixtures

are appropriate to implement into the current model for both O2-Ar and N2-Ar mixtures. The

excitation rate constant inference from electron number density data is described in Chapter 5.

Excitation rate coefficients involving the 4s states of argon are modeled using the rate co-

efficients from Kapper and Cambier, and Drawin’s formula is used for HP-CIE between pairs of

radiatively coupled excited states of argon [91, 7]. For the HP-CIE between excited states of argon

that are not radiatively coupled, the logarithmic cross-section suggested by Lemal et al. [15] is

implemented.

Rate coefficients have only been published for electronic transitions in heavy particle collisions

for the ground and metastable electronic states of the considered species. Calculating the excitation

or quenching rate coefficients of higher-lying electronic states using ab initio computational tech-

niques is often intractable due to the rapid increase of state density with energy. Experimentally,

it is difficult to produce stable and long-lived populations of high-lying electronic states, many of

which have very short radiative lifetimes. In the cases where removal rates have been measured,

isolating product channels proves challenging due to the large number of energetically accessible

removal pathways. For this reason, the majority of published removal rates for electronically ex-

cited argon are not implemented, with the exception of several from Sadeghi et al. [148] where the

products are specified.

For the transitions where rate coefficient data is unavailable, several theoretical expressions

are available to approximate the necessary HP-CIE rate constants [17, 19, 49, 121, 51, 50]. These

models offer convenient closed-form expressions for excitation rate constants between any two states;
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however, the rate coefficients predicted by the various models are spread across up to four orders of

magnitude [15, 20]. For the transitions for which no data is available, the cross-section expression

from Park [17], given in Eq. (3.12), is adopted with the value of σ0 = 1.21 × 10−24 m2 based on

findings from Lemal et al. [15].

σhp−cie
s(i,j)+M (󰂃) = σ0

󰀕
ln (󰂃/εij)

󰂃/εij

󰀖
(3.12)

In Eq. (3.12), 󰂃 is the collision energy and εij = εj − εi is the energy difference between the i and

j electronic states of the species s.

3.7 Heavy Particle Impact Ionization

Collisionally-induced excitation by heavy particle impact (HP-CII) is the process of collisional

ionization without a change to the electronic state of the colliding heavy species. This process may

be contrasted with Penning ionization, in which ionization also occurs during a bimolecular collision;

however, the requisite energy comes from the electronic, not translational, energy of the colliding

particles. Penning ionization is neglected for the present mixtures of air and argon since none of

the species have metastable excited states with energies higher than the first ionization energy of

any of the other considered species. A general HP-CII reaction is presented in Eq. (3.13) and the

selected rate coefficients are given in Table 3.12.

A(i) +M → A+(j) +M : M ∕= e− (3.13)

Table 3.12: Selected rate coefficients for heavy particle impact ionization.

Species i M Method Ref.

Ar 1 Ar Atomic beam experiment [174]
2-31 all Analytical [49]

others all all Analyticala [121]

a σ0 is set to 1.21× 10−24 m2.

Experimentally measured cross-sections for ionization in the impact of two ground-state argon

atoms are implemented using the experimentally measured cross-section from Haugsjaa and Amme
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[174]. The resulting rate coefficient expression is given in Eq. (3.14).

khp−cii
Ar(1,1)+M (Ttr) = 1.311× 10−24T 0.992

tr exp

󰀕
−183, 690

Ttr

󰀖
(3.14)

Heavy particle impact ionization of the excited levels of argon is modeled using the expression

from Drawin and Emard [49]. Heavy particle impact ionization of the air species is modeled using

the rate coefficient expression from Annaloro and Bultel [121],

khp−cii
s(i,j+)+M

=

󰁶
8kbTtr

πµ
σ0a1

󰀕
−εij
kBTtr

󰀖a2

exp

󰀕
−εij
kBTtr

󰀖
(3.15)

where a1 = 0.39534, a2 = 0.3546, and µ is the reduced mass of the colliding particles. The scale

factor, σ0, is set to 1.21× 10−24 m2 instead of Annaloro and Bultel’s suggested 10−20 m2 based on

the findings by Lemal et al. [15] for the appropriate magnitude of HP-CIE reactions in post-shock

flows.

3.8 Associative Ionization

Associative ionization involves the association of two species, A and B, to form a molecular ion

AB+ and a free electron. The inverse of associative ionization is called dissociative recombination.

A generic associative ionization reaction is shown in Eq. (3.16).

A(i) +B(k) ⇌ AB+(m) + e− (3.16)

There are a large number of associative ionization rate constants that have been applied to

calculations of hypersonic flowfields [22]. These rate constants are not applied in the present CR

model because they do not include information about the electronic states of the reactant atoms.

Instead, the adopted rate constants for AI come from ion storage ring experiments investigating

dissociative recombination (DR). Le Padellec has published expressions for channel-specific AI

cross sections for the formation of NO+ and O+
2 , which are integrated to calculate the Arrhenius

parameters presented in Table 3.13. Associative ionization rates coefficients for the formation of N+
2

are calculated using the DR rate constant and product branching ratios from Peterson et al. [175]
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and the principle of detailed balance. Rate coefficient expressions are also provided for the case

where the atomic electronic states are in equilibrium at the rate-controlling temperature. Because

these rates can be used to approximate associative ionization using a single reactive channel, they

are referred to as single-channel or equilibrium rate expressions.

Table 3.13: Associative ionization rate coefficients used in the present model. Equilibrium rate
coefficients are the effective single-channel rate coefficients when the atomic reactants are in equi-
librium at the forward rate-controlling temperature, T .

Product Ion Channel A (m3/s) η θ (K) Ref.

NO+ N(4S) + O(3P) 6.571×10−23 1.0 32,142 [176, 177]
N(2D) + O(3P) 2.500×10−22 1.0 4,409
N(2P) + O(3P) 9.856×10−23 1.0 0
Equilibrium 1.039×10−18 0.207 34,417

N+
2 N(2D) + N(4S) 1.609×10−20 0.637 41,392 [175]

N(2P) + N(4S) 7.970×10−21 0.637 27,556
N(2D) + N(2D) 9.042×10−21 0.637 13,712
Equilibrium 1.988×10−14 -0.689 72,754

O+
2 O(3P) + O(3P) 1.206×10−22 1.0 77,164 [178, 177]

O(1D) + O(3P) 2.292×10−21 1.0 57,902
O(1D) + O(1D) 1.340×10−21 1.0 35,043
Equilibrium 3.029×10−20 0.680 80,684

A notable caveat of using dissociative recombination data is that the ions are typically in

the ground or first excited vibrational state, in contrast with the vibrational state distributions

found in hypersonic flows. For N+
2 , the adopted DR rates have been applied in various CR models

because the experimental vibrational distribution corresponded roughly to Tvib ≈ 6, 000 K, which

is representative of a shocked hypersonic flow. Dissociative recombination rate constants for NO+

and O+
2 are not so fortuitous – the experimental ion populations were predominantly in the ground

vibrational state. Sheehan has reviewed the DR rates for the molecular ions considered in the

present model and found all of the rates to be sensitive to the vibrational excitation of the molecular

ion [179]. For NO+ and O+
2 , the DR of v=0 molecules is found to proceed approximately 3 times

faster than for v > 0 ions. The situation is more extreme for N+
2 at high electron temperatures,

where this ratio may be as high as 10.

In Figure 3.2, the single-channel associative ionization rates are compared with those included
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in several two-temperature (2T) reaction sets. The rate coefficient of AI to form N+
2 exhibits the

closest agreement with the 2T rate coefficients, potentially due to matched vibrational distributions

between the DR experiment and typical hypersonic flows. The single-channel rate expressions for

NO+ and O+
2 are within the scatter of the available 2T rate coefficients, demonstrating that the

Arrhenius expressions in Table 3.13 are reasonable. The AI rate coefficients for NO+ formation

exhibit considerable scatter below 10,000 K, with predictions varying by more than an order of

magnitude.

Figure 3.2: Comparison of rate coefficients for associative ionization calculated using the equilibrium
expressions given in Table 3.13 and those from several two-temperature models [11, 1].

3.9 Neutral Exchange

Neutral exchange reactions involve the transfer of atoms between two molecular species. The

formation enthalpy of the AC molecule on the other side of the reaction can significantly decrease

the activation energy when compared with direct dissociation of AB. For this reason, neutral

exchange reactions are the dominant mechanism for breaking down N2 at orbital and sub-orbital

hypersonic velocities. A generic neutral exchange reaction is given in Eq. (3.17).

AB(i) + C(j) ⇌ AC(k) +B(l) (3.17)

A summary of the implemented neutral exchange rate coefficients is given in Table 3.14. The
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adopted rate coefficient expressions for neutral exchange come primarily from Park [1] and Popov

[133]. An improved rate coefficient for the formation of N(2D) in the collision of NO(X) and O(3P)

is implemented from the recent publication by Lu et al. [180]. The channel involving NO(X) +

O(1D) is discussed by Herron [142], with experimental investigations determining that the O(1D)

yield from N(2D) + O2(X) is 76% at 100 K. In contrast, an ab initio study by Gonzalez et al.

[181] concluded that the channel involving O(1D) should contribute meaningfully to the overall

N(2D) + O2(X) reactivity. The experimental result is adopted in the present model. Whenever

no temperature dependence is given, a constant cross-section is assumed. A notable exception is

the NO(X) + N(2D) reaction, which Li et al. [182] showed to have an approximately constant rate

coefficient with respect to temperature, the result of an exponentially decreasing cross-section with

respect to collision energy.

Table 3.14: Neutral exchange reactions and their rate coefficient expressions (k =
AT η exp(−θ/Ttr)).

Reaction A (m3/s) η θ (K) Ref.

N2(X) + O(3P) → NO(X) + N(4S) 9.45×10−12 0.42 42,938 [183]
O2(X) + N(4S) → NO(X) + O(3P) 4.14×10−15 1.18 4,005 [184]
N2(A) + O(3P) → NO(X) + N(2D) 2.31×10−18 0.50a 0 [133]
N2(C) + O(3P) → NO(X) + N(2D) 1.73×10−17 0.50a 0 [133]
O2(X) + N(2D) → NO(X) + O(1D) 7.30×10−18 0 185 [133]
O(3P) + NO(X) → O2(X) + N(2D) 8.39×10−17 0 50,204 [180]
NO(X) + N(2D) → N2(X) + O(1D) 3.46×10−18 0b 0 [133, 182]
O2(a) + N(4S) → NO(X) + O(3P) 5.19×10−21 1.30c 6,797 [185]
O2(b) + N(4S) → NO(X) + O(3P) 2.90×10−41 6.70c 4,959 [185]

a Extrapolated from room temperature by assuming a constant cross-section
with respect to collision energy.

b Cross-section is not assumed to be constant following the study by Li et al.
[182].

c Rate coefficient exceeds the gas kinetic limit within the temperature range of
interest, so the rate coefficient is limited to its value at 4,000 K, which is the
upper limit of the range over which the constant was fitted by Pelevkin et al.
[185].
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3.10 Electronic Excitation Exchange

Electronic excitation exchange reactions are any collisional process in which more than one

of the interacting species changes its electronic state without undergoing a chemical reaction or

ionization. This definition excludes the direct excitation processes of HP-CIE and E-CIE. A general

excitation exchange formula for which is given in Eq. (3.18), where A and B may be atoms or

molecules. Electronic excitation exchange reaction rate coefficients are adopted from a variety of

sources, and the adopted rate coefficients are listed in Table 3.15.

A(i) +B(k) ⇌ A(j) +B(l) : i ∕= j, k ∕= l (3.18)

A constant cross-section is assumed for the reactions for which a temperature dependence

has not yet been measured. The excitation exchange interactions can introduce strong couplings

between excited state populations and are an important piece of the developed collisional-radiative

model.

3.11 Charge Exchange and Reassociation Reactions

Charge exchange reactions involve the transfer of charge from one species to another. Reas-

sociation reactions are those that involve simultaneous neutral exchange and charge exchange. A

generic charge exchange reaction is given in Eq. (3.19), while the generic forms of a reassociation

reaction involving atoms and diatoms are given in Eqs. (3.20) - (3.22).

A+(i) +B(k) ⇌ A(j) +B+(l) (3.19)

AB+(i) + C(k) ⇌ AC(j) +B+(l) (3.20)

AB+(i) + C(k) ⇌ AC+(j) +B(l) (3.21)

AB(i) + C+(k) ⇌ AC(j) +B+(l) (3.22)

The majority of charge exchange and reassociation reactions are implemented from the model

of Park [1], and those reaction rate coefficients are not repeated here. Several charge exchange reac-
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Table 3.15: Selected electronic excitation exchange reaction rate expressions (k =
AT η exp(−θ/Ttr)).

Reaction A (m3/s) η θ Ref.

O2(b) + O(3P) → O2(X) + O(1D) 6.01×10−17 -0.10 4,200 [131]
O(1S) + O2(a) → O(1D) + O2(b) 2.08×10−18 0.50 0 [137]
O(1S) + O2(a) → O(3P) + O2(A) 7.51×10−18 0.50 0 [137]
O(1D) + O2(X) → O(3P) + O2(a) 5.79×10−20 0.50 0 [131]
O(1D) + O2(X) → O(3P) + O2(b) 2.60×10−17 0 -67 [131]
O(1S) + O2(X) → O(3P) + O2(c) 3.00×10−18 0 850 [131]
O(1S) + O2(X) → O(3P) + O2(A) 3.00×10−18 0 850 [131]
O(1D) + O2(b) → O2(X) + O(1S) 6.00×10−22 0 6,731 [159]
O(1S) + O2(a) → O(1D) + O2(b) 1.67×10−18 0.50 0 [131]
O2(A) + O(3P) → O2(X) + O(1D) 7.44×10−19 0.50 0 [159]
O2(A) + O(3P) → O2(a) + O(1D) 1.56×10−19 0.50 0 [159]
O2(A) + O(3P) → O2(b) + O(1D) 7.79×10−20 0.50 0 [159]
O2(B) + O(3P) → O2(A) + O(1D) 7.29×10−29 2.15 20,782 [159]
O2(X) + N2(A) → O2(b) + N2(X) 4.33×10−20 0.50 0 [133]
O2(a) + O2(a) → O2(b) + O2(X) 7.00×10−34 3.80 -700 [131]
O2(A) + O2(X) → O2(b) + O2(b) 1.68×10−20 0.50 0 [159]
O2(A) + O2(X) → O2(b) + O2(X) 1.68×10−20 0.50 0 [159]
O2(A) + O2(b) → O2(B) + O2(X) 5.62×10−23 0.50 1,045 [159]
Ar(4) + N2(X) → Ar(1) + N2(C) 1.67×10−18 0.50 0 [186]
Ar(2) + N2(X) → Ar(1) + N2(C) 1.67×10−18 0.50 0 [186]
N2(A) + N2(A) → N2(C) + N2(X) 5.54×10−10 -2.64 0 [137]
N2(A) + N2(A) → N2(B) + N2(X) 2.02×10−17 0.50 0 [142]
N2(B) + N2(A) → N2(X) + N2(C) 2.66×10−17 0.50 0 [159]
NO(X) + N2(A) → NO(A) + N2(X) 6.64×10−17 0 0 [187]
N2(A) + N(4S) → N2(X) + N(2P) 1.84×10−15 -0.66 0 [131]
N2(A) + O(3P) → N2(X) + O(1S) 1.73×10−12 0.50 0 [133]
O(3P) + O(3P) → O(1D) + O(1D) 6.10×10−18 0.0158 46,044 [159]
O(1S) + O(3P) → O(1D) + O(1D)a 5.00×10−17 0.00 301 [131, 134, 188]

a Assuming that the measured O(1S) + O(3P) removal rate is primarily due to the
production of O(1D) + O(1D) following discussions by Olson [188] and Bates [134].

tions have been implemented from other authors, particularly for charge exchange between N+ and

N+
2 , and reactions involving argon. The rate coefficient implemented for N+ charge exchange with

N2 is taken from Phelps [189], which lies between the lower rate constant measured by Freysinger

et al. [190] and the higher rate constant used by Park [1].
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Table 3.16: Charge exchange reaction rate coefficients that do not come from Park [1] (k =
AT η exp(−θ/Ttr)).

Reaction A (m3/s) η θ (K) Ref.

N+ + N2(X) → N+
2 (X) + N(4S) 1.16×10−23 1.47 13,130 [161, 189]

Ar+(1) + N2(X) → N+
2 (X) + Ar(1) 2.57×10−17 0.50 0 [143]

Ar+(1) + O(3P) → O+ + Ar(1) 6.39×10−18 0.0 0 [159]
Ar+(1) + O2(X) → O+

2 + Ar(1) -4.20×10−15 -0.78 0 [5]

3.12 Bound-Bound Radiative Emission

Radiative transitions between two bound electronic levels of a molecule are referred to as

bound-bound radiative emission. A generic bound-bound emission process is shown in Eq. (3.28),

where hν represents a photon with energy given by h, Planck’s constant, and ν, the frequency of

the emitted light. The species A may be an atom or molecule.

A(j) → A(i) + hν (3.23)

The source term due to bound-bound radiative transition for a pseudospecies in Pex is given

in Eq. (3.24),

ωbbr
s(i) =

Nex󰁛

j>i

njAijΛij −
i−1󰁛

j<i

niAjiΛji (3.24)

where Aij and Λij are the Einstein coefficient and escape factor, respectively, for a radiative transi-

tion from an upper electronic state j to a lower state i of the species s. The transitions considered

in the present model are given in Table 3.17.

Bound-bound radiative transitions for the molecular species are implemented using the vibrationally-

resolved Einstein coefficients from Laux [191]. The vibrationally-resolved Einstein coefficients for

the molecular systems are converted to an effective Einstein coefficient between the two electronic

states, i and j, using Eq. (3.25) from Panesi et al. [192],

Aij =

󰁓
v′v′′ Av′v′′Qv′󰁓

v Qv
(3.25)

where v′ and v′′ are vibrational state indices in the j and i electronic states, respectively, and Av′v′′
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Table 3.17: Bound-bound radiative transitions considered in the CR model.

Species Transition(s) System Ref.

O2 B3Σ−
u → X3Σ−

g Schumann-Runge [191]

N2 B3Πg → A3Σ+
u First positive [191]

C3Πu → B3Πg Second positive [191]
NO A2Σ+ → X2Π γ [191]

B2Π → X2Π β [191]
N+

2 B2Σ+
u → X2Σ+

g First negative [191]

O 119 lines — [67]
N 252 lines — [67]
Ar 102 lines — [67]

is the Einstein coefficient for transitions from v′ to v′′. The sum in the denominator is over v states

in the upper, jth, electronic state.

For atomic species, all lines from the NIST database that involve the modeled states are

included [67]. When the upper state for a given line is within a grouped state, the Einstein A

coefficient is scaled by the ratio of the upper state electronic degeneracy to the total electronic

degeneracy of its grouped state. This procedure is appropriate for the present model since all

states in a given group are close in energy to one another. The resulting atomic lines are listed in

Appendix B.

The escape factors for the molecular radiative transitions are all set to one, while those for the

atomic lines are calculated using the analytical expression from Holstein [193, 194] for an infinite

slab of thickness Lrad by assuming that Doppler broadening is the dominant broadening mechanism

[8]. The expression for the escape factor is,

Λij =
1.875

k0Lrad [π log(k0Lrad)]
1/2

(3.26)

where Lrad is the thickness of the infinite slab, and k0 is the absorption coefficient at the line center

defined in Eq. (3.27).

k0 =
λijni

8π

gj
gi

Aij√
πν0,s

(3.27)

The wavelength of the transition is λij , the electronic degeneracies of the upper and lower states are

gj and gi, and the number density of the lower state is ni. The resonance frequency of a stationary
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atom of species s, ν0,s, is defined as ν0,s = (2kBTtr/ms)
1/2.

The three-dimensionality of radiation reabsorption introduces ambiguity in the choice of

length scale Lrad to use for the escape factor calculation. Some authors model reabsorption in

shock tube flows using the radial length scale, typically the diameter of the shock tube as in

Nations et al. [58] and Finch et al. [9]. Other authors consider the axial direction to be most

important, arguing that the reabsorption length scale should be representative of the length scale

for mean flow gradients, roughly approximated using Lrad = 1 cm [195]1 . The effect of varying

Lrad between these two limiting values is explored in Chapters 5 and 6.

3.13 Free-Bound Radiative Emission

Free-bound radiative emission involves the capture of an electron by an ion, followed by the

neutralization of the ion. As opposed to three-body recombination, where the excess energy is

carried off by the third particle, the excess energy in the two-body recombination of an ion and

electron is carried off by an emitted photon. A generic free-bound emission process is shown in Eq.

(3.28).

A+(j) + e− → A(i) + e− + hν (3.28)

The pseudospecies source terms due to free-bound radiative transitions are given in Eqs.

(3.29)–(3.30).

ωfbr
s(i) = ne ×

󰀻
󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰀽

󰁓
(i,j+)∈T fb

s
kfbr
s(i,j+)

nj+ if qs = 0

−
󰁓

(j0,i)∈T fb
s

kfbr
s(j0,i)

ni if qs = 1

(3.29)

ωfbr
s = −ne ×

󰀻
󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰀽

󰁓
(i,1)∈T fb

N
kfbrs(i,1)nN+ if s ∈ {N+, O+}

󰁓
s∈{H\I}

󰁓
(i,j+)∈T fb

s
kfbr
s(i,j+)

nj+ if s = e−
(3.30)

where qs is the charge of species s.

Free-bound radiative emission encompasses the two processes of radiative and dielectronic

recombination, both of which result in the process shown in Eq. (3.28). Radiative recombination is

1 B. Cruden, personal communication, August 2023
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the exact process shown in Eq. (3.28), while dielectronic recombination is a two-step process that

occurs via,

A+(j) + e− → A∗ → A(i) + hν (3.31)

where the electron is first non-radiatively captured to a bound-autoionizing state, A∗, that then

radiatively decays to a neutral electronic level. Dielectronic recombination of N+ and O+ is modeled

using the rate coefficients from Nussbaumer and Storey [196]. Radiative recombination of N+ and

O+ is modeled using the rate expressions from Bourdon et al. [123, 104]. Radiative recombination

of argon is modeled using the expression adopted by Vlcek [51] and later adopted by Bultel et al.

[91] and Kapper and Cambier [7]. Following these same authors, the dielectronic recombination of

Ar+ is neglected. A summary of the total free-bound recombination rate coefficients is presented

in Table 3.18.

Table 3.18: Free-bound radiative transition rate coefficients, the fitting variable t is defined as

t = Teex
10000 . The first line of the N+ and O+ rate constants correspond to the contribution from

dissociative recombination, while the second line accounts for radiative recombination.

s+(j) s(i) kfbr
s(i,j)

(cm3/s) Ref.

N+ N 10−12
󰀅
0.6310 + 0.1990t− 0.0197t2

󰀆
× t−3/2 exp

󰀃−0.4398
t

󰀄
[196]

+ 7.64× 10−12T−0.40
eex [123]

O+ O 10−12
󰀅−0.0001

t + 0.0001 + 0.0965t+ 0.0193t2
󰀆
× t−3/2 exp

󰀃−0.4106
t

󰀄
[196]

+ 2.12× 10−12T−0.29
eex [104]

Ar+(1) Ar(2) exp
󰁫
0.2426t− 35.84 + 0.3942 ln(t) + 0.0152

t − 2.549×10−4

t2

󰁬
[91]

Ar+(1) Ar(3) exp
󰁫
0.2420t− 36.89 + 0.3894 ln(t) + 0.0158

t − 2.661×10−4

t2

󰁬
[91]

Ar+(2) Ar(4) exp
󰁫
0.2427t− 37.67 + 0.3944 ln(t) + 0.0151

t − 2.546×10−4

t2

󰁬
[91]

Ar+(2) Ar(5) exp
󰁫
0.2420t− 35.52 + 0.3876 ln(t) + 0.0161

t − 2.701×10−4

t2

󰁬
[91]

Following Kapper and Cambier [7], the gas is assumed to be optically thick to emission

from the free-bound recombination to form Ar(1) and optically thin to emission via radiative

recombination that forms Ar(i=2,3,4,5). For this reason, the recombination rate coefficient to form
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Ar(1) is not provided in Table 3.18. Emission from radiative and dielectronic recombination to

form N and O is assumed to fully escape the gas.

3.14 Summary

In this chapter, the electronic state-resolved model of N2-O2-Ar mixtures was described in

detail. A large number of collisional and radiative processes are required to accurately model the

nonequilibrium excitation and ionization dynamics in a high-temperature gas mixture containing

air species and argon.

Each section in this chapter was devoted to a different collisional or radiative process occurring

in the gas. The modeling of coupled vibrational relaxation and dissociation was discussed first,

with the Marrone and Treanor and modified Marrone and Treanor (MMT) modeling frameworks

being adopted in the model. Dissociation rate coefficients for the ground and electronically excited

states were then outlined for N2, O2, and NO, leveraging the available electronically-specific rate

coefficients for each species that have been published by several authors.

Collisional excitation and ionization processes were discussed next. Electron impact excita-

tion and ionization were modeled using integrated energy-dependent cross-sections spanning from

threshold to several hundred electron volts for the majority of key electron impact processes. The

remainder of electron impact excitation and ionization processes were modeled using analytical

expressions. Rate coefficient or cross-section data is far more scarce for modeling excitation and

ionization by heavy particle impact. The available data was collected and reviewed, and the selected

rate expressions were described.

Associative ionization was modeled using rate coefficients that separately take into account

the interaction of ground state and excited state atoms. Rate coefficients corresponding to an

equilibrium distribution of electronically excited states were found to compare reasonably with

other rate coefficients published in the literature. The adopted rate coefficient expressions for

neutral exchange, electronic excitation exchange, and charge exchange were also given. Finally, the

modeling of radiative emission and the self-absorption of resonance radiation was discussed.



Chapter 4

Two-Temperature Modeling of Coupled Vibrational Relaxation and

Dissociation of O2

The contents of this chapter have been included in the Journal of Thermophysics and

Heat Transfer [109]. Reproduced with the permission of the American Institute of Aeronautics

and Astronautics.

4.1 Introduction

The dissociation of O2 is the first step toward plasma formation behind a strong shock wave

in air because atomic oxygen is a key reactant in the associative ionization to form NO+, the

dominant ion at suborbital hypersonic speeds. In addition, atomic oxygen is a necessary reactant

for the formation of NO via the first Zel’dovich reaction:

N2 +O ⇌ NO +N (4.1)

which offers a lower activation energy path, compared to the direct dissociation of N2, to the

formation of nitrogen atoms that are also required to form NO+. At suborbital hypersonic speeds,

the formation of atomic nitrogen is therefore dominated by Zel’dovich exchange reactions and by

the dissociation of NO, which has a weaker bond than N2.

In addition to its importance to plasma formation modeling, the dissociation of O2 is critically

important to predictions of vehicle heat flux in non-ionizing hypersonic flows. In a sensitivity

analysis performed by Holloway and Boyd, the rate constants for the dissociation of O2 in collisions
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with O and N2 were found to be the most important chemical kinetic parameters influencing heat

flux to a cylindrical geometry in a Mach 5 and 7 freestream flow [197]. In their comparison of

heat flux predictions by the Park and MMT models, Chaudhry and Boyd found that the greatest

differences could be attributed to the recombination of O2 with partner N2, which is largely a

function of the adopted dissociation rate constant for O2 with N2.

Recent low-uncertainty experimental measurements of the coupled vibrational relaxation and

dissociation of O2 by Streicher et al. [5] from the Hanson Group at Stanford University provide

a valuable opportunity to assess the modeling of the nonequilibrium dissociation kinetics of O2.

The present chapter is devoted to the analysis of these experiments using several two-temperature

models in order to yield conclusions that are most relevant to vehicle-scale hypersonic flows. Because

the developed collisional-radiative model relies on multi-temperature modeling of dissociation, not

resolving the individual vibrational or rovibrational states, the conclusions from this chapter are

immediately applicable to the collisional-radiative model that is applied throughout this thesis.

In this chapter, comparisons are made with three of the pure O2 shock tube experiments

reported by Streicher et al. [5]. Nominal initial translational temperatures (T5,0) and pressures

(P5,0) behind the reflected shock are given in Table 4.1. The value of P5,0 was measured 5 mm

from the end wall at the measurement location. It is important to note that the reflected shock

velocity is not measured in these experiments – the values in Table 4.1 are calculated using the

measured incident shock velocity, extrapolated to the wall, and the no penetration end wall bound-

ary condition. The reported values of T5,0 are calculated from ideal theory by assuming a constant

reflected shock velocity with frozen composition and vibrational temperature in Region 2. Pressure

is directly measured during the tests, making P5,0 and dP/dt some of the most direct measurements

from the experiments.

In these experiments, laser absorption spectroscopy (LAS) is used to infer vibrational state-

specific time histories of O2. The raw data from each experiment includes the measured intensities,

pressure at the x-location where the laser beam is located, and incident shock velocity determined

using five piezoelectric pressure transducers. The transmitted laser intensities are used to deter-
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Table 4.1: O2 vibrational relaxation and dissociation experiments from [5] that are analyzed in
the present study.

Name T5,0 (K) P5,0 (Pa) dP/dt (Pa/µs)

100-1 6,230 7,599 13
100-6 7,940 5,466 20
100-8 9,560 4,533 32

mine absorbances, which are then converted to quantum state-specific number densities via the

Beer-Lambert law and the absorption cross-section models described in [198, 199]. Time-zero un-

certainties due to shock curvature and the finite beam width are estimated to be less than 2 µs

for the experiments analyzed here. A complete description of the experiments, diagnostics, post-

processing techniques, and uncertainty analysis can be found in [5].

4.2 Evaluation of Three-Step Reflected Shock Modeling Approach

The first goal of the work presented in this chapter is to assess the accuracy of the space-

marching approach presented in Section 2.3.2 for modeling reflected shock experiments in pure O2.

To do this, unsteady one-dimensional CFD simulations are performed using LeMANS – a mature

hypersonic CFD code originally developed at the University of Michigan and now at the University

of Colorado [24]. A complete description of the code can be found in Ref [200]. Simulations for the

present work are carried out using a second-order accurate finite volume spatial discretization and

first-order explicit forward Euler time integration.

The unsteady simulation is performed on a 5.25-meter domain with x ∈ [−5, 0.25] m. No

penetration wall boundary conditions are applied at both ends of the domain. The initial condition

is chosen to form an incident shock x = 0 and t = 0 with some desired velocity. Using shock

tube nomenclature, this means that Region 2 properties are assigned for x ∈ [−5, 0] while Region

1 properties are assigned for x ∈ [0, 0.25]. The Region 2 properties are calculated using the desired

shock velocity and the Rankine-Hugoniot relations for a chemically and vibrationally frozen gas.

Numerical difficulties associated with the contact wave are avoided by considering only the driven
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gas and initializing the simulation with the already-formed shock at x = 0. The length of the

domain in the x < 0 direction is selected to ensure that the expansion wave originating from the

left end wall does not interact with the reflected shock during the simulated test time.

Conditions from the 100-8 experiment are used to assess the present modeling approach.

This case exhibits the strongest nonequilibrium effects and is, therefore, expected to show the

most significant reflected shock deceleration. The incident shock velocity attenuates by roughly

3% due to numerical dissipation, so the initial condition is adjusted to produce a slightly stronger

incident shock at t = 0. The adopted initial condition produces the desired 2,760 m/s incident

shock velocity at the right end wall. Calculations are performed using the standard 2T model of

Park [1]. For the same experiment, the LeMANS simulation takes 360 times longer to execute than

the corresponding space-marching calculation.

The first model prediction assessed is the reflected shock velocity. Figure 4.1 shows reflected

shock velocity profiles computed by LeMANS and by the space-marching code used in the present

study. The shock is located in the CFD flowfield by finding the maximum value of the pressure

gradient at each timestep. The shock velocity is then calculated using a first-order finite difference

of the shock position at each timestep. The LeMANS values of urs plotted in Figure 4.1 are the

moving average of five points since the raw shock velocities are scattered across only a handful

of values due to the discrete nature of the grid. Shock velocity predictions are also shown from

the space-marching method employed in [61, 35], where the gas is assumed to be stagnated at the

measurement location. Both space-marching approaches use the same model for the reflected shock

velocity between the wall and the measurement location; however, the present approach abandons

the assumption of stagnated flow at the measurement location and attains much better agreement

with the CFD as a result. Shock velocity is predicted within 10% of the CFD solution using

the present approach, a significant improvement over the 30% errors obtained using the previous

approach that assumes u5(x = d) = 0.

There is a slight but persistent overprediction of the reflected shock velocity predicted by the

space-marching technique when compared with the LeMANS solution. The observed overprediction
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arises because Region 2 relaxation is not included when calculating shock velocity in the space-

marching method, while LeMANS does include the effect. The slight suppression of the late-time

reflected shock velocity caused by Region 2 relaxation is consistent with a previous analysis by

Presley and Hanson [63].

Figure 4.1: Comparison of reflected shock velocity profiles computed by unsteady CFD and space-
marching codes.

Throughout the simulated 100-8 experiment, the reflected shock decelerates to approximately

half its initial velocity. The lab frame shock velocity drops by 280 m/s as it travels from the wall to

the measurement location, resulting in a roughly 10% reduction of the shock velocity measured in

the moving reference frame of the Region 2 gas. The result is that Ttr at the measurement location

is 1,200 K less than the value predicted without accounting for shock deceleration. This effect is

important to include when modeling reflected shock experiments in non-dilute gasses.

The VT relaxation time for O2-O2 collisions was extracted from the experiments analyzed

here using the assumption of a constant reflected shock velocity. The inferred relaxation time

was found to be slower than most of the formulations available in the literature [5]. Accurately

accounting for the non-constant reflected shock velocity pushes the inferred τO2−O2 closer to the

other values reported in the literature by lowering the value of Ttr associated with each data point.
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Additionally, if Ttr is lower than the experimentalists predicted, the numerator of the Landau-Teller

expression would be smaller, and the inferred relaxation time would appear slower as a result. While

the magnitude of these effects on the inferred values of τO2−O2 are hard to quantify, the present

study can assess whether the experimental measurements are still reasonably reproduced using the

inferred relaxation times and dissociation rate constants.

It is important to note that after passing the measurement location, the shock still decelerates

by an additional 180 m/s. This means that gas will move into the measurement location that was

processed by a weaker shock than the gas located at x = d when the test time began. Using

the LeMANS solution, pathlines of particles located at x = d are traced back to see when they

passed through the reflected shock. Owing to the low velocity of the Region 5 gas, the particles

entering the measurement location are never shocked more than 4 µs after the shock passed x =

d. This observation is in line with the arguments of Streicher et al., who reasoned using simple

arguments that the timing uncertainty due to non-stagnated gas should not exceed 5 µs [5]. Tracing

back particle pathlines, it is also possible to determine the difference in shock velocity and peak

translational temperature experienced by the particles in the measurement location at a given

time. For the case analyzed here, which is believed to experience these effects most severely, these

quantities are different by -32 m/s and -98 K, respectively, by the end of the test time.

Figure 4.2 shows the evolution of the translational and vibrational temperatures at the mea-

surement location. Excellent agreement is observed between the present space-marching method

and the LeMANS solution. Relaxation appears to proceed much more quickly when the gas is

assumed to be stagnated at the measurement location. This occurs because of the underpredicted

shock velocity, which affects the transformation from the distance behind the shock to tlab.

Peak vibrational temperature is expected to be slightly lower in LeMANS than in the space-

marching code. The space-marching code initializes the gas to a slightly higher translational tem-

perature than the particles entering the measurement location after t = 0 have experienced. This

effect is expected to be slight, given the maximum 98 K difference in peak Ttr, and it is probably

not observed because of incident shock attenuation in the LeMANS simulations.
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Figure 4.2: Comparison of temperature evolution at the measurement location predicted by
LeMANS, the space-marching approaches, and experimental measurement for the 100-8 case
(T5,0 = 9, 560 K)

It is worth noting that the pressure at the measurement location predicted by the space-

marching approach is slightly higher than the corresponding pressure predicted by LeMANS. The

difference is 3% near time-zero and grows to 8% by the end of the test time. The different pressure

predicted by LeMANS is most likely due to its ability to capture the full unsteady pressure field

behind the decelerating reflected shock. Finally, both modeling approaches underpredict P5,0 by

approximately 15% relative to the measured value, indicating that the higher pressure observed

in the experiment is likely a result of multidimensional and viscous effects not included in the 1D

inviscid CFD calculation.

The second aim of the work presented in this chapter is to assess the available models for

the vibrational relaxation and dissociation of O2 with partners O2 and O. The conditions of the

experiments that are analyzed in the present study are given in Table 4.1. The experiments are

modeled using the procedure described in Section 2.3.2. A large set of vibrational relaxation times,

vibration-dissociation coupling models, and dissociation rate constants are assessed. These models

are described in Sections 4.3.1, 4.3.2, and 4.3.3, respectively. The comparison of these models with

experiment is then presented in Section 4.4.
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4.3 Overview of Assessed Two-Temperature Modeling Choices

4.3.1 Vibrational Relaxation Times

Numerous vibrational relaxation times are available in the literature for O2 with partners

O2 and O. The current study assesses three sets of relaxation times: the empirical formula from

Millikan and White [2], the full ab initio relaxation times of Grover et al. [201, 77], and the

experimentally inferred O2-O2 relaxation time from [5].

Most hypersonic CFD codes employ the two-parameter function for pτv devised by Millikan

and White [2] with the fitting parameters tabulated by Park [1]. For O2-O2, Park’s fitting param-

eters are calculated using Millikan and White’s empirical formula. For O2-O, Park’s parameters

come from fitting the experimental data published by Kiefer and Lutz for experiments covering

1,600 K to 3,300 K [202]. Millikan and White’s formula with the parameters advocated by Park

will be called the “modified Millikan & White (M&W)” relaxation set. Park’s high-temperature

correction is also applied whenever the modified M&W relaxation set is used [1].

Ab initio relaxation times for O2 with partners O2 and O have been determined by Grover et

al [201, 77]. These relaxation times were calculated using the direct molecular simulation (DMS)

method, where the only inputs are the relevant potential energy surfaces (PES). These relaxation

times represent the best available modeling of O2 relaxation using only first principles.

The third set of relaxation times was determined directly by Stanford from their experiments

currently being analyzed [5]. A relaxation time expression for O2-Ar was determined from previous

dilute O2-Ar experiments, and for O2-O2 from more recent non-dilute experiments. No fit for O2-

O was derived from the experimental data, owing to the low sensitivity of the measurements to

this parameter. Relaxation times fitted from of Grover et al. [77] are used for O2-O interactions

whenever the Stanford relaxation times are used for O2-O2 interactions.
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4.3.2 Vibration-Dissociation Coupling Models

There are multiple ways to model the two-way coupling between vibrational relaxation and

dissociation, and a review of several leading approaches is given in Section 3.3.1. In this chapter,

four different vibration-dissociation coupling models are assessed. The Park model with nonprefer-

ential vibrational energy change per dissociation is included because it is the most widely adopted

vibration-dissociation coupling model. The controlling temperature for the dissociation rate con-

stant is set to
√
TtrTvib whenever the Park model is used [1]. The next model being assessed is

the Marrone and Treanor model. Based on the findings of Streicher et al. [5], only the value

U = 1
3kBD0,O2(X) is tested. The other two models are based on the modified Marrone and Tre-

anor (MMT) framework, either with or without the variable non-Boltzmann correction factors.

When the correction factors are neglected, the model is denoted as MMT-B. When the factors are

included, the model is referred to as MMT-VNB.

4.3.3 Dissociation Rate Constants

There are also a variety of dissociation rate constants available in the literature; three different

sources are used in the present study. First, there are the rate constants presented by Park [1] that

are used in most hypersonic CFD codes. Next, there are the rate constants inferred from the

Stanford experiments [5]. Finally, there are the rate constants that accompany the MMT model

[12].

The dissociation rate constants that accompany the MMT model are only valid for the dis-

sociation of O2 in its ground electronic state. For O2 dissociation with partner O, the effect of

electronically excited O2 is often approximated by scaling the reaction rate constant by a “multi-

surface correction factor”, η. This factor is approximated by assuming that the dissociation rate

constant of electronically excited O2 is governed by the same Arrhenius parameters as O2(X), just

with the threshold reduced by the excitation energy of that state. This approximation, combined

with an assumption of Boltzmann populated electronic states with energies below the dissociation
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limit, yields a value of η=16/3. This can be considered the upper bound of η. If only the low

energy excited states of O2 are assumed to be Boltzmann populated, then this factor becomes 6/3.

A thorough discussion of these factors and their derivation can be found in [203]. The effect of

using these correction factors, or no factor at all, is assessed.

4.4 Comparison with Experiment

The 100-8 case has the strongest nonequilibrium conditions of the pure O2 cases. As a result,

the largest number of models are evaluated for this case. Table 4.2 shows the root mean square

error (RMSE) of the relative differences between simulation and experiment for the variety of 2T

models that are run for this case. RMSE is calculated considering all data points after 2 µs, which

is chosen based on the experimental time-zero uncertainty [5]. The RMSE for each variable is

normalized by the experimentally measured value, as shown in Eq. (4.2).

RMSE(φ) =

󰁹󰁸󰁸󰁷
tend󰁛

t=tmin

󰀕
φsim(t)− φexp(t)

φexp(t)

󰀖2

(4.2)

These models are sorted in order of ascending RMSE for Tvib because this is the most rel-

evant variable for the overall model assessment. Vibrational temperature is more sensitive to the

nonequilibrium kinetics under investigation than number density, which can also be affected by

total density errors arising from incorrect Ttr. The influence of temperature errors on the predicted

nO2 can be mitigated by ordering the models based on Tvib errors since accurate predictions of

Ttr are expected to follow from accurate Tvib predictions. Note that the RMSE values for Tvib are

artificially large due to large discrepancies at early times that arise because of the assumed 296 K

initial value of Tvib.

Experimentally derived nO2 time histories provide additional information that is valuable

for distinguishing models that predict Tvib with similar accuracy. For the 100-8 experiment, the

uncertainties on the nO2 time histories are scaled up by 60% from the originally reported values

based on propagating a ±700 K uncertainty on Ttr(t = 0), motivated by the lower initial Ttr
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predicted in the present study, through the experimental data processing pipeline1 . This scaling is

included when calculating the RMSE values presented in Table 4.2. None of the models accurately

predict the inferred number density of O2 throughout the entire test time of the 100-8 experiment

– the minimum RMSE of nO2 is 13.55%. However, some of the models perform much better than

others, enabling conclusions to still be drawn from comparisons with the nO2 data. The present

study relies primarily on Tvib time histories for the bulk of model comparisons, with nO2 providing

additional information when needed.

Table 4.2: Comparison of the various 2T model results for the 100-8 case.

Rate Constant Set Coupling Model Relaxation Set RMSE of Tvib (%) RMSE of nO2 (%)

MMT MMT-B Stanford 5.83 14.91
Stanford MMT-B Stanford 6.09 15.16
Stanford Park Nonpref. Stanford 6.29 19.17

MMT w/ 16/3 MMT-B Stanford 6.35 15.67
MMT w/ 16/3 MMT-VNB Stanford 6.49 13.90

Stanford MT Stanford 6.68 16.27
Stanford MMT-VNB Stanford 7.26 13.55

MMT w/ 6/3 MMT-VNB Stanford 9.04 13.64
MMT MMT-VNB Stanford 10.11 13.57

Stanford Park Nonpref. Grover et al. 12.00 22.60
Stanford MT Grover et al. 12.23 18.55
Stanford MMT-VNB Grover et al. 13.01 16.14
Stanford Park Nonpref. Modified M&W 14.21 23.22

MMT w/ 16/3 MMT-VNB Modified M&W 14.31 18.47
MMT MMT-VNB Grover et al. 14.42 16.01

Stanford MT Modified M&W 14.42 20.46
Park Park Pref. Modified M&W 14.63 23.63

Stanford MMT-VNB Modified M&W 14.76 18.10
Park Park Nonpref. Modified M&W 15.31 24.81
MMT MMT-VNB Modified M&W 16.11 17.96

There are multiple important observations to be made from Table 4.2 about the performance

of the various 2T models. Most obviously, the Stanford relaxation times outperform the two other

options that are tested. This is explained by the much slower O2-O2 relaxation time derived from

the experiments [5]. Using the Stanford O2-O2 relaxation time significantly improves agreement at

early times. Figure 4.3a shows an example of the Tvib evolution predicted by the three relaxation

1 J. Streicher, personal communication, August 2022
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times. Note that the Stanford relaxation time was derived from the experiments being analyzed, so

the present result is not unexpected. However, agreement using the experimentally derived model

parameters is not guaranteed due to the different assumptions used in the present validation effort.

The researchers in [5] assumed that the flow remains vibrationally and chemically frozen

behind the incident shock during the entire experiment. Hence, the best-fit simulations used to

infer 2T model parameters from the experimental data are initialized with Tvib = 296 K. As seen

in Figure 4.3a, the initial value of Tvib is roughly 2,000 K when Region 2 vibrational relaxation is

considered. This leads to significant disagreements with the measured data at early times for all

models tested. Interestingly, the experimentally inferred relaxation time still performs best, even

when accounting for the higher initial Tvib and lower initial Ttr predicted by the current modeling

method. Both of these changes to the initial condition weaken the vibrational relaxation source

term, but the present results show that the Stanford τO2−O2 is still consistent with the Tvib time

histories when the initial condition is more accurately computed. Of course, there are differences

between the model and experiment at t = 0 that persist regardless of the model. Recall that the

experimental data is derived from a best-fit simulation using the measured absorbance. At early

times (t≤ 2µs), the absorbance is very low, so the best-fit simulation prediction of Tvib is primarily

a function of the chosen initial condition during that period2 . As a result, disagreements at t = 0

should not be interpreted as indicative of model failure in the present context.

With the Stanford relaxation times emerging as the clear preference, the next step is to

evaluate models for the nonequilibrium dissociation process. Here, the preferred models are less

clear. Unlike the relaxation time, which primarily influences the early Tvib time history, the rate

constant set and coupling model both influence the Tvib time history after peak Tvib. In this case,

the nO2 time histories provide further essential insights for the parametric assessment.

Figure 4.3b shows results obtained using the various vibration-dissociation coupling models

alongside the Stanford rate constant and relaxation sets. The MMT-B model predicts Tvib at the

lower edge of the experimental uncertainty, while the MMT-VNB model predicts Tvib just above

2 Private communication with J. Streicher
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the upper experimental uncertainties. This difference is due to the suppressed dissociation rate and

vibrational energy loss when the non-Boltzmann correction factors are used.

(a) (b)

Figure 4.3: (a) Comparison of predictions using different relaxation times for the 100-8 case
(T5,0=9,560 K). The Stanford rate constants with MMT-VNB coupling are used for the three
simulations. (b) Comparison of nonequilibrium coupling models. Stanford rate constants and
relaxation times are used for these three simulations.

The Park coupling models perform reasonably well at predicting Tvib; however, this comes at

the expense of accurate nO2 predictions. Within the results of each relaxation set, Park’s coupling

models yield the worst RMSE of nO2 time histories. The Park rate constants also perform poorly.

When the Park rate constants and coupling model are put together, neither experimentally inferred

time history is accurately predicted. These results are expected based on comparison with the

experimentally inferred nonequilibrium coupling factor, vibrational energy change per dissociation,

and O2-O dissociation rate constant [5].

The use of a multisurface correction factor for the MMT value of kd,O2−O improves agreement

with experiment whenever the MMT-VNB coupling model is used. This is shown graphically in

Figure 4.4. While the nO2 RMSE increases slightly with η, the RMSE of Tvib decreases significantly

with increasing η. These results indicate that η=16/3 is the most consistent with experiment when

used alongside the MMT-VNB coupling model. In contrast, the use of η makes predictions worse
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if the MMT-B coupling model is used. Thus, it is recommended to use η = 16/3 with the MMT-

VNB coupling model for conditions similar to the 100-8 experiment. Notably, a similar level of

agreement is also obtained via the MMT-B model if η = 1. It is unclear which combination of

choices is representative of the true physics since both model combinations yield Tvib predictions

within the experimental uncertainties for t >10 µs. Either the O2-O dissociation rate constant

is roughly 5 times stronger than the MMT rate constant suggests, or the VNB coupling model is

overcorrecting for QSS reductions of 〈󰂃vib〉d and Z late in the test time. The true story is likely

some combination of these effects.

Figure 4.4: Temperature evolution predicted using various options for the multisurface correction
factor on kd,O2−O for the 100-8 case (T5,0=9,560 K).

Finally, it is worthwhile to compare the Park and MMT models directly since these are both

available for use in widely used hypersonic CFD packages like LeMANS and US3D. Within those

codes, the Park and MMT rate constants and coupling models are used alongside the Modified

M&W relaxation set [24, 12]. Predictions from the two models for the 100-8 case are compared in

Figure 4.5. For this experiment, the MMT model clearly outperforms the Park model.

Following the model assessment using the 100-8 experimental data, a reduced set of models

is run for the 100-1 and 100-6 cases. The reduced set of models is listed in order of increasing
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Figure 4.5: Comparison of model predictions by the nonpreferential Park model with MMT-VNB
predictions for the 100-8 case (T5,0=9,560 K). Modified M&W relaxation times are used in both
the Park and MMT simulations, following the standard implementation of those models [1, 12]

Tvib RMSE in Table 4.3 for the 100-1 experiment. The Stanford relaxation time is still the best

option for this case, producing Tvib predictions that are the most consistent with the measured

data. For this lowest temperature experiment, the non-Boltzmann correction to the MMT model

significantly increases the RMSE of Tvib when compared to the Boltzmann form of the model.

Finally, it is important to note that the Park model performs far better for the 100-1 case than

for 100-8, although it still does not match the experimental time histories within the measurement

uncertainties. A comparison of Park’s model with the Boltzmann and non-Boltzmann variants of

MMT is shown in Figure 4.6 for both the 100-6 and 100-1 experiments.

Table 4.3: Comparison of a reduced set of 2T model results for the 100-1 case (T5,0=6,230 K).

Rate Constant Set Coupling Model Relaxation Set RMSE of Tvib (%) RMSE of nO2 (%)

Stanford MMT-B Stanford 2.93 1.34
MMT w/ 16/3 MMT-B Stanford 4.10 1.78
Park Park Pref. Modified M&W 6.06 6.72
Park Park Nonpref. Modified M&W 6.26 7.33
Stanford MMT-VNB Stanford 6.38 2.53
MMT w/ 16/3 MMT-VNB Stanford 8.83 3.23
MMT w/ 16/3 MMT-VNB Modified M&W 9.41 3.06
MMT w/ 16/3 MMT-VNB Grover et al. 10.15 3.13
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The MMT-B model outperforms the MMT-VNB model for both the 100-1 and 100-6 cases.

For all three cases, Tvib trends progressively higher than the experimental measurements at late

times whenever the MMT-VNB coupling model is used. In contrast, the Boltzmann form of the

model predicts the late-time behavior fairly well for the 100-1 and 100-6 cases. Such a pattern

could be explained by a gradual weakening of the QSS depletion of kd and 〈󰂃vib,O2(X)〉d as time

elapses. Currently, the non-Boltzmann correction factor for the dissociation rate constant goes to

its equilibrium limit of 1.0 at chemical equilibrium. The present results indicate that the current

blending may not be accurate, at least for the conditions of these shock tube experiments. It is

also possible that the correction should be smaller for the weaker nonequilibrium conditions of the

100-1 and 100-6 experiments.

(a) 100-1 (T5,0=6,230 K) (b) 100-6 (T5,0=7,940 K)

Figure 4.6: Comparison of predictions by MMT-B, MMT-VNB, and Park’s model. MMT is run
with the 16/3 correction factor on kd,O2−O and the Stanford relaxation set. The Park model is run
using the modified M&W relaxation set.

4.5 Summary

An assessment of two-temperature model parameters for the coupled vibrational relaxation

and dissociation of shock-heated oxygen was presented in this chapter. The assessment is based
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on recent low-uncertainty experimental measurements of O2 vibrational temperature and number

density in a series of reflected shock experiments performed at Stanford University. To enable a

confident comparison of model predictions with measured experimental data, the adopted model-

ing approach for reflected shock experiments was first benchmarked through comparison with an

unsteady computational fluid dynamic simulation. The flow modeling approach accurately pre-

dicted the flow evolution at the measurement location, even in conditions where the reflected shock

was decelerating strongly. It was found that reflected shock deceleration can reduce the initial

translational-rotational temperature at the measurement location by over 1,000 K from its nominal

value. Thus, reflected shock deceleration should be included when interpreting future experiments

where the test gas undergoes significant density change.

In general, the two-temperature modeling approach due to Park was not consistent with

the measured data, particularly at high temperatures. The newly developed modified Marrone

and Treanor (MMT) model was overall more consistent with the measured data. The adoption of

non-Boltzmann correction factors in the MMT model improved agreement with the data at high

temperatures but not at low temperatures, indicating that the accuracy of the non-Boltzmann

corrections at low temperatures should be assessed further. Finally, in spite of the lower initial

temperatures predicted by the adopted modeling approach, the O2-O2 vibrational-translational

relaxation time originally inferred from the experimental data was still more consistent with the

measured data than the other relaxation time expressions that were tested.



Chapter 5

Electronic State-Resolved Analysis of Weakly Ionized Oxygen Mixtures

5.1 Introduction

In this chapter, the nonequilibrium electronic excitation of atomic oxygen is studied through

detailed comparisons with shock tube experimental data. The nonequilibrium electronic excitation

of atomic oxygen is of particular interest since atomic radiation is a major contributor to vehicle

heating during high-speed Earth entry. In addition, and as previously discussed, atomic electronic

excitation is an essential precursor to the formation of free electrons behind strong shock waves in

air [40].

The study presented in this chapter is motivated by recent measurements of electronically

excited oxygen atoms in O2-Ar shock tube experiments [58, 59, 6, 60] that provide a unique and

valuable opportunity to study the excitation and ionization kinetics of highly-excited oxygen atoms.

The experiments have previously been studied using simplified electronic state-resolved models;

however, these models lacked the necessary fidelity to fully describe the system behavior. In this

Chapter, the experiments are studied using the collisional-radiative model described in Chapters

2 and 3, which was developed following a comprehensive review of the rate parameters available

to model each process. The developed model enables an in-depth study of the observed excitation

dynamics, improving upon the current understanding of excited state oxygen kinetics and informing

the interpretation of future excited state measurements.
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5.2 Comparison with Experiment

5.2.1 Description of Experiments

The collisional-radiative model is assessed using a selection of the shock tube experiments

presented in [58, 59, 6, 13, 60]. The conditions of the analyzed experiments are listed in Table 5.1.

The Streicher, Nations, and Li experiments were all performed in the same shock tube with an inner

diameter of 15.24 cm, while the Minesi data was measured in a different shock tube with a 10.32

cm inner diameter. Data from the Nations-16 experiment was measured using cavity-enhanced

absorption spectroscopy (CEAS), while the Streicher-20, Li-20, Li-21, and Minesi experiments used

single-pass laser absorption spectroscopy (LAS). In all experiments, the measured absorbances were

used to infer quantum state-specific number density time histories. In addition, Ttr is inferred from

the Doppler broadening of the 777 nm line in the experiments from [6, 60], and the Stark shift of

the 926 nm line is used to infer electron number density in [6]. Stark broadening of the 777 nm line

may also be used to infer ne; however, uncertainty in the Stark coefficient means that ne inferences

from that line are highly uncertain [60, 204].

Table 5.1: Reflected shock experiments analyzed in the present study.

Name T5,0, K P5,0, atm XO2 , % ∆P5, % Time Res., µs Measured Time Histories Ref.

Streicher-20-L 5,280 0.45 2 2.2 1 Tvib, nO2 [13]
Streicher-20-M 8,120 0.11 2 11.8 1 Tvib, nO2

Streicher-20-H 10,710 0.04 5 11.1 1 Tvib, nO2

Nations-16 7,250 0.61 1 ≲ 1 10 nO(3S◦), nO(5S◦) [58]

Li-20-L1 8,124 0.35 1 < 12 20 nO(5S◦) [59]

Li-20-L4 10,296 0.15 1 < 12 20 nO(5S◦)

Li-20-H2 9,161 0.95 1 < 12 20 nO(5S◦)

Li-21-1 10,153 0.49 1 ≲ 6 20 ne, nO(5P3), Ttr, nO(5S◦) [6]

Li-21-2 10,623 0.44 1 ≲ 6 20 ne, nO(5P3), Ttr, nO(5S◦)

Li-21-3 10,923 0.33 1 ≲ 6 20 ne, nO(5P3), Ttr, nO(5S◦)

Li-21-4 11,209 0.37 1 ≲ 6 20 ne, nO(5P3), Ttr, nO(5S◦)

Minesi-1920 9,525 0.32 1 19.3 0.2 Ttr, nO(5S◦) [60]

Minesi-2037 12,199 0.23 1 26.1 0.2 Ttr, nO(5S◦)

The experiments in Table 5.1 are a subset of the published experiments in which excited
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atomic oxygen number densities have been measured. Figure 5.1 illustrates the distribution of

experimental conditions within temperature and pressure space, with the experiments selected for

in-depth analysis marked in red. The three experiments from [13], which are used to validate the

predictions of O2 dissociation within the model, are shown in Figure 5.1 as well.

Figure 5.1: Available and selected experimental conditions for measurements of excited atomic
oxygen and ground-state molecular oxygen.

The excited state measurements span a wide temperature range from 7,000 to 12,000 K

at pressures from 0.15 to 0.96 atm. The selected experiments for in-depth analysis are chosen

based on their location in temperature-pressure space, the type(s) of measured time histories,

and the time resolution of the measurement. This last consideration, the time resolution, is a

major distinguishing feature of the data published by Minesi et al. [60], in addition to the higher

temperatures probed.

Values for the non-ideal pressure rise are not reported in [58, 6, 59]; those authors report low

total pressure-rises ranging from 1% [58] to 6% [59, 6], accomplished through the use of a driver

insert. In contrast, non-ideal pressure rises are reported in the Minesi et al. experiments and range

from 0.24 to 0.40 torr/µs, corresponding to total pressure rises of 19 to 31%.
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5.2.2 O2 Dissociation

The dissociation of O2 is an important process that significantly influences the predicted

atomic oxygen excited state time histories. In several experiments, the dissociation of O2 is nearly

complete before the first laser scan is complete; however, in many cases, the excited state measure-

ments are taken while O2 dissociation is still ongoing. Measurements by Streicher et al. [13, 5]

of the number density and vibrational temperature of O2(X) during vibrational relaxation and

dissociation in mixtures of 2% to 5% O2 in argon enable validation of the adopted O2 dissociation

model.

Predictions of O2 dissociation by the collisional-radiative model are shown in Figure 5.2. Two-

temperature model predictions are also shown as a reference, calculated using the dissociation rates

and relaxation times from [13]. The collisional-radiative model achieves excellent agreement with

the measured O2 number density time-histories across the 5,200-10,700 K range of temperatures.

Results in Figure 5.2 indicate that O2 dissociation is effectively modeled in the adopted collisional-

radiative model.

Figure 5.2: O2 number density predictions using the present collisional-radiative model alongside
predictions from a two-temperature model using parameters from [13].
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5.2.3 Argon Ionization

The net ionization rate is a primary determinant of the overall system behavior. The HP-CIE

reaction Ar(1) + Ar ⇌ Ar(i) + Ar, where i is a level with strong radiative coupling to Ar(1), is the

critical process influencing the electron number density across all analyzed experiments. To assess

the validity of this assumption, the observed threshold energy of ionization is deduced by linearly

fitting the rise of ne that is measured in the four Li-21 experiments. Linear regression of the fitted

dne/dt values from each experiment yields a threshold of 12.6 eV with a standard error of 1.6 eV

and an adjusted R2 of 0.95. The fitted slope supports argon excitation, with a threshold of 11.55

eV, as the primary rate-limiting mechanism for ionization.

A straightforward improvement of the model may thus be realized by inferring a scale factor

for the rate coefficients of Ar(1→ i) heavy particle impact excitation using the electron number

density measurements in the Li-21 experiments. A single scale factor of 55 is found to satisfactorily

reproduce the measured electron number density in three of the four experiments, with the Li-21-4

experiment requiring a scale factor of 33. As a result, the excitation rate constants for the HP-CIE

of Ar(1→ i) are increased by a factor of 55, producing the model predictions shown in Figure 5.3.

Arrhenius expressions for the fitted Ar(1→ i) excitation rate constants are provided in Table 5.2.

Figure 5.3: Electron number density predictions by the collisional radiative model using the inferred
rate constant expressions for Ar(1) + Ar ⇌ Ar(i) + Ar.
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Table 5.2: Excitation rate coefficient parameters for Ar(1) + Ar → Ar(i) + Ar inferred using the
measured ne data from [6]. The rate coefficients are scaled up by a factor of 55 from those reported
in [7].

i A (m3/s) n θ (K)

3 1.8359×10−21 0.7639 134,170
5 6.9124×10−21 0.7606 136,540
17 2.5366×10−23 0.7314 160,240
23 8.5725×10−22 0.7286 162,870
25 2.3876×10−21 0.7278 163,600
30 4.5150×10−22 0.7267 164,790
31 1.9837×10−21 0.7260 165,360

In Figure 5.4, the inferred rate constant for excitation of Ar(1→5) is plotted against several

rate constants from the literature. The inferred argon HP-CIE rate constant is faster than the

baseline rate constant, which was fitted to experimental data at temperatures above 20,000 K by

Kapper and Cambier [7]. The baseline rate coefficient from [7] is the lowest available rate constant

from the literature, and several other authors have inferred rate constants that range from 2.5 to

28 times larger than Kapper and Cambier’s inferred value. Harwell and Jahn [171] arrived at a

rate constant that is 71 times larger than the baseline rate constant but subsequently revised their

value down by a factor of ten, citing “equipment modifications” [173]. Thus, the largest published

rate constant is that of Wong and Bershader [205], which is 28 times larger than the baseline value

taken from Kapper and Cambier and 50% smaller than the rate expression adopted in the present

model.

Several effects may explain the increased rate of ionization observed in the Li-21 experiments.

For one, all of the literature rate constants presented in Figure 5.4 were measured in experiments

involving pure argon, while the Li-21 experiments contained 1% O2. Notably, however, interfer-

ograms obtained by Glass and Liu [169] for argon test gasses with an O2 impurity of 0.46% did

not reveal a notable reduction of the ionization length compared to the pure argon experiments,

indicating that the addition of O2 does not appreciably impact the net ionization rate of the argon

bath gas. In contrast, impurities containing hydrogen are known to strongly impact the ionization

rate in pure argon experiments – Harwell and Jahn report that impurity levels of 1 part per million
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Figure 5.4: Comparison of rate constants available for the electronic excitation of Ar(1→5) in Ar
+ Ar collisions.

are sufficient to influence the measured ionization rate in their pure Ar experiments [171]. One

part per million is an upper limit on the expected water vapor impurity in the shock tube where

Li et al. performed their experiments 1 , so it is unlikely that hydrogen impurities fully explain the

observed rate; however, other impurities may also be present.

Gas compression induced by non-ideal pressure rises behind the reflected shock may also

increase the ionization rate of the system. In their analysis of ionization rates behind incident

shocks in argon, McLaren and Hobson [172] state that the inclusion of boundary layer growth and

test gas compression via Mirels theory [66] has the effect of reducing the inferred argon excitation

rates from Kelly [170] and Morgan and Morrison [173] by roughly a factor of three. When a dP/dt

corresponding to the maximum 6% total pressure rise reported by Li et al. is implemented, the

inferred Ar(1) + Ar → Ar(i) + Ar excitation rate is decreased by 30%. None of the aforementioned

effects appear to be sufficient for explaining the discrepancy from previously inferred rate constants.

The observed rate constant is likely influenced by a combination of these factors; thus, the adopted

rate expression for the HP-CIE of Ar(1 → i) should be understood as an “effective” rate expression

that subsumes the effects of argon electronic excitation, impurity ionization, and Region 5 gas

1 Y. Li, personal communication, August 2023
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compression.

5.2.4 Atomic Oxygen Electronic Excitation

When analyzing the measured data for atomic oxygen excited states, rate constant inferences

become considerably more complicated. The best information on individual rate constants may be

derived not from measurements of an individual electronic state but from the observed relationship

between multiple simultaneously measured electronic states. Two experimental datasets provide

simultaneous measurements of two electronic states: the Nations-16 and Li-21 experiments. The

kinetics of the Nations-16 experiment are simpler than those of the Li-21 experiments because the

former was performed at a low temperature where electron-driven processes are not significant

contributors to the excited state dynamics.

One key parameter that may be derived using the measured populations of two excited states

is the excitation temperature, Tex,s(i,j), defined by the ratio of populations in levels i and j of a

species s where j > i. The excitation temperature is calculated via Eq. (5.1). The degeneracies,

g, of the 5S◦ and 3S◦ states are 5 and 3, respectively. When using the measured O(5P2) data from

Li-21, the degeneracy is set to 7 since only the J = 2 state is measured. Otherwise, the total 5P

degeneracy is 15.

Tex,s(i,j) =

󰀗
kB
εij

ln

󰀕
ni/gi
nj/gj

󰀖󰀘−1

(5.1)

The Nations-16 experiment is the only one in which the 3S◦ state of oxygen is measured.

Within the adopted model, the populations of the 5S◦ and 3S◦ states are controlled by a balance

between collisional excitation and radiative transitions. For the 5S◦ state, the principal radiative

transitions are with the sixth excited 3p 5P state, while the principal transitions of the 3S◦ state

involve the seventh excited 3p 3P and ground 2p4 3P electronic levels. These interactions induce

a coupling of the excitation temperatures Tex,O(4,5) and Tex,O(6,7), the former of which is measured

in the Nations-16 experiment.

Energy-dependent cross-sections for the excitation of O(5S◦) to O(3S◦) in collisions with

argon have been measured by Kiefl and Fricke [139] from threshold to 8 eV. Dagdigian et al.
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and Piper have also measured the quenching rate of O(3p 3P→ 3p 5P) in collisions with O2 and

argon, respectively, at room temperature [140, 141]. The collisional couplings between the 5S◦

and 3S◦ states and between the 3p 3P and 3p 5P states are weak when these rate coefficients are

adopted. Weak collisional coupling between the quintet and triplet states is consistent with the

experimentally observed suppression of the excitation temperature Tex,O(4,5) throughout the test

time. The value of Tex,O(4,5) stays between 2,000 and 2,700 K throughout the entire test time,

much lower than the equilibrium temperature of 7,039 K, indicating that the collisional excitation

of O(3S◦) and O(3p3P) is weak compared to the radiative de-excitation of these states to form to

ground-state O(2p43P).

Predictions of the collisional-radiative model are compared with the Nations-16 experimental

data in Figure 5.5. A major success of the present model is its accuracy in capturing the depressed

O(3S◦) population relative to the measured O(5S◦) population. Model predictions are improved

significantly by scaling up the rate coefficient for the HP-CIE reaction O(3P) + Ar → O(5S◦) + Ar

by a factor of ten from the baseline value adopted from Lemal et al. [15]. Based on these results,

the HP-CIE rate scaling for the O(1→4) rate constant is adopted throughout the remainder of the

present work.

Figure 5.5: Model predictions compared with experimental data from Nations-16 using two values
of the cross-section scale factor σ0 for the HP-CIE reaction O(3P) + Ar → O(5S◦) + Ar.
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Experimental measurements in the Li-21 dataset provide information on the coupling be-

tween the fourth and sixth excited states of O. In the original analysis of this data, the excitation

temperature was found to quickly equilibrate with the translational temperature, indicating that

the 5S◦ and 5P levels are strongly coupled via heavy particle collisions. In the present work, repro-

cessing of the experimental data yields different results for Tex,O(4,6), and the original author has

confirmed this error in the initial analysis2 .

The measured and predicted values of Tex,O(4,6) for the Li-21-1 experiment are shown in

Figure 5.6 alongside the electron and heavy particle translational temperatures. Results obtained

using two rate constants for the heavy particle impact excitation reaction O(5S◦) + Ar → O(5P) +

Ar are shown in the Figure. The baseline rate, based on the recommended cross-section of Lemal

et al. [15], yields early-time predictions of Tex,O(4,6) that are consistent with the measured data.

In contrast, when the O(4→6) excitation cross-section is set to the hard-sphere cross-section of the

oxygen atom – assuming that every collision of O(5So) with Ar results in an excitation to O(3P); i.e.

the gas kinetic limit – the excitation temperature of O(4→6) is much higher than the experimental

data suggests. The rate constant inferred by Li et al. [6] for the HP-CIE excitation of O(4→6) is

within a factor of 2 of the gas kinetic limit, while the rate constant used in the present model is

four orders of magnitude smaller.

In the present model, the free electron temperature relaxes to the translational temperature

much faster than the model adopted by Li et al. [6] predicts. The fast relaxation is caused by

rapid energy transfer between the heavy particle and electron translational modes that is mediated

by O(1D), a state that is not included in the model of Li et al. First, O(1D) is formed in O +

O and O + Ar collisions, quickly bringing the 1D state to equilibrium with the heavy particle

translational temperature, illustrated using the Tex,O(1,2) line in Figure 5.6. The large population

of O(1D) then serves as an energy reservoir from which the electrons gain translational energy via

superelastic scattering in the de-excitation reaction O(1D) + e− → O(3P) + e−. For this reason,

the free electron translational temperature, Teex, follows closely behind Tex,O(1,2) and quickly rises

2 Y. Li, personal communication, August 2023
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Figure 5.6: Temperature predictions for the Li-21-1 experiment, including the electronic tempera-
ture for the 4th and 6th excited states of O as calculated from the measured data and the model
predictions.

to a quasi-steady state value that is approximately 400 K below Ttr.

Rapid relaxation of the free electron temperature is a major change to the overall system

kinetics that arises from including the metastable states of oxygen and the best available rate

constants for the heavy-particle impact excitation of those states. It is recommended that the

metastable atomic electronic states be included in future interpretations of measured data for high-

lying atomic electronic states in shock tube experiments.

By including the kinetics of the O(1D) state, the present analysis arrives at a much slower rate

coefficient for the HP-CIE of 5S◦ to 5P in collisions with argon. In Figure 5.7, rate constants used in

the current study are compared to those used in Li et al.’s initial interpretation of the experimental

data. The current HP-CIE rate constant is approximately four orders of magnitude lower than the

rate constant used by Li et al., in large part because the strong collisional coupling of O(5S◦) to

O(5P) is accomplished via collisions with electrons in the present model. Electron collisions are

effective at coupling the two states because of the high electron translational temperature and an

E-CIE rate that is approximately 400 times larger than that used by Li et al. The large discrepancy

in the O(5S◦→3P) E-CIE rate is caused by assuming that the effective collision strengths of the
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O(3P→5So) and O(5S◦→5P) excitation reactions are the same – in reality, the above-threshold E-

CIE cross-sections for O(5S◦→5P) are two orders of magnitude higher than those for O(3P→5So).

Figure 5.7: Rate constants for the excitation of O(4→6) in collisions with argon and electrons. The
E-CIE rate constant from Li et al. [6] is the baseline rate constant in that study. The HP-CIE rate
from Li et al. is the optimized rate constant obtained by multiplying their baseline value by 6,200.

The predicted number densities of O(5S◦) and O(5P) are compared with the measured data

from the Li-21-2 experiment in Figure 5.8. The model successfully reproduces the observed three-

stage behavior observed in the experimental data, matching quantitatively within 10-20% for

nO(5S◦) and within 30% for all but the last data point of nO(5PJ ). Across all of the Li-21 ex-

periments, the agreement with nO(5S◦) and nO(5PJ ) is similar to that shown in Figure 5.8, with

model predictions overshooting the late-time measured number densities of O(5P) by a maximum

of 65% and O(5S◦) number densities disagreeing with the measured data by a maximum of 33%.

All previous studies have analyzed the multistage behavior observed in Figure 5.8 using

simplified collisional-radiative models involving only the ground and measured electronic states

[59, 6, 60]. In those models, the multistage behavior is explained as follows. First, the population

of O(5S◦) rises in Region I due to heavy particle impact excitation of O(3P) in collisions with argon.

Note the use of Roman numerals to distinguish these time history Regions from the shock tube flow

Regions. Next, the measured population decreases in Region II as the translationally cold electrons
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Figure 5.8: Comparison of collisional-radiative model predictions with measured data from the
Li-21-2 experiment. Agreement with the experimental data is representative of other experiments
in the Li-21 dataset.

scatter superelastically in collisions that de-excite O(5S◦) to O(3P), raising the free-electron tem-

perature in the process. Finally, in Region III, the free-electron translational temperature surpasses

Tex,O(1,4) and the population of O(5S◦) begins rising again due to electron-impact excitation from

O(3P).

The current model also reproduces the experimentally observed three-stage behavior in the

O(5S◦) number density time history; however, the driving mechanisms in Regions II and III are

distinct from those previously proposed in [59, 6, 60]. In Region I, the previous and current models

agree that the excited state number density increase is due to heavy-particle excitation processes.

Predictions begin to differ in Region II, with the present model predicting Teex to be almost fully

relaxed, in contrast to previous models in which Teex is not fully relaxed until the end of the test

time. Because Teex exceeds Tex,O(i≤3,4) after the first 20 µs of the experiment, the de-excitation

of O(5S◦) via electron collisions cannot occur. Rather, the present model predicts that O(5S◦)

depopulates in Region II as a result of ladder-climbing to upper states that are subsequently ionized

by the translationally hot free electrons. The high-lying electronic states, including the measured

states, remain suppressed until the electron population approaches equilibrium, at which point the
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state populations begin rising again (Region III) to a Boltzmann population at the equilbrium

temperature.

A Boltzmann plot of the electronic states of atomic oxygen is shown in Figure 5.9 that

clearly illustrates the mechanisms driving the three-stage behavior. Three key time points in the

Li-21-2 experiment are shown: 20 µs, the transition point from Region I to Region II; 300 µs, the

transition point from Region II to Region III; and 600 µs, the end of the simulation and well into

Region III. At all three time points, the metastable 1D and 1S states are in equilibrium with the

translational temperatures of the free electrons and heavy particles, meaning that the observed

dynamics are indicative of only the upper-state kinetics. At 20 µs, the O(5S) state has been driven

close to equilibrium with Ttr, but the electron number density and temperature have just reached

the critical value at which electron impact ionization begins to dominate the kinetics, and the upper

electronic state populations begin falling as they are pulled toward the Saha-Boltzmann equilibrium

line. At 300 µs, the highest-lying electronic states achieve Saha-Boltzmann equilibrium with the

rising free-electron number density. From 300 µs to the third sampled time point at 600 µs, the

upper-states remain in Saha-Boltzmann equilibrium with the rising electron number density, raising

their population and leading to the observed Region III population increase.

Figure 5.9: Boltzmann plot showing the electronic state distribution of oxygen atoms at three
different time points in the Li-21-2 experiment.
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The modeled three-stage dynamics rely on the inclusion of states both below and above

the measured O(5S◦) level. The metastable states drive the fast relaxation of the free electron

temperature, and the upper states are required to resolve the ladder-climbing behavior of electron

impact ionization [104].

Kinetics in the Li-21 experiments are primarily driven by electron-impact processes. The

excellent predictions obtained across the Li-21 experiments indicate that the collisional-radiative

model effectively predicts electron temperature relaxation, E-CIE, and E-CII at the studied condi-

tions. Heavy particle kinetics can be better assessed through the analysis of experiments at lower

pressure and/or temperature, as in the Li-20 dataset, or with increased time resolution, as in the

Minesi dataset.

Predictions of O(5S◦) are compared with experimental measurements from the Li-20-L1 and

Li-20-L4 experiments in Figure 5.10. The model produces reasonable predictions for the Li-20-L1

case but underpredicts the Li-20-L4 measurements by up to 80%. The excitation of O(5S◦) appears

to follow a temperature dependence based on a threshold energy that is approximately 40% greater

than the O(3P→5S◦) excitation energy, in line with the findings of Minesi et al. [60]. Reaction

thresholds do not need to exactly match the energetic difference between the two involved states;

however, such a large deviation appears improbable. Radiation modeling and non-ideal pressure

rise may also play a role in explaining the observed temperature dependence.

Escape factor calculations require a length scale, Lrad, over which the absorption takes place,

and there is some ambiguity in the choice of this length scale. Two reasonable choices for the

present analyses are the shock tube diameter and the characteristic length scale of flow gradients.

Ambiguity in the choice of Lrad is introduced by the three-dimensionality of radiation transport

– the shock tube diameter is the relevant length scale for absorption in the radial direction and

the gradient length scale is relevant for absorption along the axial direction of the shock tube. In

Figure 5.10, the choice between the two values of Lrad is shown to strongly influence the predicted

time-histories in the low-pressure Li-20 experiments. For the Li-20-L1 experiment, the experimental

data is bracketed by predictions from the two values of Lrad. In both cases, predictions when
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Figure 5.10: Comparison between measured data and model predictions for the number density of
O(5S◦) in the Li-20-L1 and Li-20-L4 experiments.

Lrad = Dshock tube = 15 cm are very close to those where Λ51 is set to zero; i.e. when emission due

to the O(3S◦ →3P) transition is fully self-absorbed as is often assumed for vacuum ultraviolet (VUV)

resonance radiation [192]. The choice of Lrad = 1 cm results in a partial escape of O(3S◦ →3P)

radiation that is consistent with the observed suppression of O(3S◦) populations relative to O(5S◦)

in the Nations-16 data.

The true physics of resonance radiation transport cannot be fully accounted for within the

present model because escape factors assume local absorption. If the O(3S◦ →3P) emission partially

escapes the local fluid element into the upstream and/or downstream flow directions, as the Lrad = 1

cm escape factors indicate, then the emitted light is absorbed elsewhere and influences the measured

populations at those locations.

Non-ideal pressure rise may also contribute to the observed temperature dependence. The

effect of a dP/dt corresponding to 12% net pressure increase is shown in Figure 5.10 for the Li-20-

L4 case. The incorporation of non-ideal pressure rise results in a faster excitation of the measured

state. In shock tube experiments, higher temperatures are typically accompanied by lower pressures,

where non-ideal effects are more significant. Because non-ideal pressure rises are not reported in

the Li-20 experiments, it is not possible to test this hypothesis. Future measurements of excited
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state and electron number densities should report the measured dP/dt in each experiment.

Measurements from Minesi et al. [60] with a time resolution of 0.2 µs provide another

valuable probe of excited state kinetics under the primary influence of excitation by heavy particles.

Collisional-radiative model predictions are compared against two experiments from the Minesi

dataset in Figure 5.11. For these experiments, the baseline model with Lrad = 1 cm obtains only

order-of-magnitude agreement with the measured data, with differences exceeding a factor of 3 in

some cases.

Figure 5.11: Comparison between model predictions and measured data for the number density of
O(5S◦) in the Minesi-1920 and Minesi-2037 experiments.

There are several possibilities for the disagreements between the collisional-radiative model

predictions and the Minesi data. While predictions of the Minesi-1920 experiment are sensitive to

the choice of radiation length scale, those of the Minesi-2037 experiment are not strongly influenced

by the choice of Lrad. Radiation modeling uncertainties may play a role in, but cannot completely

explain, the largest discrepancies. Another important feature of the Minesi experiments is the

relatively large non-ideal pressure rise compared to the other analyzed experiments. If the non-ideal

pressure rise is not fully isentropic, then dh = νdp will overpredict the enthalpy increase, potentially

explaining the long-time overprediction of O(5S◦) populations in the Minesi-1920 experiment.

Recalling the previous explanation for the three-stage behavior in the Li-21 experiments, the
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higher maximum number density of O(5S◦) could be caused by slower ionization – a slower buildup

of electrons would delay the onset of Region II depletion via electron impact ionization, allowing

the excited state concentration to rise for longer before the onset of significant electron impact

ionization. A model with slower ionization is obtained by scaling the excitation rate constants

for Ar(1) + Ar → Ar(i) + Ar by a factor of 1/5, matching those of Kelly [170]. The maximum

number density is increased when the slower ionization rate is adopted. Continued reduction of the

ionization rate leads to progressively higher peak number densities; however, the timescale of the

O(5S◦) population rise remains significantly slower than the measured data suggests.

One process that produces O(5S◦) on the timescale observed in the Minesi-2037 experiment

is the electronic excitation exchange between the 4s states of argon and the 3p3P state of atomic

oxygen, modeled using the room temperature rate measured by Piper [140]. In general, however,

including this process worsens the agreement between model predictions and measurements for

most cases analyzed, the Minesi-1920 case being one such example. Measurements of metastable

argon atoms, which absorb in the infrared, would clarify the potential effect of electronic exchange

between excited argon and oxygen atoms.

The underprediction of O(5S◦) number density measurements in the Minesi dataset is con-

trasted by the overprediction of early-time O(5S◦) number density measurements in the high-

pressure experiments performed by Li et al. [59]. An example is shown in Figure 5.12 for the

Li-20-H2 case, where the peak excited state number density is overestimated by a factor of two at

very early times when Lrad = 1 cm. Such a result apparently contradicts the disagreement observed

in the Minesi-1920 data taken at a similar translational temperature.

5.3 Sensitivity Analysis

A major conclusion of the analysis in this chapter is that measured data for high-lying atomic

electronic states behind strong shock waves must be interpreted using a more complete collisional-

radiative model like the one developed in this thesis. One challenge when adopting such a model is

that its predictions are the result of hundreds of different parameter choices, and it can be difficult
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Figure 5.12: Comparison between model predictions and measured data for the number density of
O(5S◦) in the Li-20-H2 experiment at 9,161 K and 0.95 atm in 1% O2-Ar.

to identify which processes most sensitively influence a given model prediction.

Such ambiguity is resolved in the present Section by means of a global sensitivity analysis

that quantitatively apportions the variance in model predictions to variations in individual in-

put parameters. The quantification of variance contributions from each individual parameter is

accomplished using total Sobol’ indices, a popular metric used in global sensitivity analyses.

5.3.1 Parameters and Response Functions

The quantities of interest in the sensitivity analysis are the number density of the species and

electronic states that are probed in each experiment. The PCE surrogate is fit to the logarithm

of the number density instead of the number density itself, improving both the convergence of the

Sobol’ indices and the accuracy of the surrogate model. Response functions are extracted for each

quantity of interest at a set of 75 logarithmically spaced time points from 0.5 µs to the end of the

test time.

A total of 295 parameters are included in the sensitivity analysis. The value of each pa-

rameter is varied over a log-uniform distribution, with minimum and maximum values obtained by

multiplying the parameter’s value in the baseline model by 0.1 and 10, respectively. The parameters
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include rate coefficients for collisionally-induced electronic transitions:

• among the lowest ten states of O in collisions with electrons and argon atoms;

• from ground-state argon to the radiatively coupled excited states in collisions with other

argon atoms;

• from ground state argon to all higher levels by electron collisions;

• among the lowest five levels of argon by electron and Ar collisions;

• among the electronic states of O2 in collisions with O2, O, Ar, and electrons;

• and between the two excited states of Ar+ by electron collisions.

Rate coefficients for ionization by impact with electrons and argon atoms are included for the

lowest ten levels of O, all electronic levels of O2, and the lowest 5 levels of Ar. All rate coefficients

for quenching, electronic excitation exchange and energy pooling, dissociation, charge exchange,

and associative ionization are also considered.

Relaxation parameters are considered as well, including the vibrational-translational relax-

ation times for O2 with Ar, O, and O2 and the energy exchange cross-sections between electrons

and all six heavy species. Finally, the escape factors for radiative transitions among the lowest ten

states of oxygen are included.

5.3.2 Results

Sensitivity analysis is performed for all of the experimental conditions in Table 5.1 where

electronically excited oxygen atoms were measured. Results from three cases are shown in this

Section that together demonstrate the full diversity of sensitivity results observed across all analyzed

conditions.

Convergence metrics for the three analyzed conditions are plotted in Figure 5.13. After

evaluating the collisional-radiative model 3,000 times for each condition, the maximum change to
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any Sobol’ index drops well below 0.01 for all three cases as shown in Figure 5.13a. The average

change in Sobol’ indices is considerably lower, brought down by the large number of Sobol’ indices

close to zero. The PCE surrogate test point error is plotted in Figure 5.13b. Test point error is

reported for the number density, not its logarithm, to provide a clearer picture of the surrogate

model performance. Although the maximum errors are between 300% and 1,000%, the average

errors are between 6% and 30%, indicating that the maximum test point error occurs at only 1

or 2 of the 75 points in each profile. For the remaining points, the error must be closer to the

average of approximately 10%, which is consistent with the averaged test point errors observed

by West and Hosder [55]. Large surrogate model errors may be expected immediately after the

shock passage when the excited state population is rising quickly. Higher-order effects may also be

more significant in this zone, which the second-order surrogate is unable to represent. Due to the

apparent locality of the maximum test point error and the excellent convergence of the total Sobol’

indices, the fitted PCE surrogate is deemed acceptable.

(a) Change in Sobol’ indices (b) Surrogate model test point error

Figure 5.13: Convergence metrics for the sensitivity analyses.

Sobol’ indices for the number density of O(5S◦) and O(3S◦) in the Nations-16 case are plotted

in Figure 5.14. The escape factor for 130 nm radiative emission from the O(3S◦→3P) transition,

Λ51, dominates the sensitivity of O(3S◦) and plays a leading role in the O(5S◦) time history as
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well. In the case of O(3S◦), the dominance of Λ51 highlights the difficulty of assessing the rates

of collisional excitation processes using the measured time history. The situation with O(5S◦) is

somewhat better, with the HP-CIE of O(5S◦) from O(3P) showing major sensitivity, indicating

that rate inferences are appropriate using this time history.

(a) O(5S◦) (b) O(3S◦)

Figure 5.14: Total Sobol’ indices for the number density of (a) O(5S◦) and (b) O(3S◦) in the
Nations-16 experiment at 7,250 K and 0.61 atm in 1% O2-Ar.

The sensitivity of Λ51 indicates that radiative loss is a major contributor to the population

of O(3S◦) in the Nations-16 case, consistent with the suppressed Tex,O(4,5) calculated using the

measured data. Collisional excitation between the two states is also shown to be important in

Figure 5.14, likely because the two states are far from equilibrium and separated by a small energy

gap. Modeling of O(5S◦) populations should therefore take into account the collisional excitation

to and radiative loss from the O(3S◦) state.

The final processes worth noting from the Nations-16 sensitivities are the vibrational-translational

relaxation between O2 and Ar and the dissociation of O2(X) by Ar. Vibrational relaxation is im-

portant because it defines the time-history of Tvib, which in turn influences the nonequilibrium rate

of dissociation. Dissociation and vibrational relaxation are only sensitive early in the test, after

which the dissociation fraction of O2 is near equilibrium. Similar short timescales for the sensitivity

of these two processes are found across all conditions analyzed.
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Electron number density sensitivities are plotted in Figure 5.15 for the Li-21-1 case. The most

important process, by far, is the excitation of argon from its ground state to its third and fifth

excited states, consistent with previous discussions on the ionization mechanism in shocked argon

and the analysis in [7]. Electron impact processes rise in sensitivity over time; however, the test

time ends before the electron concentration reaches a sufficient level for electron impact ionization

to dominate. The excitation of O(1D) by electron and argon atom impact is also important due to

the role of O(1D) in mediating energy exchange between the heavy particles and the free electrons.

Figure 5.15: Total Sobol’ indices for the prediction of electron number density in the Li-21-1 case
at 10,153 K and 0.49 atm in 1% O2-Ar.

The number of sensitive processes influencing the concentrations of O(5S◦) and O(5P) is far

greater than the number of processes influencing the electron concentration. The total Sobol’ in-

dices for the number density of the two excited states are plotted in Figure 5.16 and are labeled

by process category to highlight the overall system dynamics influencing the predicted state popu-

lations. Different processes dominate the sensitivity at different times throughout the experiment,

echoing the three-stage behavior observed in the measured and predicted time histories for the

Li-21 experiments. Very early in the test, before the first data point is taken, the time-histories

are dominated by vibrational-translational relaxation and O2 dissociation as in the Nations-16 ex-
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periment. After approximately 30 µs, the sensitivities of both time histories become dominated

by various electron impact excitation reactions involving atomic oxygen. These processes remain

dominant for the majority of the test time, eventually being overtaken by the rising sensitivity of

HP-CIE involving Ar + Ar collisions, which control the ionization rate of the gas and, by extension,

the third stage rise of the predicted excited state populations. For the same reason, the E-CIE of

argon also begins showing notable sensitivity near the end of the test time.

(a) O(5S◦) (b) O(5P)

Figure 5.16: Total Sobol’ indices, organized by parameter category, for the number density of (a)
O(5S◦) and (b) O(5P) in the Li-21-1 experiment at 10,153 K and 0.49 atm in 1% O2-Ar.

A large number of sensitive processes are illustrated in Figure 5.16. To clarify the relative

contributions of each process to the overall solution variance, the Sobol’ indices are plotted in

Figure 5.17 after being normalized so that they sum to one. The top 12 processes influencing

each time history are labeled individually, with the summed contribution from the remaining 283

processes shown in gray at the top of each plot. The processes influencing each measured state are

very similar, indicating that the coupling between the two states is strong.

Early in both time histories, the heavy particle impact excitation of O(3P) to O(5S◦) dom-

inates the sensitivity along with the dissociation of O2(X) by argon. The escape factor for the

radiative transition between the two measured states is also important, particularly for the 5P

number density, although the contribution is short-lived.
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(a) O(5S◦) (b) O(5P)

Figure 5.17: Normalized total Sobol’ indices for the number density of (a) O(5S◦) and (b) O(5P)
in the Li-21-1 experiment at 10,153 K and 0.49 atm in 1% O2-Ar.

Similar electron impact excitation reactions play a dominant role in the sensitivity of both

electronic state number densities. Excitation of O(5S◦) from the metastable 1D level is significantly

more sensitive than excitation from the ground, indicating that ladder-hopping to the measured

state must be considered when analyzing measured time histories of O(5S◦) and O(5P). Excitation

between the two measured states is also highly sensitive because it defines the balance of collisional

and radiative coupling between the two states. The E-CIE reaction from the 5P state to the tenth

excited state of O is sensitive for the same reason. Formation of the 3S◦ state remains sensitive as

in the Nations-16 case. The late-time sensitivities in Figure 5.17 are dominated by processes that

influence the overall system dynamics, highlighting the ability of these high-lying states to probe

the timescale of ionization in the gas.

Finally, the normalized Sobol’ indices for the Minesi-2037 experiment are shown in Fig-

ure 5.18. The included processes and the timescales over which they are important are similar to

the Li-21-1 experiment. In spite of the similarity in sensitive processes between both experiments,

the model predictions are only consistent with the measured data from the Li-21 experiments and

not from the Minesi experiments. In light of this observation, more data is needed to help identify
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aspects of the flow, radiation, or kinetics modeling that may explain the discrepancies.

Figure 5.18: Normalized total Sobol’ indices for the number density of O(5S◦) in the Minesi-2037
experiment at 12,199 K and 0.23 atm in 1% O2-Ar.

There are three quantities that, if measured, could enhance the development of the present

collisional-radiative model and improve the utility of the excited state measurements analyzed in

this work. First, electron number density measurements would be extremely valuable, especially

in the same facility where the Minesi data was measured. Next, argon electronic state population

measurements would elucidate whether the ionization rate is significantly affected by impurities

and whether excitation exchange between oxygen and argon is an important process. Finally,

measurements of O(1D), while challenging, would shed light on the proposed role of this metastable

state in facilitating rapid energy exchange from the translational energy of heavy particles to the

free electrons.

5.4 Summary

The dissociation, electronic excitation, and ionization occurring in shock-heated mixtures of

O2 and argon were studied in this chapter. Predictions of O2 number density during shock-induced

dissociation were within the experimental uncertainties of measured data spanning 5,000 to 10,000

K in mixtures of 2-5% O2 in argon. Validation of the adopted dissociation model enabled the
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collisional-radiative model to be confidently used to study electronic excitation in conditions where

O2 dissociation is ongoing throughout the test time.

Rate coefficients for the heavy particle impact excitation of ground state argon were deter-

mined using measurements of electron number density in experiments spanning 10,000 to 11,200

K. The inferred rate constants were larger than other published values, indicating that non-ideal

pressure rises or impurities may be influencing the net ionization rate in the gas.

Measurements of electronically excited atomic oxygen in three separate states were analyzed

next. Measurements at 7,000 K were used to infer a rate constant for the excitation of oxygen from

its ground to its fourth excited state, the 5S◦ state, in collisions with argon. The observed depression

in the population of the fifth excited state, the 3S◦ state, indicated that radiative depopulation of

this state is more effective than collisional excitation. Model predictions were consistent with this

experimental observation. The selected value for the escape factor self-absorption length scale was

important for matching the observed population suppression.

Three-stage behavior observed in several experiments was also predicted accurately by the

collisional-radiative model. The dynamics leading to the multi-stage behavior were different than

those previously inferred using simpler collisional-radiative models, indicating that future measure-

ments of excited state populations should be interpreted using more complete models like the one

adopted here. The observed behavior was driven by kinetics involving states both above and below

those that were measured, and a thorough description of the involved dynamics was provided.

Comparisons were made with data from two experimental facilities, one at Stanford and one

at UCLA. While model predictions were generally consistent with the measured data from the

Stanford facility, comparisons with the data gathered at UCLA yielded significant disagreements.

Further measurements from the UCLA facility, particularly of the electron number density, could

help identify whether the discrepancies are due to kinetic model inaccuracies or facility effects.

Finally, sensitivity analyses of the measured excited state populations were performed, in-

volving nearly 300 parameters in the collisional-radiative model. The objective of the analyses was

to isolate the model parameters being most effectively tested by comparisons with the measured
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data. Predictions of the O(3S◦) population were primarily controlled by the escape factor for emis-

sion to the ground electronic state. Predictions of the fourth and sixth excited states, O(5S◦) and

O(5P), were influenced by a large number of collisional and radiative processes. Results from the

sensitivity analyses highlight the difficulty of inferring individual rate expressions from the mea-

sured data while also showing that the excited state measurements effectively test a large number

of parameters in the collisional-radiative model.



Chapter 6

Electronic State-Resolved Analysis of Weakly Ionized Nitrogen Mixtures

6.1 Introduction

This chapter is devoted to the study of atomic nitrogen electronic excitation behind strong

shock waves. Atomic nitrogen is of interest for several reasons. First, electronically excited nitrogen

atoms are an essential precursor to the formation of free electrons in shock-heated air. The lowest

threshold ionization reaction in air is the associative ionization (AI) to form NO+, which occurs

primarily through the interaction of an excited nitrogen atom with a ground-state oxygen atom

[206]. In addition, all channels leading to the formation of N+
2 require an electronically excited

nitrogen atom because the N(4S) + N(4S) channel is spin-forbidden. The net rates of these key

reactions are, therefore, dependent on the populations of the metastable electronic states of atomic

nitrogen. However, the rate coefficients for reactions that populate these metastable states are not

well characterized, particularly for excitation reactions involving heavy particle collisions.

Accurate modeling of processes involving nitrogen atoms is also essential when considering

atmospheric entry flows at velocities exceeding those of Earth orbit. Electron impact ionization

of N is the main source of electrons at these conditions, and electronically excited nitrogen atoms

emit a significant amount of radiation in the shock layer [15, 57].

6.2 Comparison With Experiment

In this chapter, the developed collisional-radiative model is assessed using experimental mea-

surements of N2(X) from Appleton et al. [14], and measurements of excited state atomic nitrogen
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from Finch et al. [8]. The molecular nitrogen measurements enable dissociation predictions to

be assessed, ensuring that the model predicts N(4S) formation with sufficient accuracy to enable

meaningful comparison with the measurements of excited-state nitrogen atoms.

6.2.1 Description of Experiments

All experimental data analyzed in the present work was measured behind reflected shocks in

N2-Ar mixtures. Figure 6.1 shows the Region 5 pressure and temperature in all of the experiments

reported by Appleton et al. [14] and Finch et al. [8]. The measurements of N2(X) were performed

at considerably higher pressures than those of N(4P), meaning that the thermochemical evolution

takes place over a much shorter timescale than in the electronic excitation experiments. The N2

concentrations are higher in the experiments from Appleton et al. as compared to those from

Finch et al., who required low N2 concentrations to maintain the high temperatures required for

a detectable population of N(4P) throughout the experiment. All of the experiments published by

Appleton et al. [14] are analyzed in the present study, while only a representative subset of the

Finch et al. experiments are analyzed in detail.

Figure 6.1: Nominal initial temperature, pressure, and N2 mole fraction in the experiments pub-
lished by Appleton et al. [14] and Finch et al. [8, 9]. All experiments from Appleton et al. [14] are
analyzed, while a subset of those from Finch et al. [8, 9] are selected for detailed analysis and are
marked with red circles.
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6.2.2 N2 Dissociation

Appleton et al. [14] measured N2(X) at a distance of 3 mm from the end wall using the

absorption of 117.6 nm vacuum ultraviolet light. The measured number densities are not reported

directly in their publication; rather, the number densities are converted to dissociation fractions of

N2 using a simple but reasonable thermodynamic model. In the present study, the experimental

data are plotted in terms of atomic nitrogen mole fraction. Comparison of the model predictions

with the experimental data is shown in Figure 6.2.

Figure 6.2: Comparison of collisional-radiative and two-temperature model predictions with the
measured data from Appleton et al. [14] for the dissociation of N2 in mixtures of 2-20% N2 dilute
in argon. Predictions from the collisional-radiative model are shown using solid lines, and, as a
reference, predictions from a two-temperature model are shown using dashed lines.

In the two-temperature model, none of the individual electronic states are resolved and

the electron-electronic energy is assumed to be in equilibrium with the vibrational energy at a

shared vibrational-electron-electronic temperature, Tvee. The N2 dissociation rate coefficients in the

two-temperature model are the same as the N2(X) dissociation rate coefficients in the collisional-
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radiative model, with parameters for the vibration-dissociation coupling calculated using the MMT

model.

For the experiments covering 2–10% mixtures of N2 in argon, both model formulations demon-

strate good agreement with the measured data, with maximum errors rarely exceeding 10%. These

results indicate that the dissociation predictions of the collisional-radiative model are sufficiently ac-

curate to proceed with the analysis of excited state nitrogen atom kinetics in similar concentrations

of N2 dilute in argon.

For the experiments performed using a 20% N2 test gas, the models show significant de-

partures from the measured data, although the two-temperature model maintains a reasonable

agreement with data from all but the hottest experiment in 20% N2. Across all N2 concentrations,

the net rate of dissociation is slower in the two-temperature model than in the collisional-radiative

model, with the difference between the two models increasing with the N2 concentration. For the

measurements from the 10% N2 test gas mixtures, the higher dissociation rate of the collisional-

radiative model is more consistent with the data; in contrast, the lower dissociation rate of the

two-temperature model is more consistent with the data from the 20% N2 mixtures.

In the original publication, Appleton et al. were not able to identify rate constant expressions

that yielded predictions matching all of the measured data from the 10% and 20% mixtures. The

present results are consistent with this finding, with the most likely explanation being that the

initial condition is slightly different than that calculated using the Rankine-Hugoniot relations, the

incident shock velocity, and the measured test gas fill pressure.

Source terms resulting from the dissociation of N2 are shown in Figure 6.3 alongside the

temperature profiles from the two-temperature and collisional-radiative models. The vibrational

temperature is omitted because it relaxes to Ttr within 0.1 µs and remains in equilibrium with Ttr

throughout the test time.

Two main reasons for the faster dissociation in the collisional-radiative model are revealed in

Figure 6.3. First, the net rate of N2(X) dissociation in the CR model is faster than the rate of N2

dissociation in the 2T model, despite the fact that both processes are modeled using the same rate
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Figure 6.3: Simulated (a) temperatures and (b) N2 dissociation source terms in the experiment
from Appleton et al. [14] at 10,410 K and 1.55 atm in 20% N2-Ar.

coefficient expressions. The reason for this difference is the lower Ttr in the two-temperature model,

which assumes that Tex,N is in equilibrium with Tvee. Because Tex,N does not relax with Tvib in the

CR model, the decrease in Ttr following vibrational relaxation is less than in the two-temperature

model. The difference becomes more pronounced as the N2 concentration increases and the atomic

nitrogen electronic energy begins contributing significantly to evee.

Given that the CR model more rigorously simulates the relaxation of the electronic en-

ergy mode of atomic nitrogen, it should not be concluded based on the performance of the two-

temperature model that the electronic temperature of Tex,N is truly in equilibrium with Tvib and

Ttr in the Appleton experiments. Instead, the main takeaway is that a 400 K decrease in Ttr,

like that seen here, can lead to a 35% decrease in the net rate of N2 dissociation, indicating that

uncertainties of 3-4% in the initial temperature behind the reflected shock can significantly impede

model validation efforts.

The second reason that dissociation is faster in the CR model is that N2(A) dissociation

becomes appreciable as the N2 concentration increases. The formation of N2(A) is most efficient

in the excitation reactions N2(X) + N → N2(A) + N and N2(X) + N(2P) → N2(A) + N, both of

which require atomic nitrogen. Thus, as the N2 concentration increases, the formation of N2(A)
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becomes more efficient, and the contribution of N2(A) to the total dissociation rate goes up as well.

In the last 10 µs in Figure 6.3, the rate of dissociation from N2(A) contributes over 30% to the net

dissociation rate.

Given the dispersion in the level of agreement between the CR model and the measured

data in Figure 6.3, it is not possible to conclusively identify any deficiencies in the modeling of

dissociation by the CR model at high N2 concentrations. As observed in the original analysis of

the experiments by Appleton et al. [14], and in the later analysis by Park [31], it is difficult to

match the measurements across all experiments with one set of rate expressions. However, for the

purposes of the present analysis, the predictions of dissociation are sufficiently consistent with the

available data for N2 concentrations relevant to the experiments where N(4P) has been measured

by Finch et al. [8].

6.2.3 Atomic Nitrogen Electronic Excitation

The nominal Region 5 initial temperatures and pressures in the six analyzed experiments

from Finch et al. [8, 9] are given in Table 6.1. Measurements were performed behind reflected

shocks in mixtures of 1-13% N2 dilute in argon and spanning temperatures from 8,000-12,000 K.

The laser diagnostic probed the J = 5/2 fine structure level of the 4P term. The J = 5/2 level

comprises half of the total degeneracy of the 4P term, so the number density predictions of N(4P)

in the collisional-radiative model are divided by 2 when comparisons are made with the measured

data.

Table 6.1: Reflected shock experiments analyzed in the present study where N(4P) is measured
[8, 9].

Name XN2 , % T5,0, K P5,0, atm

Finch-9 2 8,234 1.02
Finch-12 2 9,855 0.53
Finch-13 2 12,215 0.16
Finch-22 1 11,030 0.41
Finch-55 5 10,431 0.24
Finch-139 13 9,532 0.20
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Pressure traces for the 1% and 2% experiments are incorporated into the simulation, while

those for the 5% and 13% experiments are not available and, therefore, cannot be included. Pressure

time histories from the Finch-22 and Finch-13 experiments are plotted in Figure 6.4 to illustrate

two important features of the pressure traces: the overshoot of P5 at t = 0 from its nominal value

and the change in P5 throughout the test time.

Figure 6.4: Representative pressure traces measured 5 mm from the end wall from two experiments
by Finch et al. [8] with the quadratic fits used to implement the measured pressure time history
into the simulations of each experiment.

The initial pressure is higher than its nominal initial value by between 6% to 16% for the

experiments where P5 time histories are available, with discrepancies increasing as the nominal

value of P5 decreases. The reason for this offset is not yet clear and warrants further study. In

the current study, the measured pressure value is incorporated into the simulation by applying

an isentropic compression to the Region 2 gas condition upstream of the reflected shock until the

Region 5 pressure predicted by the Rankine-Hugoniot relations matches the measured value. This

has the effect of increasing the temperature in Region 5 above its nominal value by as much as

3.5%. Application of the compression to Region 2 instead of Region 5 results in a smaller rise in T5

from its nominal value and is motivated by the assumption that much of the observed overshoot

in P5 is caused by increases in the Region 2 pressure due to shock attenuation and boundary layer
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growth.

The changing value of P5 throughout the test time is fitted using a quadratic expression as

shown in Figure 6.4. Time derivatives of pressure are calculated from the quadratic expression and

implemented into the conservation equations using the source terms described in Section 2.3.2.

Model predictions of the N(4P) number density are compared with the measured data from

experiments in 1% and 2% N2 mixtures in Figure 6.5. Predictions using two values of the reab-

sorption length scale, Lrad, are presented: Lrad=15.24 cm corresponds to the diameter of the shock

tube, and Lrad=1 cm corresponds to the length scale of flow gradients in the axial direction.

Figure 6.5: Comparison between measured data and predictions of the collisional radiative model
for the experiments in Table 6.1 where the N2 concentration is 1-2%. Model predictions are shown
with two values of the self-absorption length scale, Lrad.

It is clear that the choice of Lrad can have a major impact on the predicted time histories,

a result of the considerable reabsorption of vacuum ultraviolet (VUV) resonance radiation emitted

at 120 nm from the 3s 4P→2p3 4S (levels 4 to 1) transition and at 174 nm from the 3s 2P→2p3 2P

(levels 5 to 3) transition. Predictions for the Finch-22 case are most severely affected by the choice

of this parameter. Because a lower value of Lrad implies less self-absorption, the radiative losses
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from the measured state and its energetic neighbor, the 3s 2P state, compete more strongly against

collisional excitation by electrons and heavy particles. As a result, the excited state population time

histories predicted using Lrad = 1 cm evolve over longer timescales than those where Lrad = 15.24

cm. The mixed agreement with the measured data in Figure 6.5 shows that the choice of Lrad

involves a tradeoff in predictive accuracy across the tested conditions.

Figure 6.5 illustrates that the collisional-radiative model is able to accurately predict many

features of the excited state time histories. In all experiments, the N(4P) time histories show a

period of induction, lasting 50-100 µs, before the measured state begins to appreciably populate.

The delay in the formation of N(4P) is primarily a reflection of the time required for N2 to dissociate.

Another important factor is that the metastable N(2D) and N(2P) states are more efficiently excited

by collisions with atomic nitrogen than with N2 or Ar. Because the measured state is excited

10.33 eV above the ground 4S state, ladder-climbing through the metastable levels is a much more

efficient formation pathway than direct excitation from the ground. Because interactions between

two nitrogen atoms are required to appreciably populate the metastable levels and thus facilitate

ladder climbing to the 4P state, the formation of N(4P) is delayed until sufficient N2 dissociation

has occurred.

It’s important to note that the HP-CIE rates leading to N(4P) are the same for all colliders,

owing to the lack of quenching or heavy particle impact excitation rate coefficients for N(4P).

Finch et al. [8] also found that the observed incubation time is consistent with excitation occurring

primarily via N + N collisions; however, they included this effect by scaling up the rate coefficient

for N + N → N(4P) + N.

Previous measurements of electronically excited oxygen atoms in reflected shock experiments

at similar conditions did not observe an induction time like that seen here [6, 58]. This is largely

due to the faster dissociation of O2 compared to N2 at the studied temperatures and pressures.

Additionally, the first electronically excited state of atomic oxygen is efficiently formed in collisions

with argon, while the nitrogen metastable states are not.

The evolution of various system temperatures is shown in Figure 6.6. The specific time
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histories are for the Finch-12 experiment; however, the behavior is similar across all of the Finch

et al. [8] experimental conditions. To illustrate how the population of N(4P) relates to the other

mode temperatures in the gas, a two-state electronic temperature, Tex,N(1,4), is defined in Eq. (6.1)

as the temperature characterizing the population of N(4P) relative to the ground state,

Tex,N(1,4) =

󰀗
kB
εij

ln

󰀕
n1/g1
n4/g4

󰀖󰀘
(6.1)

where n1, g1, n4, and g4 are the number densities and electronic degeneracies of the 4S and 4P

states, respectively. It is possible to define Tex,N(1,4) using the simulated time histories or the

measured time histories for n4, with the simulated ground state number density being used for n1

in both cases.

Figure 6.6: Evolution of several temperatures in the simulation of the Finch-12 experiment at 9,855
K and 0.53 atm in 2% N2-Ar.

The simulated and measured values of Tex,N(1,4) are plotted alongside Tex,N in Figure 6.6.

Because the majority of the electronic energy is contained in the metastable 2D and 2P levels,

the value of Tex,N is mostly a function of those states’ populations relative to the ground. The

equilibrium observed in Figure 6.6 between Tex,N and Teex thus indicates that the metastable states

of atomic nitrogen are in equilibrium with the free electron temperature throughout the majority

of the test time. In fact, the relaxation of Teex toward Ttr is primarily driven by the heavy particle

impact excitation of N(2D) in the collision of two nitrogen atoms, followed by the superelastic



132

scattering of electrons to de-excite N(2D) back to the ground. As a result, the dynamics of Tex,N

and Teex are highly coupled.

In three of the four experiments shown in Figure 6.5, the measured state population plateaus

after approximately 100-200 µs. The plateau is also evident in Figure 6.6, occurring after the

electron-electronic and translational-rotational temperatures have almost fully relaxed. Because of

this, it’s not possible for the plateau to be explained by the de-excitation of N(4P) by electrons to

the ground state as proposed by Finch et al. [8]. Instead, the plateau is caused by the onset of

electron impact ionization and the strong collisional coupling between the measured state and the

electronic states near the ionization limit, owing to the small energy gaps between the high-lying

electronic states. Figure 6.7 shows the electronic state distributions at three time points during the

simulation of the Finch-22 experiment with Lrad = 1 cm.

Figure 6.7: Boltzmann plot for the electronic states of atomic nitrogen at three separate times in
the simulation of the Finch-22 case at 11,030 K and 0.41 atm in 1% N2-Ar with Lrad = 1 cm .

At 75 µs, the measured state population is rising due to ladder climbing from the metastable

states, which are Boltzmann populated at Teex. At the next time point, 200 µs, the 4P population

stops rising as the highest-energy states begin rapidly ionizing due to collisions with energetic free

electrons. During this time, in which the 4P population briefly plateaus, the high-lying electronic



133

state populations are driven down toward equilibrium with the Saha-Boltzmann line shown in

Figure 6.7. As more electrons are generated, three-body recombination begins to compete with

electron impact ionization, and the two processes balance one another when the population of a

given state reaches Saha-Boltzmann equilibrium with the continuum. The third time point plotted

in Figure 6.7, at 400 µs, occurs after the plateau period as the 4P population begins increasing

again. In this final stage, the highest-energy electronic states are in Saha-Boltzmann equilibrium

with the continuum and are rising in population as the N+ population approaches equilibrium.

Pressure changes in Region 5 drastically alter the timescale over which the measured excited

state approaches equilibrium. In Figure 6.8, model predictions obtained using a constant pressure

assumption are compared with predictions obtained by taking into account the changing Region 5

pressure. Without accounting for the pressure rise, the plateau region lasts approximately twice

as long as when the pressure rise is included. These results illustrate that pressure non-idealities

exert a considerable influence on the measured excited state and must be included in analyses of

the measured data.

Figure 6.8: Collisional-radiative model predictions with and without the inclusion of non-ideal
pressure changes for the Finch-12 experiment at 9,855 K and 0.53 atm in 2% N2-Ar.

Note that the inclusion of non-ideal pressure rises in Figure 6.8 becomes increasingly impor-

tant at late times. While the slope of the pressure rise is typically greater at early times, as seen in

Figure 6.4, the total energy deposition does not become significant until several hundred microsec-
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onds have passed. Total energy deposition is on the order of 2-5% of the total enthalpy, offsetting

some of the temperature decrease that occurs during electron impact ionization and allowing Ttr

and Teex to remain 200-400 K hotter than in the constant-pressure case. Ionization is controlled

primarily by the electronic excitation rate of argon, which occurs across an 11.5 eV energy bar-

rier – at 9,000 K, the rate of excitation across this barrier is doubled when the temperature is

increased to 9,400 K. As in the previous analysis of N2 dissociation kinetics, small changes in the

gas temperature significantly affect the highly endothermic dynamics being studied.

Three other experiments at higher N2 concentrations were also performed by Finch [9]. Pres-

sure data is not available for these experiments; however, the pressure rise is most important for

predicting the third-stage rise in the 4P population, which does not occur within the available test

time. Model predictions are compared with the measured data for the Finch-55 and Finch-139

experiments in Figure 6.9. Uncertainty data are not available for the Finch-55 and Finch-139 ex-

periments, so the error bars in Figure 6.9 are estimated using the average error from the 1% and

2% data.

Figure 6.9: Comparison of model predictions with the Finch-55 and Finch-139 experiments per-
formed in 5% and 13% mixtures of N2 in argon, respectively. Baseline collisional-radiative model
predictions are shown alongside predictions where the rate coefficient of HP-CIE reactions involving
N + N collisions are scaled up by 3,000 whenever the rate from Lemal et al. [15] is used.

Predictions from the baseline collisional-radiative model in Figure 6.9 only match the mea-

sured data during the second half of the test time. At early times, the measured N(4P) population



135

rises much faster than the model predicts. The difference between the measured and simulated

populations increases proportional to the initial N2 concentration, indicating that some process

involving N2 or N is likely to blame for the discrepancy. For the HP-CIE reactions involving N +

N collisions where the analytical formula from Lemal et al. [15] has been used to approximate the

rate coefficient, a scaling of the rate coefficient by a factor of 3000 brings the early-time N(4P) pop-

ulation into agreement with the measurement for the 5% and 13% experiments. The same scaling

also improves agreement with the early time history data in the Finch-13 experiment, where similar

discrepancies are observed. Note that the scaling by 3000 brings the HP-CIE rate coefficients into

closer agreement with those proposed by Park [17] and Annaloro and Bultel [121]. However, by

changing these rate coefficients, the predicted time history consistently overshoots the measured

values near the end of the test time when some loss mechanism for the N(4P) appears to be active.

The present discrepancies between model predictions and measured data in 5% and 13%

mixtures of N2 illustrate the need for further measurements of excited state chemistry with larger

concentrations of N2 where excitation reactions involving N + N show a measurable influence.

With additional data involving higher N2 concentrations, it will be possible to better constrain the

kinetics of reactions relevant to electronic excitation kinetics in air.

6.3 Sensitivity Analysis

6.3.1 Parameters and Response Functions

Collisional-radiative model predictions are the result of hundreds of different parameters that

are implemented into the model. In order to quantitatively assess which of these parameters most

strongly influence the predicted excited state time histories, a sensitivity analysis is performed and

is described in the present Section.

Convergence of the PCE surrogate is monitored by tracking the maximum change to any

given Sobol’ index after solving for the basis coefficients with an increased number of samples. In

the present study, Sobol’ indices are evaluated after every 40 additional samples, and a total of
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3,000 samples are run for each analyzed experiment. Throughout the last 1,000 sample evaluations,

none of the Sobol’ indices change by more than 0.01, indicating that the PCE surrogate converges

with sufficient accuracy.

The quantity of interest in the sensitivity analysis is the number density of N(4P) at each

time after the passage of the shock. Thus, Sobol’ indices are calculated for each model parameter

as a function of time. Convergence of the PCE surrogate coefficients is improved significantly by

fitting the surrogate to the logarithm of the excited state number density rather than to the number

density directly. The Sobol’ indices do not change meaningfully between surrogate models fitted

to the number density or its logarithm.

6.3.2 Results

Sensitivity analysis results for three of the cases analyzed in Section 6.2.3 are presented in

this Section and are representative of the sensitivities across all cases. The total Sobol’ indices

are shown on area plots to provide a clear and intuitive picture of the dominant sensitivities in

each experiment. Because total Sobol’ indices include interaction effects, which are included in the

indices of both parameters involved in a given interaction, the sum of the total Sobol’ indices can

exceed unity. Before plotting, the total Sobol’ indices are normalized so that their sum equals one.

Total Sobol’ indices are presented for the Finch-9 experiment in Figure 6.10. The dissociation

of N2(X) with argon is the most sensitive parameter throughout the entire test time. This is true

for all of the analyzed experiments; however, the sensitivity to N2(X) dissociation with argon is the

most pronounced in the Finch-9 experiment. Because the Finch-9 case is the lowest temperature

experiment available, the observed high sensitivity to N2 dissociation indicates that measurements

at lower temperatures will rely heavily on accurate modeling of N2 dissociation to enable accurate

characterization of other processes occurring in the gas.

The next most sensitive process is the electron impact excitation of atomic nitrogen from

its metastable 2D level to the measured 4P level, highlighting the importance of ladder-climbing

to the formation of N(4P). Several other electron impact excitation processes also show notable
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Figure 6.10: Normalized total Sobol’ indices for the prediction of N(4P) number density in the
Finch-9 experiment with Ttr=8,234 K at P=1.02 atm in 2% N2-Ar.

sensitivity, including the excitation of 4P from the ground state and the collisional excitation of

the sixth excited state of N, which is strongly coupled to the measured state by electron impact

excitation. Processes involved in the formation of N2(A) demonstrate sensitivity as well, likely

caused by the role that N2(A) plays in the net dissociation of N2. The sensitivity of N2(B) formation

may be understood by considering the fact that N2(A) and N2(B) are strongly coupled via heavy

particle impact excitation and the fast energy pooling reaction between two N2(A) molecules that

forms N2(B). Finally, significant sensitivity is observed for the escape factor for the transition from

nitrogen in its fifth excited state, 3s 2P, to its third excited state, the 2p3 2P level. Sensitivity to the

escape factor is consistent with the large effect of the self-absorption length scale, Lrad, discussed

in Section 6.2.3.

Sobol’ indices for the N(4P) time history prediction in the Finch-12 case are shown in Fig-

ure 6.11. Dissociation of N2 remains highly sensitive, as do several of the same electron impact

excitation reactions that demonstrated high sensitivities at the Finch-9 experimental conditions.

Because ionization begins to play a more significant role in the higher-temperature Finch-12 ex-

periment, the excitation of argon to its fifth excited level shows increased sensitivity. Excitation of
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N(2D) in the collision of two ground-state nitrogen atoms is also highly sensitive since this reaction

strongly influences the relaxation time of the free electrons.

Figure 6.11: Normalized total Sobol’ indices for the prediction of N(4P) number density in the
Finch-12 experiment with Ttr=9,855 K at P=0.53 atm in 2% N2-Ar.

The Sobol’ indices in Figures 6.10 and 6.11 are representative of all 1% and 2% experiments

analyzed. The observed dynamics are largely controlled by the dissociation rate of N2 and several

electron impact excitation reactions that proceed from the ground and metastable electronic states

of N. The heavy particle impact excitation of N(4P) does not show significant sensitivity for any of

the cases analyzed; only the excitation of metastable N(2D) showed a notable level of sensitivity.

These results highlight the importance of including metastable states and ladder-hoping transitions

when interpreting experimental measurements of high-lying atomic excited states.

Figure 6.12 presents the Sobol’ indices for the prediction of N(4P) number densities in the

Finch-139 experiment, which had the highest N2 concentration at 13%. A notable increase in

the number of sensitive parameters is observed, with a more even distribution of Sobol’ index

magnitudes among the top parameters than in the 1% and 2% experiments. Several of the same

sensitive processes from the Finch-9 case reappear in the Finch-139 sensitivity results but with even

higher Sobol’ indices. The excitation exchange between N2(A) and N(2P) shows notable sensitivity
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in the Finch-139 experiment but not in the Finch-9 or -12 experiments. The rate coefficient of this

process is important for determining the population of N2(A), in turn affecting the net dissociation

rate of N2.

Figure 6.12: Normalized total Sobol’ indices for the prediction of N(4P) number density in the
Finch-139 experiment with Ttr=9,532 K at P=0.20 atm in 13% N2-Ar.

The more equal distribution of process sensitivity in the Finch-139 case illustrates the value

of performing additional N(4P) measurements in mixtures with greater amounts of N2 present. The

discrepancies between the model predictions and the measured data are a promising indication that

the collisional-radiative model could be improved with further data at elevated N2 concentrations.

Sensitivity results in this Section also call attention to the importance of N2(A), both for its

exchanges with N(2P) and its influence on the net dissociation rate. Measurements of N2(A), like

those in Jans et al. [207], would provide valuable constraints on the excitation kinetics predicted

by the present model.

6.4 Summary

The dissociation and electronic excitation of atomic nitrogen were studied in this chapter

using measured data for the concentrations of N2(X) and atomic nitrogen in its fourth excited
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state, N(4P), behind reflected shock waves in mixtures of 2-20% N2 dilute in argon. Because

dissociation is ongoing during the experiments where N(4P) was measured, the collisional-radiative

model predictions for dissociation were assessed first. The model predictions were consistent with

measurements of N2(X) in mixtures of 2-10% N2 from 8,000 to 14,000 K, indicating that the model

is appropriate to apply for the gas mixtures in which N(4P) was measured. Model predictions

diverged from the measured data for some of the experiments in 20% N2-Ar; however, previous

authors have also been unable to match all of the 20% data using a single set of rate coefficients.

It was shown that temperature differences on the order of 3% can be sufficient for explaining the

observed discrepancies. In addition, the dissociation of N2(A) contributed up to 30% to the net N2

dissociation rate for the 20% mixture of N2 in argon. Future studies should investigate the role of

N2(A) in net N2 dissociation.

Comparison of model predictions with N(4P) measurements yielded several novel insights.

Predictions were consistent with the measured data for 1-2% mixtures of N2 in argon from 8,000 to

12,000 K, with discrepancies typically being bounded between limiting values of the radiation self-

absorption length scale. The choice of self-absorption length scale had a significant impact on model

predictions for several of the analyzed experiments. This creates difficulty when attempting to

conclusively validate rate coefficients for collisional processes using measurements of N(4P). Adding

to this difficulty is the large effect on model predictions that was observed when the measured non-

ideal pressure rises were incorporated into the simulation. The inclusion of non-ideal pressure rise

caused the measured state to relax toward equilibrium nearly twice as fast as when the pressure

was assumed to be constant.

The multi-stage behavior observed in the experiments was well-matched by the developed

model; however, as in the O2-Ar experimental analysis, the reasons for the multi-stage behavior

were different than those proposed by previous authors. Rather than being populated by direct

excitation from the ground, the measured state was more efficiently populated by ladder-climbing

through the metastable levels. These metastable levels are excited efficiently by nitrogen atoms

but not by N2 or Ar, leading to the induction time observed in the experiment.
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Comparisons with measured data from 5% and 13% mixtures of N2 in argon revealed that

the collisional-radiative model may not be accurately capturing the effect of N + N collisional

excitation processes. Further experiments with elevated N2 concentrations are recommended to

help better constrain the collisional-radiative model.

Sensitivity analyses of the measured excited state population were performed for a represen-

tative selection of the analyzed experiments. The N2(X) dissociation rate constant with argon was

the most sensitive parameter across all analyzed experiments, underscoring the value of assessing

dissociation predictions using experimental data. As in the oxygen excited state measurements, the

population of N(4P) was influenced by processes involving levels of higher and lower energy. Only a

detailed model like that adopted here can capture the dominant processes influencing the measured

excited state population. For the experiment performed in 13% N2 in argon, a greater diversity of

air-relevant kinetic processes showed notable sensitivity than in the 1% and 2% experiments, again

highlighting the value of additional experiments with higher N2 concentrations.



Chapter 7

Modeling and Sensitivity Analysis of Electronic Excitation and Ionization in

Air

Some of the contents of this chapter have been presented at the AIAA AVIATION Fo-

rum in 2023 [208]. Reproduced with the permission of the American Institute of Aeronautics and

Astronautics.

7.1 Introduction

This chapter is devoted to the study of ionization in shock-heated air flows and is broken

into three major sections. In Section 7.2, a sensitivity analysis of a two-temperature model is

performed to identify the chemical reaction and relaxation rate parameters that most significantly

influence ionization predictions. While a two-temperature model does not adopt a high-fidelity

treatment of the nonequilibrium behavior leading to ionization, its computational efficiency makes

it ideal for vehicle-scale hypersonic flow simulations. In studying it, the present work aims to provide

recommendations for the parameters that most significantly affect the prediction of electron number

density in the flowfields surrounding hypersonic vehicles.

Figure 7.1 illustrates an electron number density distribution that is typical of the flow around

a slender hypersonic vehicle. Electron number densities are highest in the stagnation region due

to the high temperatures and pressures induced by the normal shock. Moving downstream from

the stagnation region, the electron number density decreases as the flow expands and cools. To

accurately model charged species densities throughout the whole flowfield, nonequilibrium mod-



143

els must accurately capture both the post-shock generation of electrons and the post-expansion

recombination of those electrons.

Figure 7.1: Electron number density in the flowfield around a slender hypersonic vehicle flying at
5.5 km/s with freestream conditions corresponding to 50 km altitude in the Earth’s atmosphere.

Thus, both shock-heated and cooling flows are analyzed in Section 7.2 to characterize the

uncertainties and sensitivities of two-temperature models in all nonequilibrium flow regions sur-

rounding hypersonic vehicles.

The focus then changes to predictions of ionization by the collisional-radiative model in

Sections 7.3 and 7.4. The effects of electronic nonequilibrium on ionization predictions behind

strong shock waves are studied in detail in Section 7.3. Due to the uncertainty in HP-CIE process

rate coefficients, ionization predictions are assessed using several limiting values for the HP-CIE

rate coefficients. A sensitivity analysis of ionization predictions behind strong shock waves by the

collisional-radiative model is then presented in Section 7.4.

7.2 Sensitivity Analysis of Ionization in a Two-Temperature Model

The shock-heated flows analyzed in this Section are modeled using the incident shock gov-

erning equations described in Section 2.3.1. The recombining flow scenarios are modeled using

zero-dimensional adiabatic and isochoric chemical reactors, which obey the governing equations in

Section 2.2.
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7.2.1 Parameter Uncertainties

The following uncertain parameters are considered in the sensitivity analysis of the two-

temperature model:

• Arrhenius pre-exponential factors for each of the 47 reactions in the 11-species [1] model

of air;

• scale factors on the vibrational-translational relaxation times for N2 and O2 with partners

N2, O2, N, and O;

• scale factors on the energy exchange cross-section for electron-translational relaxation in

collisions with N and O.

All uncertain parameters are sampled in logarithmic space from a uniform distribution defined by

upper and lower uncertainty bounds. The baseline rate coefficients and uncertainty intervals for

the 47 reactions in the two-temperature model are taken from [102], who determined uncertainty

intervals following an extensive review of available data. No such reference exists for uncertainty

intervals on VT relaxation times, so a literature review is performed to obtain the relaxation times

and uncertainty intervals given in Table 7.1.

Table 7.1: Baseline formulations for VT relaxation times and relative uncertainty intervals for
each.

Target Collider Baseline P τvt Ui Uncertainty Ref.

N2 N2 [78] [0.3, 1.5] [78]
N2 N [78] [0.5, 2.0] [78]
N2 O2 [1, 2] [0.1, 10.0] [209]
N2 O [1, 2] [0.1, 10.0] [209]
O2 O2 [5] [0.5, 2.0] [5]
O2 O [77] [0.5, 4.0] [209, 77]
O2 N2 [1, 2] [0.1, 5.0] [209]
O2 N [1, 2] [0.3, 2.0] [209]

Intervals, Ui, correspond to the multiplicative factors applied to the baseline rate to obtain

upper and lower uncertainty bounds. Relaxation times are scaled up and down by an order of
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magnitude whenever there is no experimental data to inform uncertainties at high temperatures.

Following [57], the eT energy exchange cross-sections for N and O are scaled up and down by an

order of magnitude from the baseline formulations given by Gnoffo [76].

7.2.2 Sampling

For the 58 uncertain input parameters considered in the current study, a total of 1,770

deterministic model evaluations are required to fully determine the point collocation solution –

an achievable number of samples with reasonable computational cost. Following recommendations

from Hosder et al. [210], a total of 3,540 samples are run for each analysis to achieve an oversampling

ratio (OSR) equal to two.

7.2.3 Results

The quantities of interest in the current study are the number density and mole fraction

of free electrons. Sobol’ indices are calculated for these quantities at a set of 50 logarithmically

spaced x and t values for the 1D and 0D simulations, respectively. The electron mole fraction is

considered in order to distinguish between sensitive processes that influence the electron number

density, ne, via ionization and those that influence electron number density primarily through

bulk density variation. Electron mole fraction sensitivities are found to be similar to the electron

number density sensitivities, indicating that the processes influencing ne are sensitive because of

the ionization kinetics and not bulk density variation; therefore, only the ne sensitivities are shown.

Confidence intervals for the electron number density are an important component of the

present study. To most accurately represent these intervals and the variances used to calculate

them, the PCE surrogate is fit to the logarithm ne instead of to ne directly. The Sobol’ indices do

not change significantly when log(ne) is used as the QoI instead of ne; however, the 95% confidence

intervals become much more reasonable with the logarithmic QoI and do not encompass negative

values as is the case when ne is the QoI. The logarithm of the electron number density is therefore

chosen as the QoI based on these favorable properties of the PCE surrogate.
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7.2.3.1 Shock-heated flows

Table 7.2 outlines the shock-heated flow conditions analyzed in this Section. Sensitivity

analyses are run for shock velocities at 1 km/s intervals from 5-9 km/s and the results at 5, 7, and

9 km/s are found to be sufficient for describing the variation of sensitive parameters throughout

velocity space. Freestream conditions corresponding to 30 and 60 km altitudes are tested; however,

only the 60 km results are shown. Results at 30 km are found to be qualitatively similar, highlighting

the same sensitive processes that influence ne at 60 km.

Table 7.2: Post shock flow conditions, all have a freestream Ttr = 247.0 K and P=2.20 Pa corre-
sponding to 60 km altitude.

Normal Shock Velocity
5 km/s 7 km/s 9 km/s

P (Pa) 6,422 12590 20,820
Ttr (K) 12,280 23,850 39,270
Tvee (K) 247.0 247.0 247.0
XO2 0.21 0.21 0.21
XN2 0.79 0.79 0.79

Total Sobol’ indices are shown alongside the electron number density profile behind a 5 km/s

shock in Figure 7.2. The x-axis is scaled logarithmically to illustrate the processes that influence the

electron number density over a range of length scales. During the most active region of ionization,

where ne is changing the fastest, the associative ionization to form NO+ dominates the uncertainty.

This is the expected result, considering that NO+ is the dominant ion at the 5 km/s condition.

Before ne begins rising appreciably, the dissociation of O2 with partner N2 and the AI to form

O+
2 are most sensitive. Sensitivity to O2 dissociation is expected since oxygen atoms are required

before AI to form O+
2 or NO+ can begin.

Downstream of 1 cm behind the shock, the dominant sensitive reactions all involve NO. In

particular, the sensitivity is dominated by the second Zel’dovich reaction, O2 + N ⇌ NO + O, as

well as NO dissociation with partners N and O. The importance of these reactions to the formation

of free electrons is clarified through an analysis of the source term for NO+ plotted in Figure 7.3.
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Figure 7.2: Total Sobol’ indices for the electron number density profile behind a 5 km/s normal
shock with freestream conditions corresponding to 60 km altitude.

The NO+ source term begins in a net ionizing (forward) direction before transitioning to a net

recombining (backward) direction at x = 0.46 cm, indicating that NO+ ions are dissociatively

recombining with electrons to form N and O.

Figure 7.3: Dominant source terms for N (bottom) and NO+ (top) in the 5km/s normal shock
condition.

Dissociative recombination occurs in post-shock flows when the electron number density

overshoots its equilibrium value, a result of ne increasing toward equilibrium with the translational
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temperature that is simultaneously decreasing due to vibrational relaxation and dissociation. At

5 km/s, the overshoot caused by this effect is mild because associative ionization is not proceed-

ing rapidly. The overshoot is more pronounced at the higher shock velocities of 7 and 9 km/s,

where associative ionization occurs more rapidly, forming an overabundance of electrons that then

recombine as the temperature drops due to vibrational relaxation and dissociation.

Nitric oxide chemistry is important during the recombination period because NO is the dom-

inant species involved in the production of nitrogen atoms, which are important to the net rate

of dissociative recombination. Figure 7.3 also illustrates the dominant source terms for atomic

nitrogen; NO dissociation and neutral exchange (Zel’dovich) reactions dominate, while direct N2

dissociation is negligible. The sensitivity of these nitrogen-generating reactions implies that uncer-

tainty in the population of nitrogen atoms is the dominant contributor to the predictive uncertainty

of electron number density during the net recombining phase behind the 5 km/s shock.

The mean and 95% confidence intervals for the electron number density in the 5 km/s normal

shock case are given in Figure 7.4. The variance is significant near the peak value of ne, implying

that the existing uncertainty in the rate of associative ionization to form NO+ is associated with

major predictive uncertainties in ionization at suborbital velocities. Downstream of 1 cm behind

the normal shock, the uncertainty in the predicted electron number density decreases significantly.

Referring to Figure 7.2, the dominant sensitive processes within the first 1 cm behind the shock are

the associative ionization reactions to form O+
2 and NO+. Based on the small uncertainty intervals

downstream of 1 cm in Figure 7.4, neutral chemical processes do not contribute meaningfully to

the absolute uncertainty in the ne prediction in the 5 km/s condition.

Mole fractions of ionized species are plotted in Figure 7.5 for the 7 km/s normal shock

condition. Associative ionization to form O+
2 dominates the early production of electrons, but

charge exchange to form NO+ and N+ quickly depletes the O+
2 population before the peak electron

concentration is achieved. In contrast to the 5 km/s condition, where NO+ is the only ionic species

present in appreciable quantities, the atomic ions O+ and N+ begin significantly contributing to

the net equilibrium electron concentration at 7 km/s.
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Figure 7.4: Absolute uncertainty of the electron number density predictions for the 5 km/s normal
shock condition.

Figure 7.5: Mole fractions of charged species in the 7 km/s normal shock case.

Mole fractions in Figure 7.5 provide essential context for interpreting the Sobol’ indices in

Figure 7.6 for the electron number density profile behind the 7 km/s normal shock. A greater

diversity of processes influences the predicted ne profile at 7 km/s than is observed for the 5

km/s condition. This complexity arises in part because of the greater diversity of ionic species.

Additionally, the increased equilibrium dissociation fraction of N2 means that the first Zel’dovich

reaction, which breaks down N2 with a lower energetic barrier than direct N2 dissociation, also

demonstrates increased importance at 7 km/s.
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Figure 7.6: Total Sobol’ indices for the electron number density profile behind a 7 km/s normal
shock with freestream conditions corresponding to 60 km altitude.

It is again useful to consider the total Sobol’ indices with respect to the predictive uncertainty

at each point behind the shock. To clarify the relation between Sobol’ indices and total variance,

the 95% confidence intervals in Figure 7.7 are shown alongside an area plot that is generated by

multiplying the total Sobol’ indices at each point by the width of the 95% confidence intervals for

ne at that point. The area plot provides a simple visual representation of the relative contribution

made by each process to the changing absolute uncertainty level. The gray strip at the top of

the area plot is the summed uncertainty contribution from the 52 unlabeled processes on the plot.

Note that the Sobol’ index profiles in Figure 7.6 provide a more complete picture of the process

sensitivities, while the area plot in Figure 7.7 highlights only the top sensitive reactions at the

post-shock locations with greatest predictive uncertainty.

Results in Figure 7.7 show that associative ionization to form NO+ is still dominant near the

peak value of ne, signifying that AI to form NO+ is the most sensitive determinant of the maximum

electron number density under these conditions. Immediately downstream of the location where ne

peaks, the most sensitive reaction switches to the first Zel’dovich reaction, N2 + O ⇌ NO + N,

which is the dominant contributor to the approximately ±20% uncertainty in ne at 0.3 cm behind

the shock. Downstream of 1 cm behind the shock, NO dissociation with N and O becomes the
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Figure 7.7: 95% confidence bounds for ne predictions behind the 7 km/s normal shock (bottom)
and visualization of the absolute uncertainty contribution from each parameter (top).

dominant source of predictive uncertainty.

While the specifics of the Sobol’ indices differ between 5 and 7 km/s, the general trend

is similar: associative ionization to form O+
2 and NO+ dominates the electron number density

uncertainty near the shock, while NO kinetics dominate the region downstream of peak ne where

the electron population is falling. The main difference between the 5 and 7 km/s normal shock

conditions is that the absolute uncertainty is increased for the 7 km/s case during the fall-off from

peak electron number density.

Similarities in the sensitivities at 5 and 7 km/s may have been expected based on the dom-

inance of molecular ions at equilibrium for both enthalpies. In contrast, the dominant ions in the

9 km/s normal shock condition are atoms. The mole fractions of ionic species are plotted in Fig-

ure 7.8 for the 9 km/s normal shock condition. As in the 5 and 7 km/s conditions, the formation of

O+
2 occurs first, but its mole fraction then falls quickly due to charge exchange with the ions that

will come to dominate at equilibrium. The N+
2 ion is briefly dominant but is quickly superseded

by the N+ population being driven upwards first by charge exchange with O+
2 , NO

+, and N+
2 , and

later by electron impact ionization.
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Figure 7.8: Mole fractions of charged species in the 9 km/s normal shock case.

Sobol’ indices for the electron number density prediction behind the 9 km/s shock are pre-

sented in Figure 7.9. The number of highly sensitive parameters is greatly increased compared

to the 5 and 7 km/s conditions. The increased complexity of the sensitivity results reflects the

increased complexity of the chemical pathway leading to atomic ion formation, as opposed to that

leading to molecular ion formation, the latter of which is found in this study to overwhelmingly

depend on just the rate of associative ionization. Atomic ions, in contrast, are most efficiently

formed via charge exchange and reassociation reactions, as well as by electron impact ionization.

Charge exchange reactions, which begin to show increased sensitivity at 7 km/s, become

dominant contributors to the electron number density uncertainty at the 9 km/s condition. These

reactions are important because, while associative ionization is still the dominant path to form

electrons near the shock front, the dominant ion at equilibrium is actually N+, as seen in Figure 7.8.

Charge exchange reactions serve to move charge from the rapidly-produced O+
2 ions, which dominate

the early rise in ne, to the O+ and N+ ions. By moving charge over to the atoms, more molecular

ions can be generated and ionization can continue to proceed at the rapid, AI-controlled rate. The

Sobol’ indices in Figs. 7.6 and 7.9 indicate that this process is rate-limited by the reassociation

reaction NO+ + O ⇌ O+
2 + N, and via direct charge exchange between O+

2 and N+.

In addition to the Zel’dovich exchange reactions, the direct dissociation of N2 becomes a
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Figure 7.9: Total Sobol’ indices for the electron number density profile behind a 9 km/s normal
shock with freestream conditions corresponding to 60 km altitude.

major contributor to the production of nitrogen atoms at 9 km/s. This fact is reflected in the

appearance of N2 dissociation with N2 as a sensitive rate in Figure 7.9. The AI to form NO+ is

notably absent from the list of dominant reactions because O+
2 is the dominant molecular ion early

in the time history. Reactions generating atomic nitrogen are also sensitive during this early time

period near the shock front, likely due to their role in forming N+
2 .

The electron number density profile exhibits a sharp change in slope at approximately 1 mm

behind the shock, brought on by the onset of electron impact ionization. Both the electron source

terms and the Sobol’ indices reflect the dominance of electron impact ionization to form N+ during

this time. Downstream of the peak, the charge exchange from N+ to N2 becomes the dominant

contributor to the overall uncertainty.

Uncertainties in the ne profile for the 9 km/s post-shock condition are presented in Figure 7.10

alongside the parameter-specific contributions to the overall uncertainty. Similar to the previous

two velocities analyzed, the greatest uncertainty is found at the peak electron number density value.

The peak value varies across nearly an order of magnitude within the 95% uncertainty bounds at

0.2 cm behind the shock. The majority of the uncertainty at the location where ne peaks is driven

by electron impact ionization to form N+ and O+, as well as N2 dissociation with N and the
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first Zel’dovich reaction. Once the electron concentration begins to fall from its peak value, the

dominant contributor to the uncertainty becomes the charge exchange between N+
2 and N.

Figure 7.10: 95% confidence bounds for ne predictions behind the 9 km/s normal shock (bottom)
and visualization of the absolute uncertainty contribution from each parameter (top).

Comparison of the Sobol’ indices in Figure 7.9 and the uncertainty intervals in Figure 7.10

illustrates the value of presenting Sobol’ indices within the context of total variance. Without

consideration of the regions where ne is most uncertain, the Sobol’ index results in Figure 7.9 seem

to motivate the increased study of a multitude of reactions. However, when considered in context

with the regions where the ne variance is greatest, as in Figure 7.10, the number of reactions

meriting further study is greatly decreased. A similar effect is also observed for the sensitivity

results at 5 and 7 km/s.

7.2.3.2 Recombining flows

The post-shock flows analyzed in the previous Section are illustrative of the vehicle stagnation

point, where the electron number density is highest. Outside of this small region, the electron

number density is influenced by nonequilibrium thermochemistry within both net ionizing and net

recombining flowfield regions. This Section presents an analysis of ionization chemistry within net
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recombining flows.

Recombination is studied using zero-dimensional adiabatic isochoric reactors that are initial-

ized to the equilibrium chemical composition behind the 5, 7, and 9 km/s normal shocks studied in

the previous section. To instigate the recombination of the flow, the translational-rotational tem-

perature and pressure are set to their freestream values at 60 km altitude, mimicking the condition

of flow that was in equilibrium at the post-shock condition but which has just passed through a

strong flow expansion. The initial mole fractions, temperatures, and pressures for the three studied

recombination cases are given in Table 7.3.

Table 7.3: Initial conditions for the analyzed recombining flow scenarios.

Case Name
Rec-5kms Rec-7kms Rec-9kms

P (Pa) 2.20 2.20 2.20
Ttr (K) 247.0 247.0 247.0
Tvee (K) 5132 6302 7939
XO 3.225×10−1 2.626×10−1 2.121×10−1

XO2 1.281×10−4 1.705×10−5 1.706×10−6

XN 1.177×10−1 4.763×10−1 7.592×10−1

XN2 5.548×10−1 2.587×10−1 1.962×10−2

XNO 4.683×10−3 1.735×10−3 2.316×10−4

XO+ 8.375×10−7 4.265×10−5 7.583×10−4

XO+
2

2.179×10−8 9.564×10−8 1.449×10−7

XN+ 2.150×10−8 9.416×10−6 3.484×10−3

XN+
2

8.524×10−8 5.687×10−6 1.796×10−5

XNO+ 8.517×10−5 3.151×10−4 1.571×10−4

Xe− 8.614×10−5 3.729×10−4 4.418×10−3

The evolution of translational-rotational as well as vibrational-electron-electronic tempera-

tures in the three studied conditions is plotted in Figure 7.11. All three cases show similar behavior,

with the translational-rotational temperature slowly relaxing upward through relaxation with the

vibrational-electron-electronic temperature, as well as through the energy released by endother-

mic chemical reactions. Once Ttr and Tvee relax, the two temperatures rise together due to the

continued energy release by endothermic chemical processes.

Because of these dynamics, all three cases demonstrate a prolonged period of electron recom-
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bination that is followed by a recovery of the electron number density to a new equilibrium value

that is lower than at t = 0. Sensitivities throughout both phases will be presented; however, the

main interest of the current Section is the sensitivities during the recombination phase. As will be

seen, the sensitivities during the ionization phase are similar to those found in the post-shock flows.

Figure 7.11: Temperatures in the recombining flow scenarios.

The baseline prediction of electron number density for the Rec-5kms case is shown alongside

total Sobol’ indices for ne in Figure 7.12 as a function of time in the 0D adiabatic reactor. Electron

number density falls steadily throughout the first 20 milliseconds as the electrons and ions, pre-

dominantly NO+, dissociatively recombine. After 20 milliseconds, the translational temperature

has increased sufficiently to reinitiate ionization processes as the gas seeks equilibrium at the rising

temperature value. During a brief period near t = 20 ms, the most sensitive reaction changes from

DR of NO+ to the reassociation reaction that moves charge from NO+ to O+. The VT relaxation

time in N2 + O collisions also shows sensitivity for a brief period that corresponds to the rapid

relaxation of Ttr and Tvee observed in Figure 7.11.

As with the shocked flow cases, it’s worthwhile to consider Sobol’ indices within the context

of the variance at each time point. It’s important to note that the variance of the ne profile has

a different relevance in the recombining flow cases than in the shocked flow cases. Because the
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Figure 7.12: Total Sobol’ indices for the electron number density as a function of time in a 0D
isochoric reactor initialized to the 5 kms/s equilibrium condition.

shocked flow cases are representative of relatively localized regions of flow that have been processed

by a strong normal shock, such as the stagnation region, the region of peak ne variance is of greatest

interest. As seen in the previous section, this region of peak variance corresponds to the region

of peak electron concentration. In contrast, the recombining flow conditions are representative of

flow that has been expanded and is moving with high velocity through the flowfield. Therefore,

each point in the time-history is of interest, regardless of the magnitude of the electron number

density at that point, since each point in the time-history roughly corresponds to a unique location

in the flowfield where ne predictions may be needed. It is the relative uncertainty in electron

number density that matters more in the recombining cases, as opposed to the absolute uncertainty

magnitude in the shocked flow cases.

Figure 7.13 illustrates the mean and 95% confidence intervals for the electron number density

in the Rec-5kms case, plotted on a logarithmic y-axis to illustrate the relative uncertainties across

the full range of ne magnitudes. For the majority of the 100 millisecond simulation time, the ne

predictions span approximately one order of magnitude within the 95% confidence intervals. All

of the sensitive processes in Figure 7.12 are, therefore, of approximately equal importance in the
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Rec-5kms case.

Figure 7.13: 95% confidence bounds for electron number density predictions in the Rec-5kms case.

Total Sobol’ indices for the Rec-7kms case are plotted in Figure 7.14 alongside the baseline

prediction for ne. As in the Rec-5kms case, the DR of NO+ is most sensitive during the period when

recombination is the fastest, with the NO+ + N ⇌ O+ + N2 reassociation reaction dominating the

sensitivity throughout the remainder of the recombination phase. Dissociation reactions involving

NO then take over as the most sensitive reactions when ionization levels begin to increase again.

Figure 7.14: Total Sobol’ indices for the electron number density as a function of time in a 0D
isochoric reactor initialized to the 7 kms/s equilibrium condition.
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The role of the reassociation reaction NO+ + N ⇌ O+ + N2 may be understood through

an analysis of the ionized species mole fractions in Figure 7.15. At early times, the dominant

ion is NO+, and its dissociative recombination is the primary driver of recombination. After

approximately 50 µs, the dominant ion changes from NO+ to O+. As seen in Figure 7.15, the

removal of O+ is much less efficient than the removal of NO+, slowing the recombination process

significantly. Looking at the sensitivity indices, it’s clear that the rate-limiting process during

this period is the reassociation reaction NO+ + N ⇌ O+ + N2 that moves charge from O+ to

the quickly-recombining NO+. Three-body recombination of O+ with electrons is not efficient in

the Rec-7kms condition due to the low pressure and electron number density, and the other two

reactions that destroy O+ are endothermic – charge exchange with N+
2 and reassociation with NO

to form N+ and O2 – and so do not remove O+ in the recombining scenario.

Figure 7.15: Mole fractions of charged species in the Rec-7kms case.

The baseline, mean, and 95% confidence intervals for the Rec-7kms condition are plotted in

Figure 7.16. The 95% confidence intervals span a maximum of one order of magnitude in the region

where NO+ dissociative recombination is the dominant sensitive reaction. The confidence intervals

are separated by over two orders of magnitude in the region where reassociation between O+ and

NO+ is the dominant contributor to the overall uncertainty.

Finally, the sensitivity indices for the Rec-9kms case are presented in Figure 7.17. At the
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Figure 7.16: 95% confidence bounds for electron number density predictions in the Rec-7kms case.

electron number densities found in this case, the three-body recombination of N+ and O+ is efficient

and dominates the main region of net recombination. The energy exchange cross-section between

nitrogen atoms and electrons is a major contributor to the uncertainty, indicating that uncertainty

in the relaxation between Ttr and Tvee is primarily driven by uncertainty in this cross-section for

the Rec-9kms condition. Otherwise, the sensitive processes influencing recombination are generally

similar in the Rec-9kms case as in the flow behind the 9 km/s normal shock.

Figure 7.17: Total Sobol’ indices for the electron number density as a function of time in a 0D
isochoric reactor initialized to the 9 kms/s equilibrium condition.
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7.2.4 Discussion

The uncertainty quantification results presented in this Section provide an informative picture

of the predictive accuracy of existing two-temperature ionization models. In addition, the sensitivity

analysis results help to isolate the model parameters that should be targeted in efforts to improve

the prediction of plasma formation in hypersonic flows.

Given a basic knowledge of the kinetics at play, the demonstrated sensitivity of several pa-

rameters is expected. For example, the associative ionization to form NO+ and the electron impact

ionization to form N+ are the dominant drivers of ionization at the low and high ends, respectively,

of the analyzed shock velocities. Several rate coefficients, however, demonstrate large sensitivities

that are not intuitively obvious.

In the shocked flow cases, particularly at 5 and 7 km/s, the chemical reactions involving NO

demonstrate a major influence on the net rate of dissociative recombination taking place down-

stream of the peak electron number density. Results from the present study indicate that improved

predictions of NO dissociation with N and O, as well as the second Zel’dovich reaction (N2 + O ⇌

NO + N), can provide major improvements to the predictive accuracy of nonequilibrium plasma

formation models under some conditions.

Charge exchange between N+
2 and N dominates the uncertainty of plasma formation predic-

tions in the 9 km/s normal shock condition. This finding is in line with the study by Cruden and

Brandis, in which the same reaction is found to strongly influence electron number density behind

10 km/s normal shocks in pure nitrogen [41]. The current study adds to this by isolating N+
2 +

N charge exchange as a highly sensitive reaction influencing ionization in air, in which many other

charge exchange and reassociation reactions are active. Experimental studies targeting ionization

in pure N2, with its considerably simpler chemical mechanism compared to air, may, therefore,

have great potential to inform improvements to models of air plasma formation at superorbital

velocities.

It’s worth noting that across all of the shocked flow cases, the associative ionization to form
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O+
2 is found to be the main sensitive process influencing electron number density near the shock

front. Uncertainties in this region are significant across all three shocked-flow scenarios. However,

outside of this thin layer near the shock front, O+
2 is not a dominant species, and its generation is

not a sensitive contributor to the uncertainty in peak electron number density.

Uncertainty in the electron number density during recombination is driven by a similar col-

lection of processes to those influencing ionization behind strong shocks. As in the shocked flow

analyses, the rate coefficients for electron impact ionization to form N+ and associative ionization

to form NO+ dominate the uncertainty in regions where ne is changing most rapidly.

A distinguishing feature of the recombining cases, as compared to the shocked cases, is the

large sensitivity to the reassociation reaction NO+ + N ⇌ O+ + N2. This reaction controls the

rate of depopulation of O+, the slowest ion to recombine, and contributes significant predictive

uncertainty to the Rec-5kms and Rec-7kms conditions. A more accurate characterization of this

reaction rate is likely to improve the predictions of ionization in strongly expanded flowfield regions,

such as vehicle wake flows.

7.3 Ionization in the Collisional-Radiative Model

7.3.1 Validation

Before proceeding with investigations of ionization kinetics, it is important to validate the

developed collisional-radiative model. However, as discussed in Chapter 1, experimental measure-

ments of electron number density at suborbital speeds are scarce. For velocities in excess of 10 km/s,

suitable measurements of ne for model validation have been published by Lemal et al. [15] using

data from the Electric Arc Shock Tube (EAST) at NASA Ames [211]. Figure 7.18 shows a compar-

ison between measured and predicted electron number density for a 10.54 km/s normal shock. The

model predictions and experimental data are considered to be in good agreement, given the ±0.2

cm uncertainty in the alignment of the optical system [15]. Predictions from the two-temperature

model due to Park do not match the experimental measurements, likely due to the fast rates of
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electron impact ionization for N and O. A similar overprediction of the electron number density by

the 2T model was demonstrated in [20]. The good performance of the collisional-radiative model

in predicting the EAST measurements is a result of the high-quality electron impact excitation and

ionization rates employed in the model, particularly for atomic nitrogen.

Figure 7.18: Comparison of the baseline collisional-radiative model with electron number density
measurements behind a 10.54 km/s shock in air with P0=0.1 torr.

In recent attempts to infer the electron number density behind 8-9 km/s normal shocks, the

electron number density in the equilibrium post-shock region is observed to exceed its equilibrium

value by up to a factor of two [212, 213]. These overshoots may be due to non-ideal effects such

as boundary layer growth [64], shock deceleration [214], or impurity species, none of which are

included in the present modeling approach. As a result, those data are not used in the validation

effort.

Comparison with electron number density measurements by Lin, Neal, and Fyfe [16] for

normal shock velocities ranging from 5 to 7 km/s is shown in Figure 7.19. Two-temperature model

predictions are shown alongside the collisional-radiative model predictions. In general, none of the

models accurately predict the peak electron number density. Such a discrepancy may be due to

non-idealities like shock deceleration or boundary layer growth. Alternatively, the discrepancies

could be caused by errors in the ionization rates, which have not been conclusively validated at
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the conditions explored in Figure 7.19. When comparing predictions across the three models, note

that the collisional-radiative model predictions are within the scatter of two-temperature model

predictions. Thus, while the collisional-radiative model cannot be conclusively validated using

these experimental measurements, the comparison with 2T models illustrates that the CR model

produces reasonable predictions of ionization at suborbital shock velocities.

Figure 7.19: Comparison between experimental electron number density measurements from Lin,
Neale, and Fyfe [16] and predictions from several models. The freestream pressure is 0.02 torr for
all of the experiments shown.

7.3.2 Associative Ionization

A principal aim of the present work is to assess the importance of electronic nonequilibrium

to the ionization of shock-heated air. One way to assess the impact of electronic nonequilibrium is

to calculate the flow evolution using two variations of the CR model: the first model considers AI as

proceeding via the multiple channels in Table 3.13, and the second model uses the equilibrium AI

rate constants from Table 3.13 to approximate the net rate of AI using a single channel that proceeds

through the interaction of ground state atoms. For the single-channel approach, the forward rate

controlling temperature is set to
√
TtrTvib to approximate the effect of atomic electronic relaxation

on the net rate coefficient. Owing to the uncertainty in the extrapolation process used to leverage
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room-temperature atomic quenching rates, the single-channel and multi-channel models are also

run using two models of HP-CIE. The first model is the baseline CR model described in Chapter 3,

which makes use of extrapolated room-temperature quenching and electronic excitation exchange

rates. The second model does not make use of these rate coefficients, modeling all HP-CIE rate

coefficients using the cross-section suggested by Lemal et al. [15] and neglecting electronic excitation

exchange entirely. This second model is important because many modern CR models do not make

use of room-temperature data for heavy-particle processes involving excited atoms [20, 15, 161].

Figure 7.20 shows the profiles of electron number density predicted behind shocks at 5 km/s

and 9 km/s using the four model formulations. Freestream conditions correspond to an altitude of

60 km, chosen as a realistic altitude for the velocities investigated. Within the baseline model, the

modeling of associative ionization via separate channels does not have a significant effect on the

electron number density profile at any of the velocities tested from 5-9 km/s.

(a) 5 km/s (b) 9 km/s

Figure 7.20: Electron number densities predicted by single and multi-channel models of associa-
tive ionization. The baseline model with atomic quenching and electronic excitation exchange is
compared against a model using Eq. (3.12) for HP-CIE of atoms and which makes no use of
extrapolated room-temperature atomic quenching or excitation exchange rates.

Many of the room-temperature atom-atom quenching rates for metastable N and O yield

HP-CIE rates that are much faster than those predicted by Eq. (3.12) with σ0 from Lemal et al.

When the excitation of the metastable atomic states is relatively fast, like in the baseline CR model,
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the net rate of AI can be effectively modeled using a single-channel approximation. Within the

model that does not use extrapolated room-temperature rates for reactions with excited atoms, the

electron number density profile is significantly affected by the explicit modeling of separate reactive

channels for AI. The difference is most pronounced at 5 km/s, where the ionization is driven entirely

by AI processes. This difference can be explained by the comparatively longer period of atomic

electronic non-equilibrium in the model that does not make use of the room-temperature quenching

data.

At this point, it is worthwhile to note that the HP-CIE cross-section scale factor determined

by Lemal et al. [15] was based on model comparisons with radiative intensity in the vacuum

ultraviolet (VUV) and near-infrared (NIR) behind 10-11 km/s normal shocks. All of the N and

O lines that dominate the VUV and NIR spectra originate from levels significantly above the

metastable states that participate in AI. The impressive predictive accuracy of the derived scale

factor, therefore, may not imply accurate metastable state populations.

To further illustrate the difference in predictions between the models with and without the

extrapolated room-temperature rate coefficients, representative time-histories of state variables

behind a 7 km/s normal shock are shown in Figures 7.21a and 7.21b. Electronic temperatures

shown in Figure 7.21a are calculated based on the Boltzmann population of electronic states that

would yield the same energy as the true non-Boltzmann state distribution. As mentioned in previous

chapters, the majority of the electronic energy of N and O is stored in the metastable states, so the

electronic temperature of these species can be used to understand the population of the metastable

states relative to the various nonequilibrium modes in the gas.

Within the baseline model, the electronic temperature of atomic oxygen is tightly coupled

to the translational temperature. Fast excitation of O(1D) in the baseline model is driven by the

O(3P ) + O(3P )→ O(1D) + O(1D) reaction with energy-dependent cross section calculated in [167].

The excitation temperature of atomic nitrogen is also more tightly coupled to Ttr in the baseline

model; however, the effect is less dramatic. In Figure 7.21b, the metastable state populations from

all four model formulations can be seen to converge with one another within 1 cm of the shock
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(a) Nonequilibrium temperatures (b) Atomic metastable state number densities

Figure 7.21: Evolution of (a) mode temperatures and (b) number densities of the atomic metastable
states involved in associative ionization downstream of a 7 km/s normal shock with freestream
conditions corresponding to 60 km altitude.

front. Relaxation within 1 cm is consistent with the length scale of thermal nonequilibrium in

Figure 7.21a.

It is important to emphasize that the number densities of the atomic excited states do not

differ based on whether a single or multi-channel model of associative ionization is used. This

observation underscores a key finding: there is no indication of atomic electronic nonequilibrium

being influenced by the selective depletion of metastable states due to associative ionization. If such

a coupling existed, the atomic metastable state populations predicted by the multi-channel models

should be lower than those predicted by single-channel models. Even the model that relies solely

on Lemal’s cross section for HP-CIE, which lies at the lower end of accepted rate constants [20],

does not suggest that AI can meaningfully deplete the metastable states under the investigated

conditions.

In Figure 7.22, the atomic excited state distributions predicted by the baseline model are

plotted at two distances behind a 7 km/s shock. For both atoms, the first excited state above the

ground reaches equilibrium with the translational temperature within 1 mm of the shock front. Note

that these states are not in equilibrium with the free electron temperature as the two-temperature
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model would predict. The 2P state of N, which participates in AI to form N+
2 stays populated

below equilibrium by 20-30% during the full 5 cm post-shock distance that is simulated. At the

suborbital velocities analyzed in the current study, the atomic excited state relaxation is driven

primarily by the heavy particle translational temperature rather than the free-electron translational

temperature. Tibre-Inglesse and Cruden have recently shown such heavy-particle-driven electronic

relaxation to be consistent with radiation measurements in pure nitrogen behind ∼7 km/s incident

shocks [215].

(a) N (b) O

Figure 7.22: Electronic state distributions of atomic nitrogen and oxygen behind a 7 km/s normal
shock with freestream conditions corresponding to 60 km altitude.

Figure 7.23 shows the prediction of ion number densities for 7 and 9 km/s normal shocks at

60 km altitude. Predictions are shown for the baseline model with a multi-channel treatment of

AI and with single-channel treatments where the controlling temperature is
√
TtrTvib or Ttr, the

latter of which is more commonly used [1]. Multi-channel model predictions lie closer to the curve

predicted by the model using Ttr as the rate controlling temperature. This result is consistent

with the fast relaxation of the metastable states to Ttr illustrated in Figs. 7.22 and 7.21a. The

number densities of the most dominant ions, NO+ and N+, are changed only slightly between

the three modeling approaches. Predictions of N+
2 and O+

2 are more significantly affected by the
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explicit modeling of AI through excited state channels. For these two ions, the multi-channel model

overshoots the predictions from the single-channel approximations. Faster AI in the multi-channel

model is enabled by the fast excitation of metastable atoms that ionize via the fast, low-threshold

AI channels.

(a) 7 km/s (b) 9 km/s

Figure 7.23: Post-shock evolution of ion number densities predicted by several alternate AI modeling
approaches with freestream conditions corresponding to 60 km altitude.

7.4 Sensitivity Analysis of the Collisional-Radiative Model

A sensitivity analysis of the collisional-radiative model is presented in this Section to better

highlight the critical processes influencing net ionization predictions in the electronic state-specific

approach. This Section follows the same pattern as Section 7.2, beginning with a description of the

analysis setup and then moving to a discussion of convergence and Sobol index results.

7.4.1 Uncertain Parameters and Quantities of Interest

Over 20,000 collisional processes are included in the collisional-radiative model for air de-

scribed in Chapters 2 and 3. The vast majority of these processes are bound-bound transitions

between atomic electronic states, many of which are not expected to sensitively control the electron

number density. A drastic reduction in the number of bound-bound transition rate parameters can
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be achieved by 1) only considering atomic electronic transitions involving the lowest ten levels of N

and O and 2) treating all heavy particle colliders with the same rate coefficient when an analytical

cross-section is used for all. If the rate coefficient of HP-CIE of a specific transition with a spe-

cific collider has been determined using quenching data, then the rate coefficients with each other

collider are treated as separate parameters. If there is no data to distinguish between colliding

particles, all are modeled using the same rate parameters. For the molecules, rate coefficients for

the HP-CIE transitions involving neutral colliders are considered separately. Uncertainty intervals

of ±1 order of magnitude are applied for all HP-CIE reactions. Larger intervals, such as ±2 orders

of magnitude, may be justified in a future analysis by the large scatter in predictions from the

various analytical closures for HP-CIE.

Electron impact excitation rate coefficients for the atoms and molecules are varied over an

interval of Ui = [0.1, 10] following Johnston and Kleb [216], who found a ±1 order of magnitude

variation covered the range of atomic and molecular E-CIE rates proposed in the literature. A

total of 188 chemical reactions are considered, including 27 electronic excitation exchange reac-

tions. Thirty-one quenching reactions, mostly involving low-lying atomic states, are considered as

well. Due to the absence of experimental measurements for electronic-specific reactions at high

temperatures, all chemical reaction and quenching rates are varied up and down by an order of

magnitude.

Electron and heavy particle impact ionization rate coefficients involving the lowest 10 states

of the atoms, and all electronic states of the molecules are considered as well. As with the atomic

bound-bound transitions, the heavy-particle rates are modeled using one rate coefficient for each

atomic and molecular bound-free transition. All electronic bound-free transition rates are varied

over an interval Ui = [0.1, 10]. Finally, the VT relaxation times and uncertainty intervals in

Table 7.1 are included, as are the same variations on Gnoffo’s eT relaxation cross-sections.

The quantities of interest in the collisional-radiative and two-temperature sensitivity analyses

are the same. As in the two-temperature case, the electron number density and mole fraction

sensitivities are similar, so only the ne sensitivities are shown.
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7.4.2 Sobol Indices

There are 625 uncertain parameters considered in the sensitivity analysis of the collisional-

radiative model for air. In Figure 7.24, the maximum change in any given total Sobol index for the

electron number density is seen to drop below 3% within approximately 2,000 model evaluations

for the three velocities tested.

Figure 7.24: Convergence of the Sobol indices for the three velocities simulated using the collisional-
radiative model.

Total Sobol indices are shown in Figure 7.25 for electron number density behind a 5 km/s

normal shock. Explicit electronic state identifications are applied for all species that receive an elec-

tronic state-resolved treatment. Electronic states are not labeled for non-reacting collider species –

these are all in their ground electronic state. Many of the same processes show high sensitivity in

the two-temperature and collisional-radiative models, particularly the dissociation of O2 and the

associative ionization to form NO+. Among the production channels for NO+, the N(2D) + O(3P)

channel is the dominant contributor to ne sensitivity in the post-shock region where ionization is

most active.

Channel-specific source terms for the generation of NO+ at 5 km/s are shown in Figure 7.26

alongside the number density profile of NO+. The dominance of the N(2D) + O(3P) channel in

the source terms is consistent with the high sensitivity of the rate coefficient for this interaction
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Figure 7.25: Total Sobol indices for the electron number density profile behind a 5 km/s normal
shock with freestream conditions corresponding to 60 km altitude.

in Figure 7.25. The only reaction involving the production of N(2D) with notable sensitivity is

the formation of N(2D) in O(3P) + NO(X) collisions, which was studied using three-dimensional

quantum scattering by Lu et al. [180]. The lack of sensitivity to N(2D)-forming reactions is

consistent with the observation that electronic nonequilibrium does not significantly affect the net

rate of plasma production at 5 km/s. At the furthest distances from the shock, the dissociation

of NO(X) with partner O is the most sensitive reaction rate coefficient, as is the case in the two-

temperature analysis as well.

Sensitivity results for the 7 km/s condition are shown in Figure 7.27 and are similar in several

ways to the 5 km/s results. As in the two-temperature analyses, the Zel’dovich reactions become

more sensitive at the 7 km/s condition as compared to the 5 km/s shock. Several more reactions

involving N(2D) show notable sensitivity. This is again aligned with previous results from Section

7.3.2, which showed an increasing role of electronic nonequilibrium in the net rate of ionization as

shock velocity increases. Unlike in the two-temperature analysis, the associative ionization of O+
2

and charge exchange reactions from O+
2 do not show notable sensitivity - likely due to the lower

rate of O+
2 formation adopted in the CR model.

Figure 7.28 illustrates the evolution of total Sobol indices and electron number density be-
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Figure 7.26: Channel-specific rates for the production of NO+ via associative ionization. Conditions
correspond to a 5 km/s normal shock at 60 km altitude.

Figure 7.27: Total Sobol indices for the electron number density profile behind a 7 km/s normal
shock at 60 km altitude.

hind a 9 km/s normal shock. Many more interactions involving electronically excited states show

sensitivity in the 9 km/s case, as compared to the 5 and 7 km/s cases. Several reactions leading to

N(2D) show major sensitivity, particularly the excitation of N(4S→2D) by electrons and by nitrogen

atoms. Because the electron impact ionization of N is the main ionization interaction downstream

of 1 mm behind the shock, a number of E-CIE interactions for N also show significant sensitivity.
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Figure 7.28: Total Sobol indices for the electron number density profile behind a 9 km/s normal
shock with freestream conditions corresponding to 60 km altitude.

Unlike the two-temperature result, the greatest variance at 9 km/s is caused by the N2(X) +

O(3P) Zel’dovich exchange reaction instead of the N+ + N2(X) charge exchange reaction. This is

likely caused by the different uncertainty intervals used for these reactions in the two-temperature

and collisional-radiative sensitivity analyses – note that the current analysis uses ± 1 order of

magnitude variation on every parameter, with the exception of the relaxation times. While such

a strategy is effective for identifying major trends, the sensitivity analysis can be improved by

implementing literature-informed uncertainty intervals on all parameters. This is a difficult task

for the collisional-radiative model, for which many rate coefficients are extrapolated from room

temperature or estimated using analytical expressions; however, it is possible in principle and

can help cultivate a clearer picture of the collisional-radiative model parameters that warrant

further study. The present work illustrates that Sobol’ indices can successfully be calculated for

the 600+ uncertain parameters relevant to a collisional-radiative model prediction; future work

should improve on this result by determining uncertainty intervals for those parameters that more

accurately reflect their true uncertainty.
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7.5 Summary

Nonequilibrium charged particle kinetics in shock-heated air were studied using two-temperature

and collisional-radiative models in this chapter. In the first section, uncertainty quantification and

sensitivity analysis were performed to study the ionization and recombination predicted by two-

temperature models. Enthaplies in the post-shock and recombining flow analyses corresponded to

freestream velocities of 5-9 km/s at 60 km standard altitude. For the 5 and 7 km/s normal shock

conditions, the associative ionization (AI) to form NO+ was the most significant contributor to

uncertainty in the electron number density. While the sensitivity at 5 km/s was dominated by AI

to form NO+, several other reactions, including Zel’dovich exchange and NO dissociation, showed

notable importance behind the 7 km/s incident shock. In the 9 km/s post-shock condition, the

charge exchange between N2 and N+ contributed most sensitively to the electron number density

uncertainty, with the electron impact ionization to form N+ also considerably affecting predictions.

Similar processes showed sensitivity in the recombining scenarios as in the post-shock flows.

One reassociation reaction, O+ + N2 ⇌ NO+ + N, was highly sensitive in the recombining flows,

even though it did not show major sensitivity in the post-shock flows. Apportionment of predictive

uncertainty to the uncertainty in individual rate parameters can help to inform the allocation of

resources toward the future improvement of ionization models for hypersonic flows.

In the remainder of the chapter, ionization was studied using a collisional-radiative model.

First, the potential importance of atomic electronic nonequilibrium on net rates of associative

ionization was assessed. The explicit modeling of associative ionization involving excited atoms

was not found to significantly impact predictions of net ionization; however, if the rates of heavy

particle impact excitation were much slower, as some authors suggest, then explicitly accounting

for separate associative ionization pathways involving excited atoms may influence the electron

number density by up to 20%. Improved characterization of the heavy particle impact excitation

rates of metastable N and O atoms would help to further assess the influence of atomic electronic

nonequilibrium on associative ionization.
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Finally, a sensitivity analysis of ionization predictions by the collisional-radiative model was

performed for 5-9 km/s normal shocks at a standard altitude of 60 km. Associative ionization

showed a similar importance as in the two-temperature sensitivity analysis, with the channels

involving excited atoms being the most sensitive. Several excitation reactions for the metastable

atomic electronic states also showed marked sensitivity. Future work on the collisional-radiative

model should focus on identifying more representative uncertainty intervals for the 600+ parameters

that were considered in the sensitivity analysis.



Chapter 8

Conclusion

In this chapter, the key results and conclusions from the dissertation are summarized. Con-

clusions from each chapter are provided in Section 8.1, followed by an overview of the main research

contributions in this thesis in Section 8.2. Finally, recommendations for future work are discussed

in Section 8.3.

8.1 Summary of Completed Work

8.1.1 Model and Code Development

Two major numerical tools were developed to perform the research presented in this thesis.

First, a general-purpose nonequilibrium chemical kinetics solver was developed. The solver is

capable of simulating zero-dimensional adiabatic reactors or one-dimensional shock tube flows.

Electronic and vibrational states can be tracked individually or can be assumed to be Boltzmann

populated at characteristic temperatures. It is also possible to solve separate conservation equations

for the rotational, vibrational, and electron-electronic energies. The mathematical formulation

of the electronic state-resolved model was described in detail. Several benchmarking cases were

presented as well.

The second major numerical tool was a sensitivity analysis wrapper that is tightly coupled

to the chemical kinetics solver. Global sensitivity analyses involving over 500 uncertain parameters

are possible using the developed tool, which leverages L1 regularization to fit a polynomial chaos

expansion surrogate model with reasonable computational cost. The mathematical background and
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implementation of the sensitivity analysis wrapper were discussed in detail. A discussion was then

given on the scaling limits of the code and the efforts taken to enable the large analyses presented

in later chapters.

8.1.2 Collisional-Radiative Model

All of the collisional and radiative rate parameters required for an electronic state-resolved

model of an N2-O2-Ar plasma were presented in this chapter. The selected rate constants for

each process were selected following a comprehensive literature review of the available data. Rate

coefficients for electronic excitation and ionization by electron impact were modeled using a com-

bination of several high-quality cross-section databases. In addition, particular efforts were taken

to accurately model heavy particle impact excitation and electronic excitation exchange processes,

which are particularly important to the electronic excitation kinetics when free electrons are scarce.

Dissociation and associative ionization also received considerable attention.

8.1.3 Two-Temperature Modeling of Coupled Vibrational Relaxation and Disso-

ciation in Oxygen

A parametric assessment of two-temperature (2T) modeling approaches for the vibrational

relaxation and dissociation of oxygen was performed using low uncertainty measured data from

pure O2 reflected shock experiments. The low uncertainties in the measured data enabled a clear

distinction between the performance of various approaches and model parameters. The legacy

2T modeling approach – Millikan & White relaxation times, Park’s reaction rate constants, and

nonequilibrium dissociation modeling – produced predictions in poor agreement with the measured

data. In contrast, the modified Marrone and Treanor (MMT) model generated much more accurate

predictions of vibrational relaxation and dissociation. The use of the MMT correction factors for

non-Boltzmann vibrational state distributions produced improved predictions at high temperatures;

however, the measured data for the lower temperature experiments were matched more closely

when the non-Boltzmann correction was omitted. Therefore, it is recommended that the accuracy
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of these non-Boltzmann correction factors be assessed using vibrational state-resolved simulations

of the analyzed experiments.

8.1.4 Electronic State-Resolved Analysis of Weakly Ionized Oxygen Mixtures

In this chapter, the electronic excitation and ionization kinetics occurring in oxygen-argon re-

flected shock experiments were analyzed using the developed three-temperature collisional-radiative

model. Model predictions were compared with experimental measurements for the number density

of molecular oxygen, electrons, and three electronic states of atomic oxygen.

Predictions for the dissociation of O2 were consistent with the available data, ensuring that

dissociation was predicted with sufficient accuracy to study the measurements of excited atoms in

conditions where dissociation was ongoing. Rate coefficients for the heavy particle impact excitation

of argon, which determine the net ionization rate in the analyzed experiments, were inferred using

comparison with electron number density measurements at 10,000 to 11,200 K. The inferred rate

constant was higher than other published values, potentially due to impurities or pressure non-

idealities behind the reflected shock.

Next, the excited state number density measurements were analyzed using the collisional-

radiative model. Excited state measurements at 7,000 K were used to infer a rate constant for the

excitation of O(3P) to O(5S◦) in collisions with argon. Multi-stage behavior, observed in several

experiments, was also predicted by the collisional-radiative model, and a detailed explanation for

it was given. The reason for the multi-stage behavior was different from previously proposed

mechanisms, underscoring the value of analyzing the measured data using a more complete model.

Non-ideal pressure rises were incorporated into the governing equations when data was avail-

able, and their effect on the excited state population predictions was significant in several cases.

It was recommended that non-ideal pressure rise be reported alongside measured data for electron

and excited atomic state populations in future reflected shock experiments. Parameters describing

the reabsorption of resonance radiation were also found to play a major role in the excited state

predictions, presenting a challenge for the model assessment due to the uncertainties inherent in
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the use of escape factors to model self-absorption.

The atomic excited state data came from shock tubes at Stanford and at UCLA. Model

predictions were generally consistent with the Stanford data across a wide range of temperatures and

pressures, with discrepancies typically being bounded by reasonable limits on the non-ideal pressure

rise and escape factor self-absorption length scale. When comparing with the data measured at

UCLA, which has considerably finer time resolution than the Stanford data, major discrepancies

between the model and experiment were observed. Several potential explanations were provided

for the disagreement, but more data from the UCLA shock tube is necessary to identify whether

facility effects or kinetic modeling inaccuracies are to blame; electron number density measurements

would be particularly revealing.

Finally, a sensitivity analysis was performed to determine the rate coefficients and relaxation

parameters that most influenced the electron and atomic excited state number densities. Predictions

of the O(3S◦) population were primarily dependent on the escape factor for radiative de-excitation

from O(3S◦) to O(3P). Rate coefficients coupling the three measured states were sensitive across

all experimental conditions. In general, each excited state number density was influenced by col-

lisionally induced excitation involving multiple lower and upper states, highlighting the value of

adopting a detailed modeling approach to analyze the measured data, as well as the difficulty of

inferring individual rate coefficients from the measurements.

8.1.5 Electronic State-Resolved Analysis of Weakly Ionized Nitrogen Mixtures

Understanding the detailed excitation kinetics of atomic nitrogen is essential for constructing

accurate models of ionization in hypersonic flows and the radiative heating of high-speed reentry

vehicles. To this end, the collisional-radiative model was used to analyze recent experimental

measurements of electronically excited nitrogen atoms in a shock tube. Predictions from the model

were compared with measured data from reflected shock tube experiments for the concentrations

of N2(X) and electronically excited atomic nitrogen.

The model predictions of dissociation in mixtures of 2-10% N2 in argon were consistent with
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all experimental measurements [14] in the temperature range of 8,000-14,000 K. For the analysis

of experiments performed in 20% mixtures of N2 in argon, dissociation was predicted to proceeded

faster than was observed in the experiment. Difficulties in matching the measured data across all

N2 concentrations were reported by previous authors, including in the original experimental study

by Appleton et al. [14], and in a later analysis by Park [31]. The discordance may be the result of

deviations from the ideal initial condition in the test gas, with temperature changes on the order

of 3% being shown to significantly influence the model predictions at the studied temperatures.

Next, a comparison was made between model predictions and measured data [8, 9] for the

concentration of atomic nitrogen in its fourth electronic state, the 3s 4P level. For the test gas

mixtures with 1% and 2% N2 concentrations, the model accurately predicted the three-stage be-

havior observed in the measured time histories and captured the induction behavior observed near

time zero. The initial rise in the N(4P) population was caused by heavy particle impact excitation

via ladder-climbing through the metastable levels, reaching a plateau as electron impact ionization

began to deplete the high-lying electronic levels of N. The plateau period ended when three-body re-

combination became significant, slowing the removal rate of high-lying electronic states by electron

impact ionization and allowing the measured population to rise toward its equilibrium value.

Model predictions were strongly influenced by the choice of the self-absorption length scale

used in the escape factor calculation for atomic resonance lines. Additionally, the incorporation of

enthalpy increases caused by the non-ideal pressure rise was essential for predicting the timescale

of excited state evolution observed in the experiment. The duration of the plateau stage was

particularly affected by the inclusion of non-ideal pressure effects. Measured pressure traces should,

therefore, be incorporated into the interpretation of future atomic excited state measurements in

reflected shock experiments.

Further measurements of N(4P) behind reflected shocks in mixtures of 5% and 13% N2 dilute

in argon were also analyzed. Two notable discrepancies were observed between the measurements

and predictions: first, the measured induction time was shorter than the model predicted, and

second, the measured time history exhibited a steady decrease from its peak value that the model
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also did not predict. Similar, but smaller, induction time discrepancies were observed in the lowest-

pressure experiment with the 2% N2 test gas, with the data at 5% and 13% establishing the trend

that these discrepancies increase proportionally to the N2 concentration. Results indicated that

heavy particle impact excitation involving N + N collisions may explain the decreased induction

times observed at elevated N2 concentrations. However, it was not possible to infer appropriate

modifications to the kinetic model due to the unavailability of pressure data for the 5% and 13%

experiments.

Model disagreements with data taken at 5% and 13% N2 concentrations highlight the value

of further N(4P) measurements at elevated N2 concentrations. The experimental data show a

clear effect from the increased presence of N2, indicating that excitation kinetics relevant to high-

temperature air can be probed by applying the experimental techniques of Finch et al. [9] to test

gas mixtures with more N2.

Finally, a global sensitivity analysis of the N(4P) predictions was performed using the tech-

niques presented in West and Hosder [55]. Total Sobol’ indices were presented for several rep-

resentative experimental conditions in 2% and 13% N2 test gas mixtures. The dissociation rate

coefficient of N2(X) with argon was the most sensitive parameter in all experiments, highlighting

the value of comparing model predictions with N2(X) dissociation measurements taken by Appleton

et al .[14]. Processes involved in the production of N2(A) were also sensitive, owing to the influence

that N2(A) may have on the net dissociation rate. Experimental measurements of N2(A) could

help to further constrain the adopted collisional-radiative model and provide valuable information

on the potential role of N2(A) in the net dissociation of N2.

A large number of electron impact excitation reactions also showed marked sensitivity, par-

ticularly those involving the excitation of N(4P) from the metastable levels. Excitation of the sixth

and eighth levels of N was also important since these states are strongly coupled to the measured

level by electron impact excitation and, in the case of the eighth level, radiative transition. The

sensitivity results illustrated the diversity of formation and removal mechanisms for the measured

electronic level, underscoring the importance of adopting a high-fidelity representation of the elec-
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tronic states and their transitions when interpreting the experimental measurements.

8.1.6 Modeling and Sensitivity Analysis of Electronic Excitation and Ionization

in Air

In this chapter, the uncertainties and input sensitivities of ionization predictions were an-

alyzed in the context of a two-temperature model, the most common model of nonequilibrium

thermochemistry used in vehicle-scale hypersonic flow simulations. To capture the range of flow

conditions around a hypersonic vehicle, both post-shock and recombining flows were studied, with

enthalpies corresponding to freestream velocities of 5-9 km/s at a standard altitude of 60 km. A

total of 58 uncertain input parameters were considered, including relaxation times, reaction rate

coefficients, and electron-heavy particle energy exchange cross-sections. Uncertainty intervals for

each input parameter were selected based on the scatter in available values across the literature.

Behind normal shocks at 5 km/s and 7 km/s, associative ionization to form NO+ was the

main contributor to electron number density predictive uncertainty. The vast majority of uncer-

tainty in the electron number density at 5 km/s was due to associative ionization processes, with

a negligible influence from chemical reactions involving only neutral species. However, rate coeffi-

cients for several reactions involving NO showed a notable impact on the electron number density

uncertainties in the higher velocity 7 and 9 km/s normal shock cases. Charge exchange reactions

also began to show sensitivity for the 7 km/s normal shock condition and contributed to significant

uncertainties for the 9 km/s condition. At 9 km/s, charge exchange involving N+
2 and N was the

greatest contributor to the overall uncertainty alongside the electron impact ionization of atomic

nitrogen. Note that these two dominant contributors to the uncertainty in ionization behind the

9 km/s shock may be studied using experiments in pure N2, which are considerably simpler to

analyze than experiments performed in air.

Relative uncertainties were larger in the recombining flow scenarios than in the ionizing post-

shock flows, indicating that electron number density predictions downstream of strong expansions

are more uncertain than predictions behind strong shocks. The electron recombination rate demon-



184

strated high sensitivity to the dissociative recombination rate of NO+, similar to the shocked flow

cases, but also depended heavily on the rate coefficient of O+ + N2 ⇌ NO+ + N.

Parameter-specific contributions to the uncertainty in electron number density provided valu-

able insight into the areas of greatest weakness in existing nonequilibrium ionization models. Several

of the identified reactions were already known to be important for ionization predictions; however,

many were not, highlighting the value of the global sensitivity analysis and uncertainty quantifi-

cation presented in this chapter. The identified rate coefficient parameters should be the first

targets of any effort to improve the predictive accuracy of two-temperature models for ionization

in hypersonic air flows.

Next, an electronic state-resolved approach to modeling the ionization of air behind strong

shock waves was applied to the study of ionization behind normal shocks at velocities of 5-9 km/s.

A large number of elementary processes were included in the model, with special attention given to

the excitation of metastable N and O atoms and to the associative ionization (AI) leading to NO+,

N+
2 , and O+

2 . The effect of explicitly including AI reactions involving metastable N and O atoms

was investigated using several forms of the collisional-radiative model. Within the baseline model,

the explicit modeling of AI from metastable reactant atoms was not found to significantly influence

the overall electron number density at the conditions tested. If heavy particle impact excitation is

much slower, as predicted by some authors, then the electron number density can be affected by

up to 20% for a 5 km/s normal shock.

Finally, a sensitivity analysis of the collisional-radiative model was performed, considering

578 uncertain parameters, for electron number density predictions behind normal shocks in the

velocity range of 5-9 km/s. Electron number density predictions in the collisional-radiative model

showed similar sensitivities as in the two-temperature sensitivity analysis, with some differences

as well. In regions where AI is highly active, the reactions involving metastable atoms dominated

the sensitivity. Zel’dovich reactions also exhibited considerable sensitivity in the analysis of the

collisional-radiative model, as did several of the charge exchange reactions that were important in

the 2T model. The results of these sensitivity analyses provide quantitative information on the
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electronic state-specific processes that are most relevant to the accurate modeling of ionization

behind strong shock waves in air.

8.2 Contributions

• Development of a general-purpose nonequilibrium chemical kinetics solver. The

work in this dissertation was enabled by the generalization and significant enhancement of

the electronic state-resolved code originally developed by Jae Gang Kim for simulating

pure nitrogen shock tube flows [82]. The code was extended to handle a general ion-

ized flow consisting of atomic, diatomic, and polyatomic species, with the ability to solve

separate conservation equations for vibrational, rotational, and electron-electronic energy.

State-resolved treatments can be applied to the electronic states of all species and to the

vibrational states of diatomic species. User-selected source terms can also be printed for

later analysis.

• Development of a sensitivity analysis wrapper for the chemical kinetics solver. A

brand new code was developed to enable all of the sensitivity analyses presented throughout

this thesis. This code enables large-scale global sensitivity analyses to be performed using

the chemical kinetics solver. The new tool provides a third window into the complex

dynamics being studied, highlighting behavior that neither the state variables nor the

source terms can show.

• Formulated and benchmarked an approach for modeling reflected shock exper-

iments in gases undergoing significant density change. An approach for modeling

reflected shock experiments was formulated. The new formulation was benchmarked using

unsteady one-dimensional computational fluid dynamics. It was shown that the new ap-

proach accurately computes the reflected shock deceleration in experiments probing highly

endothermic relaxation processes. The evolution of the test gas at the measurement loca-

tion was predicted accurately, even in the presence of unsteady shock motion.
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• Comprehensive assessment of coupled vibrational relaxation and dissociation

models for shock-heated oxygen. Several leading modeling approaches for O2 vibra-

tional relaxation and dissociation were assessed using low-uncertainty experimental mea-

surements of Tvib and nO2 in several pure O2 shock tube experiments. Of the tested models,

the predictions using the Modified Marrone and Treanor (MMT) model were most consis-

tent with the measured data.

• Formulated a three-temperature electronic state-resolved model of an O2-N2-

Ar plasma. Performed a comprehensive literature review to identify the best available

formulations of the necessary rate and relaxation parameters to include in the model.

Particular attention was paid to the modeling of dissociation, heavy particle electronic

excitation, and associative ionization. The latest data for electron impact excitation and

ionization were also included.

• Revised previous interpretations of atomic oxygen and nitrogen excited state

measurements behind reflected shocks. Previous analysis of the atomic excited state

measurements was done using simplified collisional-radiative kinetic models. Several inter-

pretations of the observed behavior were put forward using those simplified models. By

simulating the experiments using the detailed collisional-radiative model developed here,

several aspects of the previous interpretations were shown to be incomplete or incorrect.

The detailed model was able to accurately predict many experimental observations while

also providing a more comprehensive and accurate explanation of the system dynamics

driving the observed behavior.

• Identified sensitive parameters influencing atomic excited state measurements.

Global sensitivity analyses considering nearly 300 model parameters were performed to as-

sess the sensitivity of the measured excited state population to the parameters used in the

collisional-radiative model. This analysis provided information on the model parameters

that data from each experiment could usefully inform. The dominant formation and de-
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struction pathways of the measured states were clearly identified, providing useful guidance

for the interpretation of future atomic excited state measurements.

• Performed sensitivity analysis and uncertainty quantification for the evolution

of plasma density in net-ionizing and net-recombining flow scenarios in air

using a two-temperature model. Carried out a novel assessment of the uncertainty

in electron number density predictions behind strong shock waves in air. Investigated

recombining flow scenarios as well, which are representative of strongly expanded flow.

Sensitivity information was combined with uncertainty magnitudes to provide a picture

of the reactions that contribute the most in regions where the plasma density is highly

uncertain.

• Analyzed the role of atomic metastable electronic excitation in associative ion-

ization behind strong shock waves. Investigated how the separation of ground and

excited-state channels for associative ionization can affect the net rate of ionization behind

strong shocks. The conditions under which the atomic electronic excitation can signifi-

cantly impact ionization predictions were identified. A detailed discussion was given on the

reasons behind the observed behavior.

• Performed sensitivity analysis for the prediction of plasma formation behind

strong shock waves in air using the collisional-radiative model. Identified several

reactions in the electronic state-resolved air model that warrant further study. Provided an

electronic state-resolved picture of the processes leading to plasma formation behind strong

shock waves, helping to more precisely identify the processes that contribute to predictive

uncertainty in current models of ionization in air.
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8.3 Recommendations for Future Work

8.3.1 Facility Modeling for Reflected Shock Experiments

In all of the reflected shock experiments analyzed throughout this thesis, the measured pres-

sure in the test gas was higher than what is predicted using the Rankine-Hugoniot relations. The

cause of this pressure offset is probably some combination of boundary layer growth, shock atten-

uation, and end-wall heat transfer. The best way to test this hypothesis is by performing a facility

simulation that includes some or all of these effects. Moving beyond the approach adopted in this

thesis, the logical next step in model complexity is to solve the unsteady one-dimensional Navier-

Stokes equations. Grogan and Ihme solved the Navier-Stokes equations in several one-dimensional

simulations of reflected shock flows for combustion applications and found that the inclusion of

simple boundary layer source terms was sufficient for reproducing the measured pressure traces

[217]. The stronger shocks required for investigations of high-temperature air chemistry are more

challenging to simulate; however, previous studies have successfully simulated high Mach number

moving shock waves [218].

In Chapter 4, none of the two-temperature models were able to predict the measured O2

number density for the highest temperature pure O2 experiment. If a one-dimensional CFD cal-

culation that includes boundary layer terms can accurately predict the pressure in reflected shock

experiments, then the O2 number density data could be used with much more confidence. If pres-

sure traces could be accurately predicted, then it would also be possible to assess any connection

between the reflected shock velocity and the non-ideal pressure rise in Region 5, a point that is

mentioned in Section 2.3.2. It would also be possible to quantify the accuracy of assuming the

dP/dt causes adiabatic compression. Results shown in Chapters 5 and 6 demonstrate that this

compression can have a significant effect on the quantities of interest and, therefore, kinetic model

validation efforts.

A challenge in attempting to simulate non-ideal effects is the difficulty of capturing shot-to-

shot variation. Satchell et al. [219, 220] avoid this problem by directly implementing the measured
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shock velocity profile into their simulations of incident shock experiments. Such an approach is not

readily applicable to reflected shock experiments, which require an Eulerian solver, as opposed to

the Lagrangian solver developed by Satchell et al. While the exact form of input data is unclear, it

is likely that a successful prediction of non-ideal effects in reflected shock experiments will require

some kind of input of measured data from the shock tube to specify the shot-dependent non-ideal

conditions.

8.3.2 Further Validation of Collisional-Radiative Model in Air Flows

The collisional-radiative model has been primarily validated using experiments performed in

O2 or N2 dilute in argon, with limited validation for air mixtures. Further development of the

collisional-radiative model should focus on comparisons to spectra measured behind shocks in air

[211] and nitrogen [221, 215] shock tube experiments. These data provide a valuable test for the

developed model in mixtures that contain only species relevant to plasma formation in air. Note

that validation of the model at the sub-orbital shock velocities will require shock tube data at lower

shock speeds than is currently available.

8.3.3 Effects of Molecular Electronic Excitation on Dissociation

Accurate dissociation predictions by the collisional-radiative model are important for ensuring

useful predictions of ionization in air flows. Thus, further validation of the adopted dissociation rate

constants should be performed in tandem with future studies of ionization in air. Electronically

excited molecular nitrogen, N2(A) contributed significantly to the net dissociation rate of N2 in the

results of Chapters 6 and 7. Measurements of N2(A) will be an important pre-requisite for future

studies of how electronic excitation may affect net N2 dissociation.

The dissociation of O2 is also known to be impacted by the dissociation of electronically

excited states [5]. The dissociation of O2 from electronically excited states may be readily studied

using the measurements by Streicher et al. [5]; however, increased accuracy in the predictions of

test gas pressure is necessary for such an analysis, which would rely primarily on nO2 measurements
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instead of Tvib measurements.

Effects of the dissociation from electronically excited states should be studied more generally

as the collisional-radiative model matures and is extended to include more species. For example,

electronic excitation has also been proposed as a reason for the experimentally observed induction

time for the dissociation of CO by Mick et al. [222]. The electronic state-resolved model developed

in this thesis is an ideal tool for further analyzing the unresolved questions surrounding the influence

of dissociation from electronically excited molecules.
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Table A.1: Electronic state energies and degeneracies for neutral atomic species.

N O Ar
i εi (cm

−1) gi εi (cm
−1) gi εi (cm

−1) gi
1 0.0 4 78.0 9 0.0 1
2 19227.9 10 15867.9 5 93143.8 5
3 28839.2 6 33792.6 1 93750.6 3
4 83335.6 12 73768.2 5 94553.7 1
5 86192.8 6 76795.0 3 95399.8 3
6 88132.4 12 86629.1 15 104102.1 3
7 93581.6 2 88631.0 9 105462.8 7
8 94837.8 20 95476.7 5 105617.3 5
9 95509.9 12 96225.0 3 106087.3 3
10 96750.8 4 97420.7 25 106237.6 5
11 96833.5 10 97488.5 15 107054.3 1
12 97794.0 6 99094.1 15 107131.7 3
13 99663.6 10 99681.1 9 107289.7 5
14 103693.9 12 101143.4 15 107496.4 3
15 104196.0 6 102116.7 5 108722.6 1
16 104628.3 6 102412.0 3 111667.8 1
17 104719.6 28 102662.0 5 111818.0 3
18 104849.0 26 102865.6 25 112138.9 5
19 105007.3 20 102908.4 15 112750.2 9
20 105134.2 10 102968.3 56 113020.4 7
21 106477.8 2 103626.3 15 113426.0 5
22 106823.3 20 103870.0 9 113468.5 5
23 107014.0 12 105019.3 5 113643.3 3
24 107225.0 10 105165.2 3 113716.6 7
25 107445.6 4 105394.2 40 114147.7 3
26 107615.0 6 105441.7 56 114641.0 5
27 109884.2 12 105788.7 15 114805.1 5
28 110081.1 6 105912.0 9 114821.9 7
29 110310.0 90 106545.4 5 114861.6 1
30 110453.5 126 106627.9 3 114975.0 3
31 110639.1 24 106779.6 168 115366.9 3
32 111060.9 2 107446.0 5
33 111241.0 38 107497.2 3
34 111501.4 4 107587.6 96
35 111884.6 10 108034.4 8
36 112311.2 6 108109.0 40
37 112666.1 18 108421.1 8
38 112843.9 96 108472.7 40
39 113189.3 126 108705.5 3
40 114167.9 32 108733.2 40
41 114189.6 18
42 114241.4 90
43 114577.7 126
44 115051.7 20
45 115393.4 108
46 115624.1 20
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Table A.2: Electronic state energies and degeneracies for ionized atomic species.

N+ O+ Ar+

i εi (cm
−1) gi εi (cm

−1) gi εi (cm
−1) gi

1 88.89 9 0.0 4 0.0 4
2 15316.2 5 26819.0 10 1431.6 2
3 32688.6 1 40468.0 6
4 46784.6 5 119932.6 12
5 92243.9 15 165991.7 10

Table A.3: Electronic state information and diatomic spectroscopic constants for considered
molecules. All constants are given in units of cm−1.

s i State εi gi D0,s(i) ωe ωexe ωeye ωeze Be αe βe
O2 1 X3Σ−

g 0.0 3 41260 1580.19 11.981 4.747E-2 -1.27E-3 1.4456 0.0159 0.0

2 a1∆g 7918.1 2 33410 1509.76 13.065 1.100E-2 0.0 1.4264 0.0172 0.0
3 b1Σ+

g 13195.1 1 28160 1432.77 14.00 0.0 0.0 1.4004 0.0182 3.2E-8

4 c1Σ−
u 33057.0 1 8620 794.20 12.73 -2.44E-1 0.0 0.9150 0.0139 0.0

5 A
′3∆u 34690.0 6 6960 850.00 20.00 0.0 0.0 0.9600 0.0262 0.0

6 A3Σ+
u 35397.8 3 6270 799.07 12.16 -5.50E-1 0.0 0.9106 0.0141 5.0E-7

7 B3Σ−
u 49793.3 3 7790 709.31 10.65 -1.39E-1 -2.40E-2 0.8190 0.0120 2.2E-7

N2 1 X1Σ+
g 0.0 1 78741 2358.57 14.324 -2.26E-3 0.0 1.9982 0.0173 0.0

2 A3Σ+
u 50203.6 3 28537 1460.64 13.872 1.030E-2 0.0 1.4546 0.0180 0.0

3 B3Πg 59619.3 6 38350 1733.39 14.122 -5.69E-2 0.0 1.6374 0.0179 0.0
4 W 3∆u 59808.0 6 38160 1501.4 11.6 0.0 0.0 1.5 0.0 0.0

5 B
′3Σ−

u 66272.4 8 31696 1516.88 12.181 4.186E-2 0.0 1.4733 0.0167 0.0
6 C3Πu 89136.9 6 8960 2047.18 28.445 0.0 0.0 1.8247 0.0187 0.0

NO 1 X2Π 119.82 4 52275 1904.20 14.100 0.0 0.0 1.7202 0.0171 0.0
2 a4Π 38440.0 8 13895 1017.0 11.0 0.0 0.0 1.8 0.0 0.0
3 A2Σ+ 43965.7 2 8369 2374.31 10.106 -4.65E-2 0.0 1.9965 0.0192 0.0
4 B2Π 45942.6 4 25631 1037.2 7.70 1.0E-1 0.0 1.092 0.012 0.0
5 b4Σ− 48680.0 4 19523 1206.0 15.0 0.0 0.0 1.0 0.0 0.0

O+
2 1 X2Πg 0.0 4 54689 1904.77 16.259 0.0 0.0 1.6913 0.0198 0.0

2 a4Πu 32964.0 8 21725 1035.69 10.39 0.0 0.0 1.1046 0.0158 0.0
3 A2Πu 40669.0 4 14020 898.20 13.573 0.0 0.0 1.0617 0.0194 0.0

4 b
′4Πg 48000.0 8 6689 1000.00 15.0 0.0 0.0 1.0 0.01 0.0

5 b4Σ−
g 49552.0 4 5137 1196.77 17.09 0.0 0.0 1.2872 0.0221 0.0

N+
2 1 X2Σ+

g 0.0 2 70301 2207.00 16.10 -4.0E-2 0.0 1.9318 0.0188 0.0

2 A2Πu 9167.0 4 61133 1903.70 15.02 0.0 0.0 1.7444 0.0188 0.0
3 B2Σ+

u 25461.5 2 44839 2419.84 23.19 -5.38E-1 0.0 2.0746 0.024 0.0
4 D2Πg 52318.2 4 18637 907.71 11.91 1.6E-2 0.0 1.113 0.020 0.0

NO+ 1 X1Σ+ 0.0 1 87516 2376.42 16.262 0.0 0.0 1.9973 0.0190 0.0



Appendix B

Radiative Transition Data



212

Table B.1: Included Einstein A coefficients for atomic nitrogen.

j i A (s−1) j i A (s−1) j i A (s−1) j i A (s−1) j i A (s−1)
2 1 1.27e-05 9 4 3.08e+07 19 9 2.56e+07 36 13 3.14e+07 30 24 9.87e+04
3 1 5.20e-03 10 4 3.71e+07 20 9 9.45e+04 22 14 3.06e+06 38 24 1.53e+05
4 1 4.04e+08 11 4 2.08e+04 27 9 2.53e+06 23 14 3.94e+06 39 24 2.14e+04
5 1 4.20e+04 12 4 1.56e+03 29 9 2.34e+05 25 14 4.14e+06 27 25 2.87e+05
6 1 1.47e+08 13 4 1.99e-03 30 9 5.10e+05 33 14 9.98e+04 29 25 3.39e+05
13 1 5.78e+02 25 4 1.90e+06 39 9 1.64e+05 34 14 4.84e+05 37 25 8.90e+04
14 1 5.78e+07 7 5 8.82e+06 14 10 1.13e+06 21 15 7.53e+05 38 25 6.06e+04
15 1 3.06e+05 9 5 3.37e+03 15 10 4.05e+03 24 15 2.52e+06 40 25 2.88e+04
16 1 3.74e+05 10 5 2.97e+04 16 10 4.92e+04 26 15 4.37e+06 42 25 2.26e+04
17 1 7.42e+04 11 5 2.51e+07 17 10 5.81e+03 31 15 3.96e+04 43 25 7.41e+02
18 1 8.43e+07 12 5 3.16e+07 18 10 6.00e+06 32 15 1.91e+05 44 25 2.43e+04
19 1 7.02e+06 13 5 1.03e-03 19 10 6.41e+05 33 15 1.42e+04 45 25 3.58e+03
20 1 5.66e+05 21 5 2.57e+06 20 10 2.99e+04 35 15 1.02e+06 28 26 2.34e+06
27 1 2.92e+07 26 5 9.73e+05 27 10 6.94e+05 36 15 3.46e+05 29 26 2.60e+04
29 1 1.33e+07 31 5 1.67e+06 29 10 1.74e+05 21 16 1.01e+06 30 26 2.49e+05
37 1 1.01e+07 32 5 1.72e+06 37 10 2.48e+05 24 16 2.46e+05 39 26 3.94e+04
38 1 6.83e+06 35 5 2.50e+06 38 10 3.40e+04 26 16 2.36e+04 33 27 6.83e+05
40 1 3.30e+06 36 5 5.57e+06 40 10 8.22e+04 31 16 1.72e+04 34 27 8.64e+05
42 1 4.33e+06 8 6 1.00e+06 42 10 1.13e+04 33 16 7.85e+03 31 28 5.67e+03
43 1 8.79e+04 9 6 6.98e+05 43 10 2.16e+03 35 16 9.70e+04 32 28 9.32e+04
44 1 2.78e+06 10 6 4.39e+06 44 10 6.91e+04 36 16 6.07e+04 33 28 7.35e+04
45 1 4.15e+05 11 6 3.36e+03 45 10 1.04e+04 22 17 7.26e+05 35 28 6.47e+05
3 2 8.82e-02 12 6 2.46e+03 13 11 7.96e+03 33 17 6.09e+04 36 28 3.55e+05
5 2 3.44e+08 22 6 2.03e+05 14 11 5.27e+03 22 18 4.43e+04 31 29 1.43e+03
13 2 3.45e+08 23 6 1.22e+05 15 11 7.33e+06 23 18 1.19e+05 32 29 4.21e+05
14 2 1.24e+05 14 7 5.85e+03 16 11 3.46e+06 24 18 9.04e+05 33 29 1.93e+05
15 2 9.77e+07 15 7 1.29e+05 18 11 1.11e+07 25 18 1.85e+06 34 29 7.78e+05
16 2 1.05e+07 16 7 3.21e+07 19 11 1.95e+05 33 18 1.90e+04 35 29 5.66e+05
17 2 1.54e+06 17 7 5.26e+04 20 11 6.20e+06 34 18 3.60e+05 36 29 3.78e+03
18 2 5.93e+07 18 7 2.08e+04 28 11 2.30e+06 35 18 4.14e+05 33 30 1.02e+05
19 2 7.80e+05 19 7 1.74e+04 29 11 3.13e+05 22 19 9.28e+04 35 30 6.45e+04
20 2 3.21e+07 20 7 6.52e+04 30 11 4.74e+04 23 19 5.95e+05 36 30 1.20e+05
28 2 4.00e+07 29 7 2.40e+05 38 11 4.01e+04 33 19 3.01e+04 38 31 1.97e+05
29 2 9.87e+06 38 7 1.14e+05 39 11 1.03e+04 24 20 1.30e+05 39 31 2.31e+04
38 2 5.03e+06 14 8 1.50e+07 13 12 2.67e+03 26 20 9.43e+05 38 32 6.59e+04
5 3 1.25e+08 15 8 1.90e+04 14 12 2.62e+03 31 20 2.88e+04 38 33 4.85e+05
13 3 5.39e+07 16 8 3.36e+05 15 12 7.53e+06 33 20 1.71e+04 39 33 3.25e+05
14 3 3.06e+04 17 8 3.84e+07 16 12 2.34e+06 29 21 2.71e+05 37 34 5.95e+04
15 3 9.75e+06 18 8 1.86e+06 17 12 6.80e+03 38 21 7.86e+04 38 34 8.26e+04
16 3 7.26e+07 19 8 1.01e+07 18 12 4.07e+04 27 22 2.71e+06 40 34 1.52e+04
17 3 1.46e+05 20 8 9.08e+04 19 12 1.47e+04 29 22 1.86e+06 42 34 2.37e+04
18 3 3.64e+05 27 8 4.36e+06 20 12 1.34e+07 30 22 2.13e+05 43 34 3.62e+02
19 3 1.09e+05 29 8 1.56e+06 28 12 1.40e+06 38 22 4.17e+05 44 34 1.24e+04
20 3 7.73e+07 30 8 2.23e+05 30 12 6.52e+04 39 22 6.42e+04 45 34 1.78e+03
29 3 2.70e+06 38 8 4.05e+05 38 12 1.25e+04 27 23 2.19e+06 38 35 7.03e+04
30 3 3.50e+06 39 8 7.82e+04 39 12 8.38e+03 29 23 3.13e+05 39 35 1.05e+04
38 3 1.34e+06 14 9 1.00e+07 24 13 4.51e+05 30 23 6.02e+05 38 36 7.27e+01
39 3 1.91e+06 15 9 3.09e+04 26 13 1.81e+05 38 23 4.27e+04 39 36 5.44e+03
6 4 4.97e-03 16 9 9.95e+04 31 13 2.72e+07 39 23 1.62e+05
7 4 1.22e+04 17 9 7.89e+04 33 13 9.56e+05 28 24 1.90e+06
8 4 2.53e+07 18 9 5.96e+06 35 13 1.40e+07 29 24 7.94e+05
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Table B.2: Included Einstein A coefficients for atomic oxygen.

j i A (s−1) j i A (s−1) j i A (s−1) j i A (s−1) j i A (s−1)

2 1 7.48e-03 6 4 3.69e+07 16 7 6.72e+06 20 11 5.52e+06 34 13 3.66e+04
3 1 7.56e-02 7 4 8.70e+02 19 7 3.53e+06 22 11 1.83e+05 36 13 5.10e+04
4 1 5.56e+03 12 4 4.89e+05 24 7 3.15e+06 26 11 1.81e+06 20 14 5.86e+03
5 1 6.12e+08 6 5 1.60e+02 25 7 3.40e+05 28 11 8.52e+04 22 14 2.58e+04
9 1 1.70e+08 7 5 3.22e+07 30 7 1.75e+06 31 11 2.85e+05 26 14 1.63e+04
11 1 7.63e+07 13 5 7.58e+05 31 7 3.20e+04 34 11 2.81e+05 31 14 3.13e+03
14 1 2.26e+08 22 5 9.30e+04 33 7 1.07e+06 15 12 5.51e+06 34 14 3.38e+03
16 1 6.93e+07 8 6 2.67e+07 34 7 2.75e+04 18 12 6.45e+06 20 18 1.50e+02
17 1 1.32e+05 10 6 4.45e+07 36 7 3.74e+04 19 12 4.26e+02 21 18 2.02e+05
19 1 5.84e+07 11 6 7.75e+02 12 8 4.29e+06 23 12 1.99e+06 26 18 1.68e+06
24 1 3.48e+07 15 6 8.25e+06 21 8 2.35e+05 25 12 1.21e+06 27 18 1.35e+04
25 1 1.05e+07 18 6 7.62e+06 27 8 4.54e+04 29 12 1.04e+06 31 18 2.85e+05
30 1 1.99e+07 19 6 4.49e+02 12 9 3.01e+01 31 12 1.29e+05 34 18 2.87e+05
31 1 1.48e+06 23 6 3.86e+06 13 9 4.10e+06 32 12 6.19e+05 20 19 1.75e+01
33 1 1.24e+07 25 6 1.69e+06 22 9 2.86e+05 34 12 1.22e+05 22 19 3.62e+05
34 1 1.66e+06 29 6 2.14e+06 12 10 4.97e+05 36 12 1.79e+05 26 19 1.02e+06
36 1 2.70e+06 31 6 1.89e+05 20 10 9.23e+06 16 13 4.82e+06 28 19 6.75e+04
3 2 1.26e+00 32 6 1.31e+06 21 10 4.04e+04 18 13 2.24e+02 31 19 1.67e+05
4 2 5.32e-03 34 6 1.82e+05 26 10 3.10e+06 19 13 5.04e+06 34 19 1.66e+05
5 2 1.83e+03 36 6 2.69e+05 27 10 2.09e+04 24 13 1.70e+06 25 20 4.02e+04
14 2 1.38e+04 9 7 2.14e+07 31 10 4.95e+05 25 13 4.43e+05 31 20 4.18e+03
17 2 5.28e+08 10 7 3.31e+02 34 10 4.89e+05 30 13 8.88e+05 34 20 3.91e+03
5 3 4.61e+00 11 7 3.09e+07 12 11 5.70e+00 31 13 4.15e+04 36 20 5.64e+03
14 3 1.81e+03 14 7 5.61e+04 13 11 9.86e+05 33 13 5.31e+05
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Table B.3: Included Einstein A coefficients for argon.

j i A (s−1) j i A (s−1) j i A (s−1) j i A (s−1) j i A (s−1)

3 1 1.32e+08 14 3 1.83e+06 21 7 1.20e+05 18 10 2.50e+06 22 13 1.20e+05
5 1 5.32e+08 15 3 2.36e+05 22 7 1.10e+07 20 10 8.80e+04 23 13 2.90e+04
23 1 7.70e+07 6 4 9.80e+05 24 7 3.10e+06 22 10 3.30e+06 24 13 9.80e+03
25 1 2.70e+08 9 4 2.43e+06 17 8 3.90e+04 23 10 2.70e+06 26 13 2.20e+06
30 1 3.50e+07 12 4 1.86e+07 18 8 1.20e+05 27 10 3.76e+06 28 13 1.50e+07
31 1 3.13e+08 14 4 1.17e+07 20 8 1.10e+07 30 10 1.39e+06 30 13 8.90e+06
6 2 1.89e+07 6 5 1.90e+05 21 8 5.70e+06 31 10 3.96e+05 16 14 3.60e+05
7 2 3.30e+07 8 5 1.47e+06 22 8 1.10e+06 23 11 1.30e+06 17 14 1.70e+05
8 2 9.30e+06 9 5 1.06e+06 23 8 8.90e+06 25 11 4.30e+06 18 14 1.10e+05
9 2 5.20e+06 10 5 5.00e+06 24 8 2.00e+06 30 11 3.80e+05 22 14 3.10e+05
10 2 2.45e+07 12 5 1.39e+07 25 8 9.52e+05 31 11 4.20e+05 23 14 3.00e+04
12 2 6.30e+05 13 5 2.23e+07 26 8 8.30e+05 16 12 1.20e+05 27 14 6.20e+06
13 2 3.80e+06 14 5 1.53e+07 30 8 2.10e+05 17 12 3.20e+04 29 14 5.10e+06
14 2 6.40e+06 15 5 4.50e+07 18 9 2.60e+05 22 12 5.90e+04 30 14 3.40e+06
6 3 5.40e+06 16 6 8.10e+06 21 9 7.30e+06 23 12 4.50e+05 31 14 7.10e+06
8 3 2.15e+07 17 6 7.40e+06 22 9 4.60e+05 26 12 1.30e+07 23 15 1.60e+05
9 3 2.50e+07 18 6 4.90e+06 23 9 4.60e+06 29 12 1.00e+07 30 15 1.90e+06
10 3 4.90e+06 22 6 4.90e+06 25 9 1.10e+07 30 12 2.00e+06 31 15 5.20e+06
11 3 4.00e+07 23 6 2.44e+06 27 9 3.69e+05 31 12 4.50e+06
12 3 2.20e+04 29 6 3.26e+06 29 9 2.22e+06 17 13 1.40e+05
13 3 8.50e+06 30 6 1.76e+06 30 9 2.80e+05 18 13 3.90e+05


