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Biographical Sketch

The author grew up in a small town in southern Ohio and was very happy that the
town did not grow up around him. He discovered the wonders of life under a mantle
of love from two very dedicated parents and at the side of an older brother. Should
the details of the exploits of these two brothers ever become widely known, there
would be, without doubt. no end to the amazement that they managed to survive
them relatively unscathed. For a short while, the Karipides family was joined by a
happy-go-luck beagle name PT. During this time, the origin of the the term “man’s
best friend” became apparent to the author.

At a very young age, he found himself fascinated with all things fantastic, be
it the detailed interworkings of an intergalatic navy or the chivalric code of white
knights and the fire-breathing dragons that oppose them. Countless hours of playing
catch in the backyard with his father while listening to the sounds of Cincinnati
Reds cemented the foundations of a love of the game of baseball. A brief desire
to become a writer led him to dictate a short, yet complete, mystery novel to his
aforementioned dedicated mother. Her patience and support during this experience
showed him that as well as being a parent, she was also a good friend. The author
is happy that this continues to be true throughout his life. Also at a young age, he

began to suspect that nice guys finish last. Lacking the experience to know if his
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suspicions were correct, the author decided that further investigation was warranted.

High school came and did not leave soon enough. If awkward experiences and
feelings are typical of young people of this age, then the author was extremely typ-
ical. It was also during this time that the author became convinced that nice guys
do, indeed, finish last. Nevertheless, some lasting friendships were made during
this time and for that the author is eternally grateful. The end of the high school
experience culminated with a trip to the then crumbling Soviet Union. This ad-
venture remains the author’s singular voyage overseas and proved to be an amazing
experience. Also present on the trip was a life-long friend, with whom numerous
Thanksgivings and summer jobs had already been shared. It was during this trip
that he realized that the mutual bond between these two would with certainty
outlast distance, time and any other other barriers.

Showing his adventurous spirit, the author chose to attend Miami University in
Oxford. Ohio and traveled at least a couple of miles to find his freshman dorm. As
no surprise to friends and family, physics was chosen a focus for his undergraduate
work. Determined to shake the mantle of nerd, or even worse appellations, he
quickly joined a martial arts club. While the possibility of starring in the latest
action movie remains astronomically low, the author considers the attainment of
his black belt to be one of his most significant achievements to date. Two years
were spent in chaos of college dormitories. In an effort to regain his sanity, a single
apartment was found for the remaining two years. Some very special friends were
discovered during these years and the author is thankful for laughter that was given
and shared. The author also spent a significant portion of time gathering evidence

concerning the failed efforts of nice guys and finish lines.
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An interest in aerospace was evident from an early age—the author’s mother
would like it noted that his first word was “airplane”. This interest led him to the
Finger Lakes of central New York and Cornell University. Two events early in his
time there shaped his future and his outlook. On a very snowy spring day, the likes
of which are all too common in the area, the author managed to spin his car out of
control, thereby presenting the driver’s side door to an ominous, eighteen-wheeled,
loaded-to-the-brim logging truck. Under the protection of what surely must have
been divine fortune, he survived the incident with a remarkably low number of
injuries. His time at Cornell was also marked by the loss of his father. The author
cannot convey the profound effect this has had on him, and only wishes to say that
he hopes that no one ever be forced to undergo such an experience at such a young
age. Both of these events left him with the unshakeable desire to live each day to its
fullest and this is the attitude that the author takes with him as he moves forward
into the next stage of his grand adventure. The author notes that the benefits of
this approach may already be apparent. In his final year at Cornell, he had the
good fortune of meeting a wondrously special soul, who, through much cajoling and

convincing, has the author thinking that maybe nice guys can, indeed, finish first.
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“Dr. Karipides?”
“Yes?1’

“This is Dr. Karipides...”

More than anything in this world, I am my father’s son.
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Chapter 1

Introduction

1.1 Spacecraft Glow

Ram surfaces in low earth orbit are known to exhibit a visible orange-red lumines-
cence. which is known as spacecraft glow. Such glows have been observed around
satellites[1], around the space shuttle[2], and in laboratory experiments reproducing
low earth orbit conditions[3]. A large number of investigations have been performed
to understand the interaction of a spacecraft with the ambient atmosphere and these
are reviewed by Murad[4]. The present work focuses on glow production in the alti-
tude range of 140 km to 300 km. A preponderance of the available glow data have
been taken in this altitude range.

One fundamental characteristic of spacecraft glow is a variation of glow bright-
ness with altitude. Original investigations of spacecraft glow suggest a variety of
mechanisms for glow production(l, 5, 6]. Many of the models described in these
investigations attempt to correlate the brightness variations to density variations of

common atmospheric species. Specifically, the densities of molecular nitrogen and
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atomic oxygen are targeted. This is a logical first approach, as these two species
are the dominant species in the altitude range of interest.

There are difficulties in applying such simple models. Atmospheric species ex-
hibit an exponential decrease of density with altitude, with the rate of decrease
depending on the molecular weight of the gas. In the target altitude range, there is
not a sufficient number of collisions to allow for mixing, so in essence the atmosphere
is a collection of separate single-species gases. Consequently, each species has a sep-
arate rate of decrease based on its molecular weight. Experimental measurements
of spacecraft glow do not have such a simple variation with altitude. In particular,
at an altitude of approximately 165 km, the rate of decrease changes abruptly(1].
Therefore, glow brightness cannot correlate exactly with one species throughout the
entire altitude range of interest. This is a strong indication that the production of
spacecraft glow is a complex phenomenon. Later models correlate the brightness
variations to different species at different altitudes(5].

Examination of the measured spectrum of spacecraft glow is consistent with the
spontaneous emission of electrically excited nitrogen dioxide[3]. Nitrogen dioxide
does not exist in quantity in the atmosphere(7], indicating that it must be produced
chemically at some point in the glow production mechanism. The measured spec-
trum was red-shifted in comparison with the spectrum of gaseous nitrogen dioxide,
NO5[2]. This is expected of the emission spectra of molecules created chemically
with surface catalysis. Thus, it is expected that the nitrogen dioxide is created on

the ram surface itself.
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1.2 Motivation and Goals

There are a variety of reasons why an understanding of the glow production mech-
anisms is beneficial. These benefits serve as a motivation for the work presented
here. A statement defining the primary goal of the work is also included.

Experiments relying on optical measurements can experience interference from
glow created in front of the ram surfaces of the space vehicle carrying the experi-
mental apparatusf8]. Detailed knowledge of the mechanisms leading to spacecraft
glow can allow for experiments to be designed to avoid this interference. Alter-
natively, the predicted glow spectrum could be subtracted from the experimental
measurements.

The production of glow by ram surfaces provides a known signature that can be
used by detection schemes. The ram surface created by the tip of a missile would
produce a glow signature that is separate and distinct from radiation emitted during
re-entry. Along with an understanding of the shock created from rocket exhaust-
atmosphere interactions, spacecraft glow is a likely candidate for the basis of systems
designed to counter ballistic missiles.

Finally, the nature of glow measurements indicate that the production method
is a complex one. Investigation of glow production requires an understanding of
atmospheric structure, of rarefied, non-equilibrium aerothermochemistry, of molec-
ular surface chemistry, as well as many other areas of scientific interest. It is hoped
that the study of glow will help to contribute to a better understanding of these
areas. Thus, the detailed simulation and study of spacecraft glow is attractive from
a purely scientific standpoint.

The primary goal of this work is to simulate in detail the processes leading to the
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production of spacecraft glow. This includes maintaining a level of understanding at
the microscopic level from the initial disturbance of the ambient atmosphere by the
ram surface to the actual emission of the glow luminescence. Particular attention is
given to the identification of the primary reactions leading to glow production, to the
important precursor reactions, and to the importance of rare species in the ambient
atmosphere. It is a further goal to analyze the results from the simulations and

validate them against both theoretical analyses and experimental measurements.

1.3 Overview of the Solution Procedure

A three step procedure is used to investigate computationally the spacecraft glow
phenomenon. Each step is relatively self-contained, with results from the previous
step providing the input conditions for the next. The processes simulated by each
step are themselves largely independent of one another. Thus, a non-unified solution
procedure is valid. Instances where a unified procedure would give a theoretical
improvement in accuracy will be identified as the procedure is outlined in subsequent
chapters. In most, if not all, of these instances, the actual gain in accuracy would
be negligible. The structure of the solution procedure is illustrated in Figure 1.1.
The first step involves a simulation of the flow field around the spacecraft ex-
hibiting the glow. Low earth orbit conditions are highly rarefied. Under such low
densities, the continuum hypothesis breaks down and the traditional fluid dynamics
equations cannot be applied. A well developed particle method, the direct simula-
tion Monte Carlo (DSMC) method[9], is used to simulate the flow field. This method
is ideal for simulating the non-equilibrium effects that are common in rarefied flow

fields. There exists an inherent difficulty in simulating trace species with the DSMC
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Figure 1.1. A Three Step Solution Procedure

method[10]. A modification is developed to enable all of the important species to
be simulated with acceptable accuracy. The DSMC method enables a large number
of both macroscopic and microscopic behaviors of the flow field to be calculated.
These quantities are studied to gain insight into the nature of glow-producing flow
fields. Most important to the solution procedure, however, is the calculation of the
incident fluxes of the different chemical species to the ram surface.

The incident fluxes from the DSMC computation are used as input to the sec-
ond step of the solution procedure-a detailed simulation of the surface-catalyzed
events. Simulated phenomena include both non-reacting events and chemical reac-
tions. Each event is modeled in differential form and the resulting set of equations is

solved using a standard numerical approach. The set of events included is capable of
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representing complex, realistic, and interdependent behavior of surface phenomena.
It should be noted that the parameters controlling many of the events are not well
known through experimental or analytical means. Thus, a strong variability of val-
ues from independent sources for the controlling parameters is expected. Solution
of the set of equations gives time-accurate surface concentrations of each species.
Furthermore, the rate at which electrically excited nitrogen dioxide is emitted into
the flow field is also calculated.

As a final step, the actual glow brightness is calculated. A straightforward
model is used to relate the emitted nitrogen dioxide flux to the glow brightness.
While limited in scope, this model is sufficient to give calculated values of glow
brightness that can be compared with experimental measurements. In addition,
several simplifying assumptions are made to facilitate the conversion. A much more
sophisticated model could be used to remove some of the assumptions, but is left

for future consideration.

1.4 Dissertation Structure

The structure of this dissertation is as follows. Chapter 1 provides an introduc-
tion to spacecraft glow. a discussion of the motivations and goals of the work, an
overview of the solution method used, and this description of the structure of the
document. A more in depth look at the glow phenomenon is given in Chapter 2.
Attention is paid to the Atmosphere Explorer satellite and the Space Shuttle-the
two vehicles from which experimental measurements are later used for comparison
with the simulated values. Chapter 3 describes the DSMC method and illuminates

some common resolution difficulties. A detailed description of the DSMC method
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is beyond the scope of the dissertation. Many detailed treatments are available in
the quoted citations. A key resolution issue is the inherent difficulty of the DSMC
method to track rare particles. Solutions that overcome this problem are discussed
in Chapter 4. Specifically, overlay methods are explained, with a focus on the
DSMC overlay technique. The surface event modeling is presented in Chapter 5.
A steady state analysis of the resulting system of equations is included. Chapter 6
contains discussions of the determination of the many input parameters required by
the solution procedure. Computational costs are summarized. Additionally, a sum-
mary of the uncertainties and assumptions is included. Selected results are given
in Chapters 7-9. Flow field results are presented in Chapter 7. Both macroscopic
and microscopic details of the flow are examined. Chapter 8 presents surface cov-
erage results. A focus is given to the time-varying behavior. A comparison of the
analytical steady-state analysis is included. Chapter 9 presents glow brightness re-
sults. The sensitivity of the brightness to some of the input parameters is examined.
Temporal variations in glow production are shown. Comparisons with experimental
data are presented and discussed. Conclusions and ideas for future work are given

in Chapter 10. The chapter ends with some final thoughts on the present work.
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Chapter 2

The Glow Phenomenon

Spacecraft glow has been observed on a variety of different vehicles. Two of the best
sources of glow measurements are flights of the Atmosphere Explorer satellites[1, 5]
and the space shuttle[11, 12]. Details of the experiments that measured the glow
are given in this chapter. An additional section contains an overview of the nature

of the flow fields relevant to glow production.

2.1 Atmosphere Explorer Glow

This section briefly describes the Atmosphere Explorer (AE) satellites[13, 14]; both
historical and physical details are included. Of the many on-board experiments
carried by the AE satellites, the relevant ones are described and referenced. Finally,

a discussion of the nature of AE glow measurements is included.
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2.1.1 The Atmosphere Explorer Satellite

To provide a source for comparison of the numerical predictions, data are taken from
flights of the Atmosphere Explorer satellite. A number of vehicles have flown under
the Atmosphere Explorer program and it is important to identify from which vehicles
and missions data are taken. The Atmosphere Explorers A and B were launched in
the early and middle 1960’s. While a wealth of useful data concerning the general
atmospheric phenomena was obtained during these flights, direct measurements of
glow were not taken. As a result, they are not under consideration here. The
three successive flights (C, D and E) of the Atmosphere Explorer had a different
geometry and carried different instruments. Of these, the lifetime of the D mission
was drastically shortened due to a failure of the power system. Therefore, the C
and E flights serve as the sources for data.

For the later missions, the satellite body is approximately a cylinder of radius
0.7 m and length 1.0 m. The AE satellite typically flew spin stabilized with the
axis of spin perpendicular to the velocity vector. It also flew in a despun mode
for particular orbits. Orbits were either circular or elliptical. The elliptical orbits
allowed the satellite to pass through a wide range of altitude and thus to experience
a variety of atmospheric conditions. Apogee for these orbits was about 4000 km.
and perigee was approximately 150 km. Occasionally, excursions down to altitudes
as low as 135 km were performed. The depth of the penetration was limited by
thermal heating due to the increased atmospheric density. Figure 2.1 (taken from
Ref. [13], page 49) shows a typical orbit with a perigee in the lower thermosphere
and gives an indication of the time taken to change altitudes.

The spin stabilization has a dramatic effect on the overall behavior of surface
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Figure 2.1. Typical Elliptical Orbit

phenomenon as well as experimental measurements. The period of the spin was 15 s.
The surfaces of the satellite, and thus the scientific instruments carried on-board,
experience a cyclic variation in the magnitude of the incident flux of particles. This
is illustrated in Figure 2.2. Many of the measurements and calculations considered
here focus on the forward-looking glow values; that is, when the normal of the
surface through which the instrument looks is parallel with the velocity vector.
Note that for almost half of the rotational period, a particular instrument is in the
shadow of the satellite body. This causes a significant variation in the environment

experienced by an individual surface during one revolution of the satellite.
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2.1.2 On-Board Experiments

While a wide variety of instruments were carried on board, two experiments are
of particular interest here. The first of these is the Visible Airglow Experiment
(VAE)[15]. This experiment used filter photometers to monitor emmisions in the
range 280.0 nm to 732.0 nm. This range was chosen so that airglow([16] and au-
roral emissions could be studied. The wavelengths considered cover the spectra
of electrically excited nitrogen dioxide. From analysis of shuttle and laboratory
measurements, the spectrum of NO} is considered the source for spacecraft glow(2].
Thus, fortuitously, the photometers captured the spacecraft glow emissions as well.
Measurements of glow were recorded for several wavelengths. This report focuses

on glow measurements at 656.3 nm and 732.0 nm for the altitude range of 140-
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300 km. Only the forward-looking glow values are considered here. These particu-
lar wavelengths and direction were chosen to match the availability of experimental
measurements at these conditions. It is difficult to discern the spacecraft glow from
other atmospheric emissions at the other wavelenghts measured by the VAE. Thus
data for these other wavelengths do not serve as as a good basis for comparison for
calculated glow brightness. In this range, the magnitude of the glow varies from
O(100) to O(1) Rayleighs.

The second AE experiment of interest is the Neutral Atmosphere Composition
Experiment (NACE)[17]. This experiment measured the ambient concentration of
several air species, including nitric oxide. The actual experiment involved several in-
struments, including an open-source and a closed-source neutral mass spectrometer.
In general, the open-source instrument is better at detecting reactive species, but is
limited to strict forward-looking measurements[18]. The closed-source instrument
can take measurements over the entire forward-looking hemisphere. Measurement
of nitric oxide concentration is important, because its value varies greatly in the
Earth’s atmosphere and therefore the prediction of the ambient concentration of
NO using analytical models is difficult. Indeed, the density values recorded by the
NACE show a large scatter at each of the altitudes of interest. This variation pro-

vides lower and upper bounds for the NO concentrations which are used as an input

condition for the simulations.

2.1.3 Characteristics of AE Glow

A well known feature of these data is a change in the slope of the glow brightness

at an altitude of about 165 km[1]. Given that atmospheric species densities exhibit
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a log-linear variation with altitude, the non-linear nature of glow data is evidence
of a more complicated production mechanism. This bend has been attributed to
the importance of gas-gas chemical reactions at the lower, more dense altitudes(10].
At these lower altitudes, a substantial accumulation of particles occurs in front of
the ram surface. Furthermore, chemical reactions in the weak shock create elevated
numbers of molecules critical to glow precursor reactions. Combined, these two
effects cause a relatively greater increase in glow production at the lower altitudes.

Excluding apogee and perigee, the AE satellite passes through a particular alti-
tude twice during an elliptical orbit-once while descending and once while ascend-
ing. The portion of the orbit where altitude is decreasing is termed the downleg, the
opposite portion is the upleg. Differences are seen in glow brightness measurements
for the same altitude between the upleg and the downleg[19, 20]. There are a num-
ber of possible factors that could explain this difference. A primary consideration is
the effects of the cloud of accumulated particles in front of the ram surface. These
particles are trapped before the body of the satellite, allowing some of the denser
gases of the lower atmosphere to be dragged to higher altitudes during the upleg.
This increased density could account for the higher upleg brightness measurements.
Another possibility is that the difference in glow is due to the effects of the lifetime
of surface adsorbed particles. These particles, adsorbed in the lower altitudes, could
affect glow production during the upleg.

Similar to the upleg-downleg differences, a difference in glow brightness is also
seen depending on the rotational direction of the satellite spin[21]. The difference is
observed in measurements taken perpendicular to the velocity vector. Brightness is

found to be greater when the ram surface housing the photometer rotates a quarter-
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Figure 2.3. Variation of Brightness with Spin Direction

turn away from the velocity vector as compared to a three-quarter rotation. This
is illustrated in Figure 2.3. Again, the lifetime of adsorbed molecules is the most

likely explanation for the difference.

2.2 Space Shuttle Glow

Flights of the space shuttle provide an additional source of glow data. Indeed, shut-
tle glow is the most well-known example of spacecraft glow. An overview of shuttle
glow measurements is given here, with an emphasis on the differences observed when

compared to Atmosphere Explorer glow data.
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Figure 2.4. Measured Space Shuttle Glow Spectrum

2.2.1 Characteristics of Shuttle Glow

From the first flights of a space shuttle, astronauts observed a distinct orange halo
from the leading edges of the shuttle. A spectrum of the now familiar glow was
obtained during space transportation system flight 3 (STS-3), shown in Figure 2.4,
which was taken from Ref. [22]. The upper curve represents the correctly cali-
brated and interpreted spectrum. The lower curve represents the spectrum before
calibration. Since then, shuttle glow has received a large amount of attention. Mea-
surements taken during flight STS-62 are specifically targeted in this work[12].
The spectrum of shuttle glow is consistent with the spectrum of NOj[2]. It is
suggested that the nitrogen dioxide is created via collisions of gaseous atomic oxygen

with surface adsorbed nitric oxide. As with AE glow, a variation of glow intensity
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with altitude is observed. It is important to note that shuttle glow measurements
are taken at altitudes greater than 165 km. Therefore, the bend in glow brightness
cannot be observed as with AE glow. Furthermore, shuttle glow is often cataloged
through comparison of relative intensities. Thus, a quantitative comparison against
simulation predictions is not possible.

The behavior of shuttle glow under a variety of conditions has been studied.
Particular attention has been given to the variation of glow intensity with ram
angle[11, 23]. The intensity varies with the cosine of the ram angle, which is expected
from a simple consideration of the effect on the effective incident flux. As a result,
simulating shuttle glow with a varying ram angle does not provide a useful test of the
simulation method. The dependence of glow intensity on surface temperature has
been used to estimate an activation energy for the glow phenomenon{24]. Detailed
simulation of the effects of surface temperature is beyond the scope of the work

presented here.

2.2.2 Extinction of Glow

Another specific behavior of shuttle glow is of interest. It has been observed that
the release of nitrogen gas upstream of the ram surface results in a virtual extinction
of shuttle glow[25, 12]. One suggestion for this effect is the shielding potential of
the N, plume in which a field of increased density results in more collisions with
free-stream molecules and therefore a reduction in the incident flux. It should be
noted that the firing of a control thruster resulted in an increase in glow intensity
as opposed to a reduction[12]. The exhaust plume of this thruster is primarily

molecular nitrogen. In this case, a significant fraction of the N, released from the
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thruster has high internal energy. This nitrogen is more likely to undergo chemical
reactions via collisions with ambient molecules. These reactions lead to increased

production of species critical to glow precursor reactions.

2.3 Skipper Flight Experiment

In addition to the Atmosphere Explorer satellites and the Space Shuttle, there
are other flight experiments that are relevant to a study of the glow phenomenon.
The Skipper Flight Experiment[26] is one such example vehicle designed in part to
investigate spacecraft glow. The flight of the Skipper spacecraft was a continuation
of early flight experiments known as the Bow Shock Ultraviolet (BSUV) flights.
The first of these, BSUV-1, operated at a velocity of about 3.5 km/s and covered
an altitude range of 40 km to 70 km[27]. The second flight, BSUV-2, operated at
a velocity of 5.1 km/s over the altitude range of 65 km to 100 km[28]. During the
flights of these vehicles, radiation measurements were taken of several atmospheric
species, including NO, N and OH. Data from these missions has served as a useful
source for calibration and validation of existing air radiation models{29]. Simulation
of the flow fields around the BSUV vehicles requires the ability to track trace species.
This ability is a focus of the present work.

The Skipper flight is, in essence, the third BSUV flight, although the scope of
the mission is somewhat larger than the first two flights. The mission is composed
of two distinct stages. The first stage consists of a number of elliptical, low-earth
orbits during which spacecraft glow measurements are taken. In the second stage,
the satellite takes radiation measurements during reentry. Specifically, radiation

due to NO and O is targeted. Unlike the Atmosphere Explorer satellites, a full
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spectrophotometer is carried on-board. This allows complete spectra to be measured
as opposed to the intensity at a few discrete bands.

Unfortunately, mechanical complications resulted in a complete failure of the
Skipper mission; no data was recorded by the satellite. The lack of data from the
mission represents a substantial loss. Data from the missions would have provided
a wealth of information relating to air radiation in general and spacecraft glow in

particular.

2.4 Laboratory Investigations

A discussion of the glow phenomenon is not complete without a treatment of ground-
based laboratory investigations of glow[3, 30, 31, 32, 33, 34|. Although a variety of
experiments has been performed, most have focused on the reaction of fast atomic
oxygen with surface adsorbed nitric oxide. This focus is due primarily to the fact
that atomic oxygen is the dominant atmospheric species in the altitude range where
Atmosphere Explorer and shuttle glow is observed. As with some of the shuttle glow
experiments, the details of these laboratory investigations are not directly relevant
to this work. However, one of the primary conclusions from these investigations is
very relevant. The reaction of O with adsorbed NO leads to the production of NO;
and the familiar orange-red glow. An example laboratory-based spectrum is given
in Figure 2.5, taken from Ref. [3]. The solid line corresponds to measurements taken
near the sample; the dashed line represents data taken several centimeters from the
sample. Thus, these experiments serve to verify independently that spacecraft glow

is most likely due to the spectrum of excited nitrogen dioxide.
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Figure 2.5. Measured Laboratory Glow Spectrum

2.5 Flow Field Characteristics

As has been indicated previously, this work focuses on an altitude range of 140 km
to 300 km. Over this range, ambient conditions vary greatly. Conditions vary for
many other reasons as well, including latitudinal and longitudinal location(35}, local
time of day[36], solar activity[37], and strength of the Earth’s magnetic field[38].
Accordingly, it is difficult to quantify exactly many of the atmospheric parameters.
However, the range is relatively small in comparison to the extent of the atmosphere
of the Earth, so some approximations can be made about the conditions in general.
This section describes both the differences and commonalities in order to better

understand the characteristics of glow-producing flow fields.
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2.5.1 Macroscopic Variations

The entire altitude range of interest here falls within the thermosphere, with a
general increase in ambient temperature with altitude. The temperature varies from
approximately 618 K at 140 km to 938 K at 300 km and an example temperature
distribution is given in Table 2.1[39]. The table also show typical values for the
number density and for the mean free path. The range of mean free paths is very
illustrative. In all cases, the mean free path is above 10 m, indicating a rarefied
flow field over the entire altitude range. At the higher altitudes, the mean free path
is extremely large, which suggests a nearly collisionless flow field. While certainly
true for conditions near ambient, there is a build up of particles in front of the
ram surface. In this region, the local mean free path can be substantially smaller
and the assumption of a collisionless flow field is incorrect. In general, though, the
atmosphere may be characterized by increasing temperature and decreasing number
of collisions with altitude.

A further consequence of the extremely low densities is the effect on equilib-
rium. The effect is visible in twn forms. The first is the extreme degree of non-
equilibrium in the flow field. The different temperature modes—translational, rota-
tional, vibrational—typically all exhibit non-equilibrium behaviors. Given the low
number of collisions, chemical non-equilibrium is also to be expected. There simply
are not enough collisions to have recombination reactions balance dissociation. The
second form of the effect is that thermodynamic concepts such as temperature lose
their standard meanings. The reason for this is straightforward; the velocity distri-
butions are often non-Maxwellian. In fact, the rarefied nature of the flow field can

often lead to bimodal velocity distributions. Collisions of a group of particles mov-
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Table 2.1. Sample Atmospheric Quantities

Altitude [km] | Temperature [K] Number Density [m™] A [m]
140 618.2 7.3 x 10'° 19
150 697.9 4.2 x 106 33
160 797.8 2.6 x 10!6 o4
170 803.0 1.8 x 10'® 78
180 837.0 1.2 x 106 120
190 862.6 8.7 x 101° 160
200 882.0 6.4 x 101° 220
250 927.1 1.6 x 10%° 880
300 938.4 5.2 x 10 2700

ing towards the ram surface at orbital speeds with the surface reflect the particles
at much lower speeds in the opposite direction. The density of the flow field is low
enough that very few particles from these two groups collide. Thus, the velocity dis-
tribution consists of two sharp peaks. With temperature being based on the width
of velocity distribution, the definition breaks down under these conditions. It still
can be a useful quantity, as a local temperature can indicate the amount of energy
in an area of the field. However, the thermodynamic definition of temperature is
of little importance. An additional effect of the bimodal velocity distribution is
that the particles that do collide predominately have a very large relative velocity.
Interactions with such a high collision energy have a higher probability of leading
to chemical reactions. A comparison of typical collision energies with the activation

energies of critical reactions is given in Section 6.1.2.
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2.5.2 Atmospheric Composition

As was discussed in the introduction, in the unmixed upper thermosphere, the
density of each species varies exponentially with altitude with a separate scale

height[40]. The pressure scale height for a particular species is given by:

_iT
T Mg

(2.1)
The scale height is an e-folding distance in a model atmosphere; thus, when at
an altitude which is a distance H above some reference altitude, the pressure will
be 1/e times the pressure at the reference altitude. A similar scale height can be
determined for density. In the Earth’s atmosphere the density and pressure scale
heights differ from each other by only a few percent.

The atmospheric composition over the range of interest exhibits both variations
and general trends. As is typically done for simulations of high altitude air, a five
species mixture is assumed: N, Oq, NO, N, and O. Atomic nitrogen and oxygen are
formed though photodissociation of their molecular counterparts as well as through
chemical means(41, 40]. At the lower end of the altitude range, the dominant
species are Na, Oz, and O. Molecular oxygen has a lower bonding energy than
molecular nitrogen, so it dissociates more readily. Furthermore, nitrogen is lighter
than oxvgen, so oxygen is more predominant at lower altitudes. At the upper end
of the range, the composition changes noticeably. There is a substantial increase
in the concentration of atomic nitrogen, again due to the lower molecular weight
and therefore greater scale height of nitrogen. Also apparent is that atomic oxygen
is the dominant species, whereas molecular nitrogen dominated the lower range.
Differences in composition are shown pictorially in Figure 2.6.

Despite the change in atmospheric composition with altitude, it is observed that
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Figure 2.6. Change in Relative Concentrations with Altitude

some species are often present in relatively low quantities over a range of altitudes.
For all following discussions, a species whose relative concentration at a particular
altitude is 1072 or less is considered a rare species. A complementary definition
is made, with the other species being considered common. For reasons that will
become apparent in the discussion of the particle method used to simulate the flow
field, a species is considered rare only if it is also not created in quantity in the flow
field. A species that is created easily through chemical reactions of the common
species will not have a low concentration in the steady state solution of the flow
field. It is noted that for a vast majority of the altitude range considered here, nitric

oxide is a rare species. For the lower altitudes, atomic nitrogen is a rare species as

well.
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Of particular interest is the number density of nitric oxide, which has an impo-
rant role in glow production. Unfortunately, the density of NO is very difficult to
determine analytically. The density is sensitive to a variety of parameters, including
solar radiation and ionic activity in the atmosphere. As a result, variations are seen
in the density of NO with altitude{38, 42|, local time of day and time of year{36, 43],
latitudinal and logitudinal position[35, 44, 45], solar activity[37, 46, 47, 48, 49], and
auroral activity[50]. In addition to measurements by satellites such as the Atmo-
sphere Explorer, rockets have been used to gather experimental data on the struc-
ture of NO density in the thermosphere[51, 52]. The difficulty of determining nitric

oxide concentrations is evidence of complicated chemical and dynamic behavior of

the thermosphere.[53, 54]
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Chapter 3

DSMC and Resolution Issues

For this work. the direct simulation Monte Carlo (DSMC)[9] method is chosen to
simulate the glow production flows. In this chapter, the method is outlined, some
fundamental resolution problems are discussed, and standard resolution enhance-

ments are described.

3.1 The Direct Simulation Monte Carlo Method

The DSMC technique is a particle method that has been successfully applied to
a wide variety of engineering applications. The method is well suited to simulate
rarefied flows where non-equilibrium effects dominate. Examples include flows in-
volving hypersonic shocks[53], radiative emissions[56], and aerothermochemistry in
general[57]. In combination with other methods that handle electromagnetic effects,
the DSMC technique has been applied to a number electric propulsion devices, in-
cluding ion engines[58|, Hall thrusters[59], and arcjets[60], as well as plasma etching

of silicon devices[61]. In addition, the method has been used to simulate thin film
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deposition[62] and micro-electro-mechanical systems(63}.

In general, the DSMC technique is applicable to dilute gas flows where binary
collisions dominate. The computational domain is divided into cells of arbitrary,
polygonal shape and these cells hold a number of computational particles. The
DSMC method can resolve spatial gradients only on the scale of the cell size, due to
the technique employed to simulate collisions. The collision algorithm is discussed
in greater detail later in this section. Thus, cells are ideally sized based on a
fraction of the local mean free path in the flow so that gradients are resolved.
Each particle in the simulation represents a large number of real molecules of a
particular species and has a unique mass, velocity and internal energy. The ratio
of the number of real particles to the number of simulated particles is termed the
reference particle weight (W,). This reference particle weight may be varied for the
different chemical species[9] or for each computational particle[64]. The applicability
of species and particle weighting in simulations of glow producing flows is discussed
below. The reference particle weight can also be varied across the domain, with
each computational cell having a distinct weight. Use of this sort of weighting also
requires some consideration when employed in the rarefied flows under consideration
and is addressed below.

In the DSMC technique, the time step is chosen to be a fraction of the mean
collision time of the flow, in order to decouple the particle motion from the collision
mechanics. As with the particle weight, the local time step may be varied in each
cell. This is valid only for steady state solutions of the flow field; time accurate
solutions would restrict the time-step to a globally uniform value. Varying the time

step also indirectly affects the effective particle weight[65]. This is discussed more
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fully in Section 3.3.2.

Particle motion can be limited to any number of dimensions—from fully three-
dimensional flows to zero-dimensional flows where no actual motion occurs. Three-
dimensional simulations are often necessary to accurately model complex, engineer-
ing geometries. One-dimensional simulations are useful to study the behavior of
simpler phenomena such as rarefied shocks. A zero-dimensional simulation focuses
directly on particle interactions, be it an exchange of internal energy or a chemical
reaction. Such simulations are helpful in the validation of new particle interaction
models. It is also common to consider an axisymmetric simulation, where parti-
cles moving in a three-dimensional domain are rotated each time step into a plane.
Particle motions in an axisymmetric simulation follow hyperbolic paths[66]. For
flow exhibiting an axial symmetry, this is much more computationally efficient than
simulating a full three-dimensional flow field. All of the DSMC results considered
in this work are the output of axisymmetric simulations.

Collision probabilities in the DSMC technique are determined for pairs of par-
ticles in the same cell. These probabilities are chosen so that the overall collision
rate agrees with the results of kinetic theory. A variety of schemes can be used
to calculate the collision probabilities. One such scheme is given in Ref. [67]. Pa-
rameters controlling the collision model are chosen so that during the course of the
simulation the instantaneous probabilities lead to a physically valid collision rate. A
particle may collide with any other particle in the same cell; the distance between
the individual particles does not affect the probability. Therefore, as mentioned
above, gradients in flow field properties are resolved only down to the scale of cell

size. Note that the DSMC method is not a molecular dynamics calculation, where
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the actual intersections of particle paths are used to determine collisions.

Each collision exchanges linear momentum and kinetic energy, with conservation
of both properties being enforced in the standard implementation of the method.
Some variant schemes exist that do not allow for momentum and energy both to be
conserved in an individual collision; an example is found in Ref. [64]. The scattering
angle of the particles after a collision is determined via the collision model employed.
The most common model is the variable hard sphere model where the scattering
angle is sampled from an isotropic distribution[9]. An alternative model is the
variable soft sphere model, which uses a weighted random distribution, with the
weighting depending on the pre-collision properties of the collision pair[68]. Neither
of these schemes conserves angular momentum. A lack of conservation could indicate
a potential difficulty in simulating high vorticity flows with the DSMC method[69].
However, it is found that, if the cells are scaled properly to a fraction of the mean free
path, the rotational features of flows can be captured[70]. Additionally, for collisions
involving at least one molecular species, internal energy modes, including rotational
and vibrational energy, may be affected by the collision. A variety of exchange
models may be used to determine the probability of internal energy transfer[71,
72, 73|. Parameters in a particular exchange model are chosen to match known
relaxation rates. Finally, each collision may lead to a chemical reaction. Both
exothermic and endothermic reactions are allowed, with the change in energy being
accounted for in the post-reaction velocity and internal energy of the products. The
energy of the reaction is combined with the total collision energy of the pair. The
internal energies and velocities of the products are determined based on this total

energy and the state of the reactants before the collision[9, 74]. Recombination
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reactions are also allowed. Such reactions require a third body to conserve linear
momentum and energy simultaneously. Typically, a small portion of the particles
in a cell are reserved as potential third bodies in recombination reactions.

Interactions between the particles and physical surfaces are also included in
the DSMC method. The nature of the interaction depends on the surface model
employed. In general, the particle may undergo a specular or diffuse reflection.
Under a specular reflection, the angle of incidence is equal to the angle of departure
and there is no change in the energy of the particle. With a diffuse reflection,
the particle is accommodated to the temperature of the surface. The particle is
reflected with a velocity and energy that are sampled from equilibrium distributions
based on the wall temperature. Real engineering surfaces usually lie somewhere in
between fully specular and fully diffuse. To represent these types of surfaces, an
accommodation coefficient is used. The accommodation coefficient indicates what
fraction of particle-surface interactions are diffuse; the remainder of the reflections
are treated as specular.

Experimental results, continuum numerical computations and theoretical pre-
dictions are usually represented by macroscopic variables. It is necessary to be able
to extract macroscopic quantities from the microscopic details of a DSMC simu-
lation. To accomplish this, the aggregate properties of particles in each cell are
sampled, summed, and averaged over time. These values are used, along with re-
sults from statistical mechanics, to obtain macroscopic quantities. There exists a
certain amount of statistical error in any of these calculated values. Thus, DSMC
results are often less smooth than those of comparable continuum calculations. Sta-

tistical accuracy has been shown to be directly related to the number of particles
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in the cell and the number of time steps over which sampling is performed(75]. In a
steady state calculation, sampling may begin after the transient portion of flow has
relaxed. In a time accurate simulation, the sampling period must be significantly
shorter than that for a steady state calculation. Otherwise, variations of properties
that fluctuate with a short time scale would be lost in the average sampled values.
In order to retain low statistical error, the requirements on particle count are often
much more severe.

The DSMC technique lends itself to parallelization on computers with multiple
processors[66]. The natural choice for domain decomposition is a spatial one, with
each processor holding a fraction of the cells. A decomposition among particles is
also possible. The advantages of parallelization include an increase in the possible
particle count given constant memory restrictions per processor and a decrease in
the real time requirements of the calculation. As with most parallel applications,
the main disadvantage is a loss in efficiency due to interprocessor communication.
Schemes to balance the number of particles are often used to achieve an optimal

division between computation and communication(65].

3.2 Resolution Difficulties

A key consideration in any DSMC simulation is to resolve the flow accurately
throughout the domain. In flows involving glow production, there are two spe-
cific characteristics that make resolution extremely difficult, namely rare chemical

species and rare events. These are addressed in the following sections.
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3.2.1 Rare Species

For purposes of this work, a chemical species is considered rare if it has a concen-
tration that is a factor of 10~2 or less than that of the bulk gas. The simulation of
rare species using the DSMC technique causes a number of resolution difficulties.
When simulating a flow field with one or more rare species, there is often no single
acceptable choice for the value of the particle weight. A relatively low value of W),
is required in order for a statistically significant number of particles representing
the rare species to be generated. However, with the particle weight set at such a
value, inordinate numbers of particles representing the common species will also
be generated. This results in unacceptably high numbers of simulated particles in
each cell, requiring excessive amounts of computational effort to calculate the flow
field. Alternatively, the value of W, can be set relatively high, so that reasonable
numbers of common species particles are produced. In this case, however, very few,
if any, rare species particles are produced and the simulation no longer generates
meaningful statistics for the rare species. This fundamental limitation is illustrated
in Figure 3.1. Prior experience with rare species and resolution difficulties are dis-

cussed in Refs.[76] and [77].

3.2.2 Rare Events

Rare events are also fundamentally difficult to capture using the DSMC method.
Two specific types of rare events produce these difficulties. The first type occurs
in a flow where the density is low enough that collisions themselves become rare.
It is also possible to have one particular class of collisions that is rare. Given the

limited number of computational particles in a cell, there are not enough simulated
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Low Particle Weight High Particle Weight
(Too Many Common Particles) (No Rare Particles)

@ Rare Particle O Common Particle

Figure 3.1. No Appropriate Choice for W,

collisions to accurately represent the true collision rate. If these rare collisions have
a significant effect on the structure of the flow field, the DSMC method will fail to
produce an accurate simulation. The second type occurs when reaction parameters
and particle properties cause the probability of a chemical reaction to be very low.
Despite a significant number of collisions of potential reactants, very few product
particles will be created and thus will be underrepresented in the simulation. These
products, although rare in the real flow, could still be significant in a variety of
circumstances. For example, experimental measurements of the flow field may focus
on a unique signature of the rare products. A lack of resolution in calculating this
signature inhibits the ability to compare the simulation results with experimental

measurements. Furthermore, the products of the rare events, while insignificant
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to the bulk gas, could drastically affect the densities and distributions of the rare

species.

3.3 Resolution Enhancement

A variety of enhancements and modifications have been attempted to deal with par-
ticle resolution issues in general and rare species and event modeling in particular.
A subset of these potential changes is discussed in the following sections, with an
emphasis placed on the applicability to flows involving glow production. Most of
these modifications are unrelated and a combination of them is often applied in a

particular engineering simulation.

3.3.1 Weighting

As was mentioned in previous sections, several variable weighting techniques are
possible in the DSMC method. Although different in approach, each technique
essentially results in a change in the effective weight of an individual particle, that
is, the number of real particles represented by the single computational particle.
Perhaps the most common weighting technique is a spatial variation in weights,
with each cell or group of cells having a different weight. All particles within a
cell are assigned the weight of that cell. The modified weight is used in most
calculations of macroscopic quantities; the common exceptions are the calculation of
temperature and velocity. An increase in weight in cells of large volume, specifically
cells far from the axis in an axisymmetric simulation, reduces the particle count and

allows a concentration of particles in the smaller cells. Even with the assumption of
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constant density, smaller cells would normally contain fewer particles. Furthermore,
it has been shown that as density increases the particle count actually decreases.
This is a consequence of the the DSMC cells being sized to the local mean free path
in the flow. Details are contained in Ref. [65]. Weighting by cell can directly help
counteract this resolution problem. The movement of a particle between cells of
differing weights requires additional considerations. When moving from a cell of
lower weight to a cell of higher weight, there is a probability based on the ratio of
the cell weights that the particle is destroyed as it crosses the edge between the cells.
This destruction is required, because in cells with a higher particle weight, fewer
simulated particles are needed to represent the same real density. The opposite
effect is required when moving from a cell having a higher to a cell having a lower
weight; there is a probability that the particle is cloned or duplicated. Since there is
no basis other than the particle properties of the crossing particle to generate new
particle properties, the new particle is typically identical to the crossing particle.
The cloning of particles introduces additional statistical error into the simulation. In
particular, cloned particles result in spikes in the distribution of particle properties.
In flows with a suitable number of collisions, these initially identical particles quickly
attain different properties. However, in extremely rarefied flows, the collision rate is
too low to significantly separate the properties of duplicate pairs. Thus, a decrease
in cell weights, especially in the primary flow direction, is to be avoided in such flows.
The atmospheric conditions around the Atmosphere Explorer satellite and the space
shuttle in the altitude ranges of interest are sufficiently rarefied that spatial weights

indeed need to be avoided.

Another manner in which weights may be varied is to assign a different weight to
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each chemical species. Initial implementations of this technique conserved momen-
tum and energy only on the average; individual collisions were non-conservative[9].
Alternative techniques show that it is not possible to conserve both momentum
and energy in a collision involving particles of different weights[64]. Momentum is
typically conserved, with a correction of energy being collected as a remainder in
the cell. This energy is redistributed among future collision pairs. In such colli-
sions, the particle with the higher weight is split into two particles, one of which
undergoes the collision and then the particle is recombined. In chemically inert
flows, species weighting can significantly improve the resolution of rare particles. It
is not clear how to simulate reactions between particles whose species have different
weights. Thus, species weighting is unable to handle flows with chemical reactions,
which play a dominant role in glow production flows. Thus, species weighting is not
applicable for these flows.

A slight modification of the species weighting technique is particle weighting,
where each particle carries with it a weight{78]. These weights are initially set to the
same value for all particles of the same species; this is identical to species weighting.
If nothing else is modified, all limitations and comments from the previous discussion
of species weighting concerning collisions of disparate weight particles hold. With
each chemical reaction, the individual weights of the products are modified and
the split particle is not recombined. Thus, each reaction creates a new particle.
Such a scheme is able to conserve both momentum and energy on a per collision
basis. Conceivably, this could be applied to momentum transfer collisions as well as
reacting collisions. While able to simulate chemically active flows, the bookkeeping

involved with chemical reactions is sufficiently complex to make particle weighting
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unattractive. Since each chemical reaction results in a new particle being created,
a significant number of chemical reactions can reduce the effectiveness of particle
weighting to resolve rare particle resolution difficulties. Growth of the particle count
in an implementation where all collisions create a third computational particle could

result in the computation quickly becoming intractable.

3.3.2 Variable Time Steps

Time steps may be varied by cell in much the same way that particle weights may
be varied. The local time step is used to calculate particle motion and to determine
collision probabilities. Use of variable time steps is often necessary in flows where the
inherent time scale in the flow varies by several orders of magnitude throughout the
domain. A typical example of such a flow would be expansion of a thruster plume
into a vacuum. Use of the smallest required time step in the large cells far from
the high density, thruster exit would require a large number of time steps in order
to reach steady state. When sampling and macroscopic variables are considered,
a modification to the time step is equivalent to a change in the effective particle
weight. No cloning or destruction of particles passing between cells of different time
steps is necessary. Therefore, judicious use of variable time steps may be used to
simulate spatial weighting without any of the statistical drawbacks.

Unfortunately, variable time steps do nothing to address the resolution difficul-
ties due to either rare species or rare events. The corresponding idea to more specific
particle weighting of species time steps or individual particle time steps is nonsen-
sical. Thus, while variable time steps may be used effectively in glow production

flows, this does not solve the resolution difficulties inherent in these flows.
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Chapter 4

Overlay Methods

A number of resolution difficulties are discussed in Chapter 3 (see Section 3.2) and
common techniques used to overcome these difficulties are offered. Unfortunately,
none of these techniques allows the simulation of glow production flows with the
desired accuracy. A more effective approach is that of an overlay method. With
an overlay method, two simulations are performed. The first simulation calculates
the common species flow field, and the second simulation tracks the rare species

behavior.

4.1 Continuum Overlay

One approach that addresses rare species and event resolution difficulties is to use a
continuum overlay method[76, 77]. A two step procedure is used to calculate the flow
field. In the first step, a standard DSMC simulation is performed to determine the
properties of the common species throughout the flow domain. The particle weight

in this simulation is set so that essentially no rare species particles are created.
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The second step involves a continuum-based calculation, where mass conservation
equations are solved for the rare species using the underlying DSMC flow field
solution as a background. The assumption is made that the behavior of the rare
species does not have an appreciable effect on the common species flow field.

Given the assumption that the trace species are present in such small amounts
that they do not affect the overall flow field, the DSMC calculated flow field serves as
the unvarying flow field. Mass conservation is then invoked leading to the following
conservation equation:

0ps
ot

d
+ =—(psuj + psvs;) =w,, fors=1,...,n, (4.1)
6:1:]-

for each of the n trace species ,where p, is the trace species density, vy; is the
diffusion velocity and w, is the chemical source term for species s. The mass-
averaged velocity, u;, is determined from the DSMC solution.

This continuum-based approach has two problems. By definition, the use of
a continuum-based overlay results in a loss of microscopic detail. In particular
detailed knowledge of the rare species is unattainable via a continuum method. Such
detail, particularly velocity distributions, may have a significant impact on chemical
rates and glow production. It is important that this microscopic information is
retained throughout the simulation if glow production is to be accurately modeled.
Furthermore, the procedure used to solve the mass conservation equations makes
use of the temperature calculated for the common species in each computational
cell. However, in the range of altitudes relevant for spacecraft glow, the flow field
is sufficiently rarefied and in such a degree of non-equilibrium that thermodynamic
variables such as temperature are not valid representations of the state of the gas.

The velocity distribution of the molecules is very often bimodal and certainly not
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Maxwellian. It is therefore inappropriate to use thermodynamic temperature to
characterize the underlying flow field.

It is beneficial to examine in more depth why the thermodynamic concept of
temperature is misleading under glow production conditions. Fick’s law[79] is used
to determine the diffusion velocity in the overlay method, Eq. 4.1, which states that

for a binary mixture of species A and B:

j ~pD.agVecy, (4.2)

[
>
I

VT (5 + =5)
0.0018583 L 4.3
pd? 548 (4.3)

Dap =
where j, is the mass flux of species A, c4 is the mass fraction of A, D,4g is the
diffusion coefficient in units of cm?s~!, M represents the molecular weight, T is
the temperature in K, p is the pressure in atm, d4p is an average of the reference
diameters for the two species in A. Values for Q4 45, which represents a collision
integral that gives the variation of the effective collision diameter with temperature,
are given in Anderson[79]. Examination of Fick’s law shows that the diffusion
velocity is dependent on the temperature. As was previously mentioned, care must
be taken in determining what temperature to use. The cells in front of the body
are populated by two distinct families of particles. One family is simply a sample of
the incoming particles, with thermal velocities determined by a distribution based
on the free-stream temperature. These thermal velocities are distributed about a
large free-stream velocity of around 8 km/s in the axial direction. The other family
consists of particles that have collided with the blunt front surface of the satellite

and are traveling in an opposite direction to the first family. Due to the fact that

the flow is nearly collisionless, these two sets of particles can pass by one another
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with little interaction. The DSMC formulation calculates a very high temperature
in such a cell. While this high temperature is appropriate for characterizing the
reaction probability for the few collisions that do occur, it is not an appropriate
temperature to use in Fick’s law. Using such a high temperature in the overlay
calculation results in a correspondingly high diffusion velocity. Particles created
along or near the axis diffuse away at rates that much greater than to the actual
rate of diffusion. A more appropriate diffusion velocity would be one on the order
of the radial velocity of the free-stream molecules. Therefore, a radial temperature
calculated by the DSMC method is used in Fick’s law to evaluate the diffusion
velocities. Since the particles rebounding from the surface have roughly the same
radial velocity of the incoming particles, the radial temperature is much smaller in
comparison to the total temperature. In general, the radial temperature will be
higher near the body than in the free-stream. This rise in temperature is the result
of collisions between the two families of species described above; the rare collisions
between representatives of these two families collide with a large amount of energy.
The collisions allow the transfer of kinetic energy from the axial direction to the
radial direction.

Despite these drawbacks inherent to a continuum method applied to such rarefied
flows, useful results can still be obtained from using the method. Ref. [77] presents
results from the continuum-overlay method applied to the problem of the prediction
of re-entry emissions of a test vehicle. As stated in the paper, the use of an overlay
method in general allowed for useful results to be calculated; work prior to that of

Ref. [77] provided completely unsatisfactory predictions.
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4.2 DSMC Overlay

Conceptually, the DSMC overlay is very similar to the continuum overlay approach,
where two separate simulations are performed. In this case, however, both simula-
tions use the DSMC technique. In the first (base) simulation, the particle weight
is set so that the common species are represented at an appropriate level. In the
second (overlay) simulation, the particle weight is reduced so that the rare species
are represented. Generation of the common species is suppressed during the overlay
simulation. In essence, the overlay simulation can be considered as a magnified
simulation, focusing only on the rare species. As a particle method, the DSMC
technique is ideal for handling the non-equilibrium nature of the flow field and for
determining the microscopic behavior of the particles. Thus, the DSMC overlay

approach overcomes the two main disadvantages of the continuum overlay method.

4.2.1 Coupling Between Rare and Common Species

The main challenge of performing a DSMC overlay simulation lies in achieving a
detailed coupling between the two distinct simulations. This is not a concern in
the base simulation, as it is assumed that the flow field of the common particles is
unaffected by the behavior of the rare particles. It is a significant concern, however,
when performing the overlay simulation. The overlay simulation cannot simply be
assumed to be a regular DSMC simulation at a lower density. The rare particles are
moving through and colliding with a background of much denser common species. In
addition. rare chemical events in the base simulation that did not noticeably affect
the common species flow field may have a pronounced effect on the rare species flow

field.
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In order to achieve this coupling, the particle properties are binned in every
cell during the sampling period of the base simulation. Five different properties
for each species are binned: the three componerits of velocity, the rotational energy
and the vibrational energy. During the overlay simulation, a temporary common
particle is created to act as a collision partner for each rare particle in every cell.
These temporary particles have their properties determined through sampling of
the bins stored during the base simulation. The binned properties are taken to
be statistically independent for this sampling. From these pairs, the appropriate
number of common-rare collisions is determined. After standard DSMC collision
mechanics are performed, the temporary particles are discarded. The procedure
is illustrated in Figure 4.1. Thus, the particles of the overlay simulation interact
with the background flow field at the microscopic level. It is important to note that
given the assumption that the rare species have a number density that is several
orders of magnitude lower than the common species, the probability of common-
rare collisions is much greater than rare-rare collisions. In the cases considered here,

rare-rare collisions are neglected in the overlay simulation.

4.2.2 Chemistry in DSMC Overlay

Applying the DSMC overlay procedure outlined above to chemically reacting flows
is somewhat more involved. It is important to determine which classes of colli-
sions will lead to chemical reactions that affect the rare species. The three possible
candidates are common-common collisions, common-rare collisions and rare-rare
collisions. As was previously mentioned, rare-rare collisions are neglected, so no

reactions stemming from these types of collision are considered. Common-rare col-
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Figure 4.1. Interaction Between Base and Overlay Simulations

lisions are handled using the bins and temporary particles. Standard DSMC reac-
tion routines are used to calculate the probability and mechanics of common-rare
reactions. After any such reaction, only rare particles remain in the simulation.
However, consideration must be given to the relative importance of common-rare
reactions compared to the common-common reactions. Since the probability of a
common-rare collision is several orders of magnitude lower than a common-common
collision, the reaction probability must be very high in order for the common-rare
reaction to be important relative to the common-common reaction. In the cases
considered here, the reaction probabilities for the reactions of interest are not suffi-
ciently high, and the inclusion of common-rare reactions has no quantitative effect

on the rare species flow field. This leaves only common-common reactions as the
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important reactions in terms of the production of rare species.

Common-common reactions cannot be handled during the overlay simulation
using standard DSMC techniques, because no common-common collision pairs are
processed. These reactions are of course simulated in the base simulation. However,
by assumption, the rate of production of rare species through these reactions must
be low. If it were not, the rare species would be produced in quantity and would
no longer be rare. The production can be low for two reasons; either there are very
few collisions or the reaction probabilities are low. Thus, fundamentally, the DSMC
method will have difficulty representing these reactions. Regardiess of the technique
used to determine the concentration and properties of the rare particles created via
these reactions, their introduction into the overlay simulation will take the form
of a source term for each rare species in every cell. A more general scheme for
accomplishing this would require binning more detailed information, such as velocity
distributions of the population of reacting particles, during the base simulation. For
this work. an approximate method of determining both the rate of production and
the properties of the rare species due to common-common reactions is used. The

predominant reaction considered is:

No + O —- NO + N. (4.4)
It is assumed that only the most energetic collisions lead to chemical reaction. In
the Atmosphere Explorer flows, these occur when a free stream particle collides with

a particle that has rebounded from the ram surface of the satellite. Thus, there are

two different types of collisions leading to the formation of nitric oxide:
N, +O0 — NO +N, (4.5)

N,+0 — NO+N, (4.6)
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where the arrows indicate the direction in which the particle is moving. Arrows to
the right indicate motion towards the surface. Thus, reaction (4.5) represents a free
stream nitrogen molecule, moving at orbital speed, colliding with an atomic oxygen
molecule that has reflected from the surface. Reaction (4.6) represents free stream
atomic oxygen reacting with reflected N,.

Data on the velocity distributions of O and N, scattered from a surface at or-
bital speeds are limited. Examination of the collision of 8 km/s oxygen atoms with
engineering surfaces indicates that the scattering is largely diffuse, although the scat-
tered atoms have a broad velocity distribution centered around 1 km/s[30]. Limited
measurements of high velocity N scattering suggest that the mean scattered ve-
locity is approximately 2 km/s[80]. Using a value of 8 km/s for orbital speed, this
results in a relative velocity of 9 km/s or 10 km/s for Reactions (4.5) and (4.6), re-
spectively. Using these approximations and appropriate values for the cross-section
of the reaction at these speeds, the rate of production of NO and N can be deter-
mined in each cell using the equation:

n(dt - nd(é)=n<N2>n(0)g4.sa4.s+n<N2)n(O)g4.so4.s, (4.7)

where n()_é) represents the number density of species X moving in the direction in-
dicated by the arrow, g is the estimated relative velocity and o is the reaction cross-
section. Values for o are obtained from a molecular dynamics trajectory analysis[81]
and are presented in Section 6.1.2.

Given the high relative velocity of the reactants, a comparison of collision energy
with chemical activation energy is useful. Reaction (4.4) has an activation energy
of approximately 5.2 x 107'% J. A collision between molecular nitrogen and atomic

oxygen with an assumed relative velocity of 10 km/s has a collision energy of ap-
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proximately 8.5 x 10~!® J, which is greater than the activation energy. Thus, a high
probability of reaction is expected under these conditions.

In each cell at each time step, a number of NO and N particles are generated
according to the production terms evaluated using number densities and velocity
distributions from the base simulation. For components of velocity perpendicular
to the flow direction, the properties of the NO and N particles created can be ap-
proximated from the velocity distributions of N, and O, respectively. The velocity
component in the direction of the flow for the newly formed NO and N is approx-
imated by the center of mass velocity of the collision pair, with a thermal spread
obtained by sampling the azimuthal velocity distribution in that cell.

Another exchange reaction becomes important in the upper portion of the alti-

tude range of interest. This reaction is:
02+ N—=>NO+O. (4.8)

This reaction is less important at the lower altitudes because atomic nitrogen is
not available in sufficient quantities at these altitudes. Again, collisions where the

reactants move in both directions are considered:

O, +N — NO+ O, (4.9)

O, +N = NO+O, (4.10)

As with the first exchange reaction, values of a reaction cross-section must be de-
termined. These are given in Section 6.1.2. A comparison of collision energy with
activation energy is again useful. Reaction (4.8) has an activation energy of approx-

imately 5.0 x 1072° J. The energy of a 10 km/s O»-N collision is approximately
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8.1 x 10~19 J. Thus, high reaction probabilities for the second exchange reaction are

to be expected as well.
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Chapter 5

Surface Event Modeling

In Chapters 3 and 4, the DSMC method and overlay techniques are described. As
is discussed, this method is well suited to simulate the rarefied flow field in which
glow is produced. Use of this method alone ignores any details of the surface events
and chemistry that may effect glow production. Prior work shows that exclusion
of surface phenomena and the reliance on an oversimplified model leads to a vast
overprediction of glow brightness[10]. More detailed modeling of surface phenomena
is therefore required. This chapter describes the types of surface events that are
considered in this work. Mathematical models of each reaction type are given. The
numerical solution procedure is discussed. Finally, a steady state analysis of the

resulting set of equations is presented.

5.1 Surface Event Modeling

Glow measurements from the shuttle, the Atmosphere Explorer satellite, and ground-

based laboratory experiments are consistent with the spectrum of NO;. Nitrogen

48
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dioxide does not appear naturally in any appreciable quantities in the Earth’s at-
mosphere. Furthermore, there are not enough collisions in the rarefied flow field to
create nitrogen dioxide in quantity in the gas phase. This leads to the conclusion
that the excited nitrogen dioxide must be created on the ram surface.

In order to capture the behavior of the processes leading to the creation of
NO3, and therefore the creation of glow, a variety of surface events are modeled.
Five types of surface events are considered: physical adsorption, thermal desorp-
tion, collisional desorption, gas-surface (Eley-Rideal) reactions, and surface-surface
(Langmuir-Hinshelwood) reactions. In this section, each event is classified and
described in terms of a general chemical representation. The parameters character-
izing the events are then defined. Finally, the effect on the rate of change of surface
number density is expressed in differential form.

For the purpose of discussion, the phenomena are divided into two categories:
non-reacting and reacting events. These events are shown schematically in Figs. 5.1
and 5.2. The scheme used to solve for the surface concentrations depends solely on
the differential description of the event and thus does not distinguish between the

two categories. The solution procedure is detailed in section 5.1.3.

5.1.1 Non-Reacting Events

An adsorption event occurs when a molecule impacting the surface does not reflect,
but rather is trapped on the surface. There are several ways in which a molecule
may be adsorbed, physical and chemical adsorption being the two primary forms.
Any molecule that chemically adsorbs to the surface is tightly bound and much

less likely to participate in other surface events. Thus, the only type of adsorption
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Figure 5.1. Non-Reacting Events

considered in this model is physical adsorption, where the physisorbed species are
assumed to form a monolayer on top of the chemisorbed species[82]. A physical

adsorption event is represented by:
—
Q+X = Q%

where X symbolizes a free surface site. Each event can be characterized by a
sticking coefficient, which is simply the probability that a molecule striking the
surface becomes adsorbed. The rate of change of surface number density for species
Q is:

e _ 5,7, (1 - EN: ﬁ) . (5.1)

dt o ns
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The term in parentheses represents the fraction of adsorption sites that are uncov-
ered and available.

Spontaneous desorption of a physisorbed molecule is termed thermal desorp-
tion. Such events occur when the thermal energy of the surface is large enough to

overcome the bonding energy of the physisorbed molecule. Symbolically, this is:
Q" - Q+X.

In this model, thermal desorption events are characterized by a time constant. This
characteristic time combines the effect of binding energy and surface temperature.

The rate of change of surface number density for species @ is:

dngq _ nq _
@& T T (5-2)

Collisional desorption is desorption that is initiated from the surface through a
direct collision with an incident gas-phase molecule. An event of this type can be
written:

— — —

A; +Q% = A; +Q +X.
A collision cross-section characterizes collisional desorption events. Theoretically,
this cross-section varies for each type of collision pair. In the present study, this
parameter is varied depending only on the adsorbed species. The rate of change of

surface number density for species @ due to species 1 is:

dng

dt = —F,-nqaffz. (5.3)

5.1.2 Reacting Events

Chemical reactions involving an incident gas-phase molecule and an adsorbed mol-

ecule are termed Eley-Rideal reactions. The product may stay adsorbed to the
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Figure 5.2. Chemically Reacting Events

surface or may be ejected into the flow field. Shown symbolically, these reactions

are, respectively:

f—{i +A“; - Qa,

— 6 +X.

As with a collisional desorption event, an Eley-Rideal reaction is characterized
by a cross-section. Each Eley-Rideal reaction results in a reduction of the surface
concentration of species A;. The surface concentration of species @ will increase
if the particle remains adsorbed on the surface. Defining €] as this probability of

ejection into the gas phase of the species Q created from species 7 and j, the rates
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of change may be expressed as:

dng

dn; er
dt ] = —a--F,-nj. (54)

= (1 - 6:;) af;F,-nj, I ij
The final type of surface events considered is Langmuir-Hinshelwood reactions,
involving two surface adsorbed molecules. Similar to gas-surface reactions, the

resultant product may stay adsorbed on the surface or may be ejected into the flow

field, or:

A2+ A° 5 @ +X,

A+ A° 5 Q42X

Noting that surface-surface reactions are described through a reaction rate as op-

posed to a cross-section, the rates of change become:

dn; dn;
=—1= —Kf;‘ninj. (5.5)

dnqg _ an
- dt dt

o (1 - eﬁ') Kf;'ninj,

5.1.3 Complete Set of Equations

It is useful to define a species surface coverage, ©; = n;/n,, where n, is the surface
number density of available sites. Dividing Egs. 5.1-5.5 by n, and combining them,
the overall rate of change of surface coverage for species ) can be written collectively

as:

d0g _ SoFq Yo\ 8 & o
d —  n (1 ZG, TQ i=1Fteriq

i=1

N N N
+3 Y (1-€) o5 Fi8; - Y 05 FiOq
=1 j=1 1=1
N N N
+3 3 (1 - ) n,K{10:0, - Y n,K(26:6q. (5.6)
=1

i=1 j=t
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Values for the fluxes are determined from the Monte Carlo simulations. A list-
ing of all the events considered is given in Tables 6.3 and 6.4. Baseline values
for the parameters in all the surface events are taken from the report by Gorelev,
et. al[83]. These baseline values represent a collection of values from the literature
as well as estimates and approximations. To complement the Gorelev report, val-
ues for the parameters of important events are taken from additional sources. In
particular, sources were found for nitric oxide adsorption{84, 85, 86] and thermal
desorption,[87] for molecular oxygen adsorption(88], [89], [90], [91], [92], [93] and
thermal desorption[94], and for molecular nitrogen adsorption[95]. In general, for
the above sources whose experimental conditions closely match ram-surface satel-
lite conditions, these additional values support the values of the Gorelev report.
Therefore, as a baseline case, the Gorelev values are used.

For many of the parameters of the important events, values are not available in
the literature. This is especially true for some of the less commonly considered Eley-
Rideal reactions and collisional desorption cross-sections. In other cases, the studies
are for different surface conditions, different temperatures, and include different
reaction phenomena than considered here. In particular, many studies deal with
chemisorption and disso.ciative adsorption, while the main adsorption mechanism in
this study is physisorption onto an atomic oxygen monolayer. Regardless of these
differences, these values are useful for bounding the parameters used. It is important
to note that the significance of the surface event modeling described above to the
present work is that it represents a substantial increase in detail from previous work
in Ref. [10].

The set of equations is solved using a standard implementation of a fourth order
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Runge-Kutta method[96]. As the system is relatively simple in comparison to the
types of systems often solved with the Runge-Kutta method, a constant time step
is used. An exact quantification of the error of the Runge-Kutta method is not
possible[97]. A standard method for choosing the size of the time step is applied. A
series of simulations at identical conditions is performed, with the time step being
reduced in each subsequent simulation. At a sufficiently small value of the time
step, the results of the simulation are insensitive to further reductions. This values is
chosen as the appropriate value of the time step. Surface concentration of six species
are tracked: N5, Oz, NO, N, O, and NO,. Production of gaseous NOj is calculated
as well. The required input parameters, which are detailed above, are: incident
fluxes, sticking coefficients, thermal desorption times, collisional desorption cross-
sections, Eley-Rideal reaction cross-sections and probabilities of product ejection,
Langmuir-Hinshelwood reaction rates and probabilities of product ejection, and the
density of free surface sites on a clean surface. In simulations including the effects

of satellite rotation, the period of rotation is an additional input parameter.

5.1.4 Conversion from Surface Flux to Glow Brightness

In order to make a direct comparison with the VAE data, the emitted flux of NO,
must be converted into a glow brightness. The measured glow brightness is given

in units of Rayleighs, which is defined as:

10° photons
cm?-s

1 Rayleigh = (5.7)

Dimensional considerations suggest a form for the conversion model. First, the
simplifying assumption is made that each NO; molecule decays to the ground state

and emits a photon within a very short time scale. The lifetime of NO; is reported
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to vary with the wavelength of the emission; for the wavelength on the order of
700 nm, the lifetime is approximately 100 us[98]. Given typical velocities of particles
exiting a diffuse surface of about 1000-2000 m/s, this indicates an average distance
traveled of 0.1-0.2 m before emission. This distance agrees well with the reported
characteristic length of shuttle glow[99]. Since this length is relatively short in
comparison to the scale of the ram surfaces in question, a direct conversion from
molecules to photons can be made. Second. the probability that an emitted photon
has a wavelength within a particular range is given by the ratio of line width area
to the total NOj spectrum area (see Figure 5.3). The spectrum used is that of a
red-shifted air-glow NO3 spectrum. The spectrum of nitrogen dioxide created on the
surface and then released into the gas phase is known to be shifted compared to the
spectrum of nitrogen dioxide created via a gas-gas collision of NO and 0Of100, 101,
102]. In the present study, the glow at 656.3 nm and 732.0 nm is considered. The
photometer in the VAE experiment has a line width of 2 nm. For these wavelengths,
the area ratios are approximately 1/162 and 1/150, respectively. Thus the final

conversion is:

particles Area 1 _ )
Flux [_mz—s_] x (Ratlo) X (W) = Flux [Rayleighs]. (5.8)

5.2 Steady State Analysis

The set of equations used to implement the surface event modeling is given in
Eq. 5.6. While this system is non-linear and best solved numerically, as detailed

in section 5.1.3, it is advantageous to consider a steady state analysis of a limited
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Figure 5.3. NO; Spectrum and Photometer Linewidths

number of terms. For this analysis, all chemical reactions are neglected. The justifi-
cation is that these reactions are seen as secondary effects that do not dominate the
behavior of the species’ surface coverages. Two different analyses are considered,

one excluding thermal desorption and one with its inclusion.

5.2.1 Balance of Adsorption and Desorption

The first system considered is one with only physical adsorption and collisional

desorption. Including the relevant terms from Eq. 5.6 and considering the effects

on a single species gives:

S4F N N
dZA = ;‘l - (1 —~ Ze,-) - FiOa0 (5.9)
s =1

i=1
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To further the analysis, this is expressed without the use of summations:

dO,s  SaFy
dt = n,

(1—64—63—...) —O'AFTGA, (510)

where the individual species are labeled A, B, C, etc. The term Fr represents the

total flux and is defined as:
Fr=Fs+Fg+..., (5.11)

and o4 is short-hand notation for the collisional desorption cross-section for species
Al

By definition. at steady state the rate of change of the surface coverage is zero.

Therefore:
-Sij—?ﬁ(l —GA—GB—...) = aAFTSA, (5.12)
SaFa (1-6,-65—...) = O, (5.13)
nsoaFr
It is helpful to make two definitions:
S4 _ Fa
4= — and F,y = FT. (5]_4)

Here, C, is simply a collection of input parameters relating to species A, while
F. represents the fractional contribution of species A to the total flux of incident

particles. Using these definitions:

CiFa(1-04-0p—...) = Oy, (5.15)
CaFa(l-65—06¢c—...) = O4(1+CsF,), (5.16)
_ CuFa .
GA = 1+CA}_A(1 93 —ec—...). (0.17)
To further simplify:
_ CuaFa
Ka= s (5.18)
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O4=Ks(1-65—-6¢c—...),

and, similarly for the other species,

O =

Oc =

Kg(l1-©4—-6¢—..

D,

Kc(1-64-6p-...),

Expressed as a system of equations, this is:

6A+KA63+KAGC+...

KBGA+GB+ngc+...

K’C6A+KCGB+GC+...

Or, in matrix form:

Kg 1 Kpg
Kec Kec 1
Kp Kp Kp
Ke Keg Kg

Ka

Kg

Kc
1

Kg

1

S
Op
Oc¢
Op
Ok

(5.19)

(5.20)

(5.21)

(5.22)
(5.23)

(5.24)

(5.25)

Inverting the coefficient matrix allows for the steady state fractional concentra-

tions of the species to be determined. Such an inversion is trivial using a standard

algebraic manipulation software package. The actual numeric values for these con-

centrations are dependent on the input parameters comprising K4. Calculated

steady state values corresponding to the baseline case are presented in section 8.3.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



60

The analysis here focuses on the analytic nature of the steady state behavior.
The coefficients K x depend on the relative flux, Fx. Furthermore, there is an ab-
sence of a direct dependence on the total flux. Thus, the steady state fractional
concentrations are directly affected by the relative fluxes of the species, not by the
total lux. This has a significant impact on the behavior of the steady state con-
centrations with altitude. As altitude increases, overall ambient density decreases,
accompanied by an decrease in incident flux. Without this analysis, it is reasonable
to assume that as the incident flux decreases so will the overall surface coverage.
The analysis shows that this is not necessarily the case; it is the relative fluxes that
are important. The overall coverage could increase, decrease or remain constant
with altitude, depending on the physical parameters.

This perhaps counterintuitive behavior can be viewed as a general balance be-
tween adsorption and collisional desorption. As flux increases, the rate of adsorption
increases. Counteracting this, as flux increases, the rate of collisional desorption
also increases. In effect, the two phenomena compete and as a result the coverages

become insensitive to the total incident flux.

5.2.2 Time Scale Analysis

The prior examination of the governing system of equations addressed the steady
state surface concentrations. It did not address the time required to reach steady
state and hence the inherent time scale of the system. Again, numeric values for this
time scale are not important here; it is more useful to consider to which of the input
parameters the time scale is sensitive. To this end, the analysis starts with Eq. 5.9

and assumes that the sticking coefficients and collisional desorption cross-sections
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are the same for all species. The rate of change of total surface coverage, obtained

by adding the respective equations for each species, is:

dOr _ SFr

— == (1 —Or) — FrOra®. (5.26)

The assumption of identical event parameters for each species allows the equation
to be separated. While the subsequent integration is still complicated and will not

be included here, examination of the first step is insightful:

dOr

(;s; (1-©r)- 910“) = Frdt. (5.27)

The right-hand side shows that the time scale of the system depends directly on
the total incident flux. The more molecules that strike the surface, the faster the
surface concentration builds up and the faster adsorption comes into balance with
collisional desorption. This is an important distinction; the steady state values
depend on the relative flux, while the time scale of the system depends on the total

Aux.

5.2.3 Effects of Thermal Desorption

Exclusion of the chemical events in a steady state analysis is defensible. An exam-
ination of the terms and baseline input conditions show the chemical effects to be
several orders of magnitude less than physical effects. Neglecting thermal desorption
is less justifiable. Further insight is gained from a steady state analysis including
thermal desorption.

Analogous to Eq. 5.9, an equation describing the rate of change of surface cov-

erage is written for a system with physical adsorption, thermal desorption and
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collisional desorption:

N N
@4 _ SaFa (1 - Zei) _ 24 S Feadt (5.28)
=1 =1

dt ng Ta

Once again, this is expressed without the use of summations:

d
eA:S"FA(l_eA—GB—...)—E—)i—O'AFTeA- (5.29)
dt ng TA

As before, the derivative is zero under the assumption of steady state and the

terms are rearranged:

54k (1-©4—Op—-...) = oaFrO4+ %, (5.30)
A

Ng

SaFy

s

1
1-©4-65-...) = 64 [0.4FT + T—] . (5.31)
A

It is not possible to separate the coefficients into two constants, one comprised solely
of fluxes and one expressed in terms of other input parameters. Defining a single

coefficient term does simplify the analysis:

Ds= SaFa . (5.32)
Mg [(J’A(F:.q-*-1:‘34"...)‘!-L

TA

Equation 5.31 becomes:

Ds(1-6,4-6p—...) = Oy, (5.33)
04 = 5 1-65-6c—..) (5.34)

Similar to the previous analysis, another coefficient term is defined:

D,
1 +DA.

Ka= (5.35)

Consideration of all the species results in a matrix equation of the exact same form

as Eq. 5.25. The identical solution method is of course valid.
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The differences in the solution lie in the definitions of Kx and, ultimately, Dx.

To gain physical insight into the behavior, Dx is expressed in a different form:

SxFxTx
n,[Txo'xFT + 1] ’
SxtxF. .
_ XTx/Tx _ (5.36)
n,[‘r,\—a,\- + 7
aFx

—.
3+FT'

Dx =

(5.37)

Constants of proportionality o and 3 are used to focus on the key characteristics of
the relation. From Eq. 5.37, the matrix elements, and hence the surface coverage,
are shown to depend on both the relative flux and the total flux.

Unlike the case without thermal desorption, the steady steady surface concen-
trations are dependent on the total flux. This effect also has a physical explanation.
The initial analysis shows that regardless of the total flux, the surface concentra-
tions approach the same values. The rate of thermal desorption varies directly with
the surface concentrations and is unaffected by the flux. Replacing these thermally
desorbed particles occurs with a greater frequency with a greater flux. An alterna-
tive way of thinking of this is that the time scale of the system is shorter with a
greater flux, and thus the system can more readily adapt to the perturbation caused

by thermal desorption.
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Chapter 6

Computational Considerations

An overview of the solution method is given in Section 1.3. Individual treatments
of the numerical techniques employed in the solution procedure are presented in
Chapters 3-5. Use of these techniques requires a number of issues to be considered.
These issues include determining both input and control parameters and efficiently

using computational resources. A discussion of these issues forms a basis for this

chapter.

6.1 DSMC Simulations

As is discussed previously, the DSMC method is chosen to simulate the flow field
around glow-producing surfaces. Given the rarefied nature of these flow fields, it is
expected that a large spatial domain is necessary to resolve the relevant features.
Coupled with the added difficulty of tracking rare species, the spatial scope of the
simulations dictates that the DSMC method requires the greatest computational

effort of all the techniques of the solution procedure. This section deals with the
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determination of the input parameters for the DSMC simulations, a description of
the decomposition of the spatial domain, and computational efficiency issues as they

relate to the DSMC method.

6.1.1 Atmospheric Composition and Temperature

Section 2.5.2 gives an overview of the nature of the atmospheric composition in the
altitude range considered here. The concentration of a majority of the atmospheric
constituents is determined using the Mass Spectrometer Incoherent Scatter (MSLS)
neutral atmosphere model{39]. The MSIS model describes the overall temperature
and the number densities of N,, N, O,, O, He, Ar, and H. Of these species, nitrogen
and oxygen are present in significant quantity to be important in this study. The
other species have a lower relative concentration and are not involved in the chemical
path leading to glow production.

The MSIS model uses a number of parameters as input, including latitude, lon-
gitude. time of year, local time of day, solar activity and the magnetic activity of
the Earth. It is difficult to correlate any of these parameters with conditions expe-
rienced by an orbiting vehicle. For example, data from the Atmosphere Explorer
satellite were taken over a period of several years. During this time, the satellite
clearly changed geographic position. Furthermore, solar and magnetic activity var-
ied significantly over this time period. It is not practical, therefore, to attempt
to match the input conditions to the MSIS model to the actual conditions experi-
enced by the satellite. Instead, the model is used to generate a reasonable sample
atmosphere. For reference, the input conditions to the MSIS model are given in

Table 6.1. These conditions match the planned re-entry point of the Skipper satel-
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Table 6.1. Input Parameters to the MSIS Model

Day 196
Year 1995
Local Time 12 hours
Latitude 23°N
Longitude 164°E

3 Month Average of Fig7 Flux 101.69
Daily F .7 Flux 101.69

Daily Magnetic Index, Ap 14.33

lite. Figure 6.1 shows variation of number densities of both molecular and atomic
nitrogen and oxygen in the MSIS-generated atmosphere. There is an increase in
relative concentration of atomic nitrogen with altitude. Conversely, there is a de-
crease of molecular oxygen. At lower altitudes, molecular nitrogen is the dominant
species; at the higher altitudes atomic oxygen dominates. Characteristics of the
atmospheric structure are examined in Section 2.5.2 with discussions of Figure 2.6.

Nitric oxide is the one species critical to glow production whose ambient concen-
tration is not predicted by the MSIS model. As explained in Section 2.5.2, NO is
part of the odd-nitrogen cycle in the atmosphere. [ts concentration is very sensitive
to atmospheric and other conditions; prediction by an analytic model is correspond-
ingly very difficult. However, for the accurate calculation of glow production, some
reliable estimate of ambient NO concentration must be made. Values are taken
from measurements of the Neutral Atmosphere Composition Experiment (see Sec-

tion 2.1.2). As is expected, the measurements of NO density from NACE show a
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Figure 6.1. Variation of Species Number Densities with Altitude

large amount of variation. At each altitude of interest, a lower and upper bound
is determined from the NACE data. Thus, two DSMC simulations are performed
at each altitude; one uses the lower NO concentration, the other the higher con-
centration. These values are presented in Figure 6.2. Also presented in the figure
is an estimation of the variation of NO number density based on an analysis of
the theoretical scale height. While only an approximation, comparison of the the
scale height estimate with the NACE data shows that at the upper altitudes the
measured values are greater than what is predicted by theory.

The ambient temperature at each altitude is taken directly from the MSIS model.
Values for these temperatures are given in Table 2.1. There is a direct increase

in temperature with altitude, as is expected in the thermosphere. Together, the
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Figure 6.2. Ambient NO Concentrations Measured by NACE

temperature and individual number densities serve as the input parameters to the

DSMC simulations.

6.1.2 Source-Term Chemistry Reaction Cross-Sections

Section 4.2.2 describes the method of including the effects of common species chem-
ical reaction in the overlay simulations. The formulation used requires the determi-
nation of collision cross-sections for the reactants in question. Two different means
are used to determine the cross-sections. With the first approach, the values are
approximated from experimental measurements{103]. In the second approach, the
cross-sections are obtained from a molecular dynamics trajectory analysis[81]. The

trajectory analysis is considered to give more accurate cross-sections. Thus the first
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Table 6.2. Source-Term Chemistry Reaction Cross-Sections

Reaction Number Experimental Estimate Trajectory Estimate
102 m? 1022 m?

4.5 4.0 10.25

4.6 6.0 33.9

4.9 n/a 381

4.10 n/a 390

approach was not used for all source-term reactions. Cross-sections determined for

all source term reactions are given in Table 6.2.

6.1.3 Domain Decomposition

As dictated by the DSMC method, the spatial domain is decomposed into a number
of individual cells. Typically, these cells are sized based on the local mean free path
in the flow. An examination of the mean free path values in Table 2.1 shows that
this a partially unacceptable choice. The mean free paths are too large to form
a useful basis for the cell size in all areas of the domain. Near the satellite body,
the local mean path is shorter as the gas molecules build up in front of the ram
surface. These values are used in determining the cell size. Away from the body, the
cell size is set to a constant value. This size is chosen to give reasonable resolution
without unacceptable computational costs. Two different grids are used-one for the
altitudes below 200 km and one for 200 km and above altitudes. The two grids are
shown in Figures 6.3 and 6.4, respectively. The lower altitude grid has 215 cells

and the upper altitude grid contains 86 cells. In both cases the advancing front

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



70

Radial Distance [m]

Axial Distance [m]

Figure 6.3. Computational Grid for Altitudes Below 200 km

method[104] is used to calculate the actual location of the cell nodes to generate
the grids.

All of the simulations performed using the two grids are axisymmetric, with the
x-axis used as the axis of symmetry. The actual geometry of the AE flow field is not
axisymmetric—it is fully three-dimensional. This is due to the fact that the spin
axis of the satellite is perpendicular to the velocity vector. For the simulations of
the AE satellite, a cylindrical body is used to represent the satellite. The cylinder
has an area chosen to match the area of the actual satellite as seen by the incident
flow. While obviously an approximation, it is a necessary and acceptable one. A
fully three-dimensional calculation would carry a significantly higher computational

cost. The rarefied nature of the flow field suggests that the differences in glow
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Figure 6.4. Computational Grid for Altitudes At 200km or Greater

brightness between an axisymmetric and three-dimensional simulation would be
insignificant. The flow field around the space shuttle is also three-dimensional in
nature. Simulation of this complex geometry is beyond the scope of the present
work. The same axisvmmetric grid is used for the shuttle simulations. In essence,
the conditions around the shuttle tail are simulated using a cylindrical test plate.
The flow field around the shuttle is nearly collisionless. thus this approximation is
again acceptable.

Two different grids are used because the overall number density drops signifi-
cantly with altitude. At the lower altitudes, the density is high enough that the
flow is collisional. The relatively large domain is used to capture the flow structure

that develops from the collisions. A comparatively smaller domain is used for the
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higher altitudes. Under these conditions, the flow is nearly collisionless and there
is not much of a discernible structure. The most important spatial constraint at
the upper altitudes is that the region with significant source term chemistry (see
Section 4.2.2) is included. This chemistry occurs in a region in front of the ram
surface, where the bimodal nature of the velocity distribution is most severe. A

more complete discussion of this is found in Section 7.2.

6.1.4 Computational Performance

The DSMC simulations are performed using a scalar-optimized, parallelized code
(MONACO)[105]. The base MONACO code is modified to perform a DSMC overlay
as described in Chapter 4. The code is capable of running on an arbitrary number
of processors. Details of the design and implementation of the MONACO code are
to be found in the listed reference, and the modifications made to allow for the
overlay do not significantly impact the optimization schemes of the code.

The main impact on the code performance is a vastly increased memory require-
ment. The velocity and energy distributions that are stored in each cell for every
species (see Section 4.2.1) require a large amount of memory. Efforts are made
to store the distributions in an efficient manner. Despite this, the increase in the
memory usage is very significant. In the worst case, an overlay simulation requires
five times the memory of a comparable, standard DSMC simulation. This puts a
stronger constraint on the hardware that can be used to perform an overlay cal-
culation. Furthermore, saving the distribution data to disk has a noticeable effect
on the simulation time. Because the distributions are maintained for each cell, the

increase in memory usage scales directly with the number of cells in the domain.
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The reduction in the number of cells in the upper altitude grid thus results in a
large savings in the memory used by the simulations.

For most of the cases, the code is run on an IBM SP-2 parallel super com-
puter. Four nodes are used to track approximately 250,000 particles. Typically,
more particles can be assigned to each processor. The memory overhead of the
overlay method requires that the cells be divided among the individual processors.
In base simulations a performance of 5.8 us/particle/timestep during the transient
phase and of 7.5 us/particle/timestep during sampling is achieved. In overlay simu-
lations, the performance is 12.0 us/particle/timestep and 14.5 ps/particle/timestep
during the transient and sampling phases, respectively. The increased time per par-
ticle during the overlay simulation indicates the computational overhead of creating
temporary particles from the recorded distributions. Overall, the wall clock time

for each simulation is on the order of a few hours.

6.2 Surface Event Modeling

The set of surface events is described in differential form in Section 5.1. The Runge-
Kutta method is employed to solve the system of equations; the details of the
implementation are given in Section 5.1.3. This section provides a listing of all the
parameters controlling the surface events. A discussion of the issues involved to

model the effects of satellite rotation is also included.
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6.2.1 Event Parameters

The model of the surface events is controlled by a large number of parameters.
In particular, adsorption is described by a sticking coefficient, thermal desorption
by a characteristic time, collisional desorption and gas-surface reactions by cross-
sections and surface-surface reactions by a reaction rate. Values for these parameters
are taken from a report by Gorelev[83]. Independent sources for these values are
presented in Section 5.1.3. Numerical values for these parameters are given in
Table 6.3 for non-reacting events, and Table 6.4 for reacting events. All of the

events are numbered and labeled for reference in the following chapters.

6.2.2 Satellite Rotation

Aside from the the input parameters detailed above, the Runge-Kutta simulation
requires as input incident fluxes for each of the species. Values for these fluxes are
determined from the overlay DSMC simulations. Accounting for the spin of the At-
mosphere Explorer satellite requires a small modification to the solution procedure.
These base fluxes are modified by a piece-wise function consisting of a sinusoidal
term for the forward half of the rotation and a null term for the back half of the
rotation. This has the overall effect of reducing the total flux to the surface in
comparison to the despun case. The sinusoidal term represents the increase in flux
as the ram surface rotates into the direction of the velocity vector and an equal
decrease as it rotates away. The null term represents the half period that the ram
surface spends in the shadow of the satellite body. A visual representation of this, is
found in Figure 2.2. The period of the rotation is fixed at 15 s to match the actual

rotational period of the AE satellite (see Section 2.1.1).
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6.3 Uncertainties and Assumptions

Throughout the discussion of the methods used to calculate spacecraft glow a num-
ber of simplifving assumptions are made. Furthermore, some fundamental uncer-
tainties in the process are indicated. It is insightful to restate these uncertainties
and assumptions. From this, a better understanding of the relationship between
the real world phenomena and the simulation method is gained.

A primary uncertainty exists in determining the ambient atmospheric conditions
experienced by the ram surface. This is a two-fold problem. First, the atmospheric
model predicts different conditions based on a variety of parameters. Given that
the available experimental glow data has been taken over a long period of time
and in a multitude of locations, it is impossible to exactly recreate the ambient
conditions using an analytical model. Furthermore, experimental measurements of
the ambient conditions taken concurrently with the glow measurements are rarely
exhaustive enough to provide a profile of the required detail. Second, the concen-
tration of nitric oxide is highly sensitive to many atmospheric parameters. Thus,
it is fundamentally difficult to model the nitric oxide density analytically. For this
work, direct measurements of the NO density are used. The measurements them-
selves have a large scatter and are taken as only bounds on the likely nitric oxide
concentration.

In flow fields leading to glow production, some of the chemical species are present
only in low quantities. These rare species are difficult to simulate accurately. The
method developed here is the DSMC overlay method and, as implemented, relies on
several assumptions. First and foremost is the assumption that the general nature of

the flow field is determined exclusively by the common species. This allows for the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



76

base simulation to be performed while disregarding the rare species. Second, three
independent velocity distributions are recorded for each common species during
the base simulation. It is assumed that these distributions are uncorrelated. This
prevents the complexity of the stored distributions from becoming unmanageable. A
third assumption is made in the mechanics of the common-rare collisions. In these
collisions, a common particle is created from the stored distributions, affects the
momentum and energy of the rare particle and is then destroyed. This mechanism
does not conserve momentum or energy. It is assumed that effects of these collisions
represents the common-rare interactions in the real flow. Finally, production from
rare chemical events is modeled via a source term. An average value for the reactant
energy is used in these reactions. While this is obviously an approximation, the
source term production is a key element in the overall solution procedure.

An axisymmetric domain is used, despite the fact that the actual domain includes
three-dimensional effects. The rarefied nature of the flow field presumably justifies
such an assumption. The glow predictions from a full three-dimensional simulation
would not differ from the axisymmetric prediction to a large enough extent to justify
the increased computational cost.

All of the surface events are assumed to occur on top of a monolayer of chemically
adsorbed atomic oxygen. This dictates that all adsorption events are physical, as
the chemically adsorbed oxygen is not available for further reactions. Parameters
taken from experiments for each and every event are not available. Quite simply,
each of the events has not been studied in detail. The parameters that are used
are taken from experiments with different conditions, such as clean surfaces, and

that allow for additional types of events such as chemical or dissociative adsorption.
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Furthermore, the temperature of the surface is implicitly assumed in the parameters
as used. Many of the experimental measurements of these parameters are taken at
varving surface temperatures. The parameters used, while not identical to the
conditions of the simulation, are taken from experiments that most closely match
the simulation conditions.

A simple analytical model is used to convert between emitted nitrogen dioxide
flux and glow brightness. This model assumes that the excited nitrogen dioxide
emits a photon instantaneously. In reality, the excited molecule has a finite lifetime
before it emits. Given the reported short lifetime of NOj, the effects of this as-
sumption are minimal. The model neglects any effects of the spatial distribution of
the emitting molecules and the geometry of the photometer. Finally, the frequency
of the glow is determined probabilistically from measured spectra of glow. These
spectra, as measured quantities, have there own inherent sources of error.

Despite the large number of assumptions and uncertainties described here, the
solution procedure is a very detailed treatment of spacecraft glow. Particle prop-
erties are tracked down to the molecular level, which is a necessity in such rarefied
flows. Rare, vet important, chemical species are also simulated with good statistical
accuracy. A complex set of surface events is time-accurately modeled. The effects
of satellite rotation are included. The frequency of the simulated glow is matched
to experimental spectra. Overall, this represents a highly detailed procedure that

is necessary to capture the behavior of spacecraft flow.
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Table 6.3. Non-Reacting Events

Physical Adsorption Events S
N, +X — N& 0.03 (el)
O +X — 02 0.03 (€2)
NO +X - NO® 0.3 (€3)
N4+X o Ne 0.3 (ed)
0+X = 0° 0.3 (5)
Thermal Desorption Events 7a [s]
NS 5 Np +X 0.25 (e6)
02 = Oy +X 0.25 (€7)
NO® — NO +X 25.00 (e8)
N* 5 N 4X 25.00 (e9)
0° - 0 +X 25.00 (el0)
NO2 — NO, +X 25.00 (ell)
Collisional Desorption Events o9 [m?]
M+ NS o Ny + M +X 1.0 x 10~19 (e12)
M+08 =0y +M+X 1.0 x 10719 (e13)
M+NO* > NO+M+X  45x10°% (e14)
M+ N> N+M+X 4.5 x 10729 (el5)
M+0® = 0+M+X 4.5 x 102 (e16)
M+ NO% — NO; + M +X  45x10-% (el7)
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Table 6.4. Reacting Events

Eley-Rideal Reactions o [m?]
Ny + 0% + X = NO® +N¢ 2.7 x 10-2 (e18)
O + N* - NO® 3.6 x 10~ (e19)
N + 0° - NO® 3.6 x 10-2 (20)
O + NO& - NO*+ O, 1.0 x 10~ (e21)
N + 0% — NO* +X 2.5 x 10~2! (22)
O + N - NO* +X 2.5 x 102! (e23)
O + NO?* - NO2 1.0 x 10~2! (e24)
NO + 0® —» NO2 1.0 x 10~2! (€25)
NO + O° = NOj +X 1.0 x 102! (e26)
NO + NO® = NOj +N® + X 1.0 x 102! (e27)
3 + NO® = NO; +X 1.0 x 102! (e28)
O+ 0 0, +X 45 x 1072 (e29)
Langmuir-Hinshelwood Reactions K" [m?|
0%+ N* > NO*+ X 5.0 x 1073 (e30)
N® + N® - Np + 2X 5.0 x 10~2 (e31)
0%+ 0% = O, + 2X 5.0 x 10-28 (e32)
0° + NO® - NO; + 2X 5.0 x 1072 (e33)
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Chapter 7

Flow Field Results

While the ultimate goal of the present work is to calculate glow brightness and
compare with experimental measurements, a wealth of other results is produced
during the multi-step solution procedure. Analysis of these results allows for a
better understanding of the precursor steps leading to glow production. Specifically,
sensitivity to the various input conditions and controlling parameters is assessed.
Examination of the precursor results is critical to understanding the strengths and
weaknesses at each step of the simulation procedure.

The overlay DSMC method allows for the simulation of the rarefied flow field
around ram surfaces that typically leads to glow production. This chapter examines
the general structure of these flow fields through the study of macroscopic variables.
Additionally, the microscopic structure of the flow fields is analyzed, with an exam-

ination of recorded distribution functions.

80
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Figure 7.1. Bulk Species Number Density at 140 km
7.1 General Structure

From the previous discussions of the rarefied nature of the typical glow produc-
ing flow fields, large and diffuse structures are expected. The first altitude to be
considered is 140 km, the lowest altitude of the studied range. Consistent with
the assumption that allows for an overlay method in general, the behavior of the
common species is assumed to determine the overall structure of the flow field.
Figure 7.1 shows a contour plot of the number density of the bulk gas around the
Atmosphere Explorer satellite at an altitude of 140 km. No evidence of a shock is
visible. An increase of density by over an order of magnitude is present in front of

the ram surface of the simulated AE geometry. Even in this region, the mean free
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Figure 7.2. Bulk Species Translational Temperature Density at 140 km

path is large enough that collisions are relatively rare. Irregularities in the density
contours are due to the coarseness of the grid. An increase in the number of cells
would allow for smoother contours at the expense of computational effort. Accuracy
to this degree is not required and therefore is not pursued to save computational
cost.

A contour plot of the translational temperature for the same flow field at the
same conditions is presented in Figure 7.2. The limited significance of temperature
is discussed in Section 2.5.1. Regardless, several useful observations about the
temperature structure can be made. First, compared to temperature shocks at
continuum densities, the shock is extremely diffuse. There is not a sufficient number

of collisions to define a sharp shock structure, as is expected in rarefied flows.
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Figure 7.3. Bulk Species Number Density at 300 km

Second, the region of the highest temperature indicates the area of the flow field
with the largest number of high energy collisions. This will become evident in an
analysis of the velocity distribution functions in this region, presented in Section 7.2.
It is in this region that a predominant portion of the source term chemistry occurs.

While similar in structure, the flow field at 300 km is included for completeness.
This flow field represents the structure at the upper regime of the altitude range
considered. As with the lower altitude, the macroscopic values for the bulk gas
are used. Number density contours are given in Figure 7.3. The relative increase
in density before the ram surface of the satellite is slightly less than in the lower
altitude case. An increase of just under an order of magnitude is seen. Other than

that difference, the general density structure at the two altitudes, and thus over the
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Figure 7.4. Bulk Species Translational Temperature at 300 km

entire range considered, is similar.

Translational temperature contours are shown in Figure 7.4. While visibly dis-
parate, the behavior of the weak temperature shock is very similar at 300 km to
the behavior at 140 km. The apparent difference is caused by the reduced spatial
extent of the computational grid so that the top portion of the diffuse bow shock is
not captured. The lack of this feature is of no importance, because that portion of
the flow field has a negligible effect on the ram surface. The justification is that the
flow field is essentially collisionless. What is viewed as a temperature shock is ac-
tually two families of particles passing by each other. Molecules that reflect off the
ram surface have no opportunity to undergo a collision and interact again with the

ram surface. Even production through source term chemistry is limited. In general,
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Figure 7.5. Number Density Variation Along the Stagnation Streamline at 140 km

molecules created via the source term chemistry have a velocity biased in the radial
direction. Thus, the few particles created in the region of high collision energy that
is above the portion included on the truncated grid, do not have sufficient radial
velocities to impinge on the ram surface.

The previous plots of number density depict the behavior of the bulk gas. Trends
of the number densities of the individual species are also of interest. Figure 7.5 shows
the density variation of all species along the stagnation streamline at 140 km. At
this altitude NO and N are the rare species. Accordingly, values for their density
have been taken from the overlay simulation at 140 km. Their density curves are
marked with symbols in order to distinguish them from the common species density.

Throughout the entire range, the concentration of the rare species is indeed at least
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twenty times less than the least abundant common species. Thus, the assumption
that the rare species are rare throughout the flow field is a valid one. Two other
features are of note. First, the rate of increase near the ram surface of the density
of the rare species is greater than that of the common species. The difference is
attributed to the creation of NO and N through the source term chemistry. Despite
this additional source, the rare species remain rare even near the ram surface. This
supports the assumption that chemical production does not affect the rarity of
an individual species. Second. the density of Oz decreases just before the ram
surface. In this region, the overall density is higher, resulting in more collisions.
The increased number of collisions leads to more dissociation reactions of molecular
oxygen. The density of atomic oxygen is significantly greater than that of molecular

oxvgen, thus the effects of dissociation are not visible in the atomic oxygen density

profile.

7.2 Velocity Distributions

An analysis of the microscopic behavior of the flow field is also insightful. The
axial velocity distribution functions of nitric oxide are examined. Furthermore, the
sensitivity to the different source term chemistry reaction cross-sections is studied
(see Section 6.1.2). Comparison of the effects of the two reaction cross-sections
tested is most appropriately studied at the lowest altitude considered, 140 km. At
this altitude, the base flow field density is the highest, and therefore the effects of
changing the cross-section are the most noticeable. Figures 7.6 — 7.9 compare the
nitric oxide axial velocity distributions for two different cross-sections at 140 km at

four points in the flow field. The four points chosen are: (1) the inflow cell along
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the axis approximately 10 m from the front of the satellite; (2) a mid-flow field cell
approximately 3 m from the surface on the axis; (3) the last cell before the wall on
the axis; (4) and on the ram surface of the satellite itself.

Figure 7.6 compares the axial velocity distribution in the inflow cell along the
axis. In both cases, two distinct groups of particles are evident. The group with
the high, positive axial velocity represents free stream particles moving towards the
satellite at orbital speeds. The other represents particles that have collided with the
front face of the satellite and are moving away with a negative axial velocity. Given
the extremely rarefied conditions, these particles travel throughout the entire flow
field without undergoing collisions. Note that the relative frequency of particles
in the rebounded group is larger with the second, larger cross-sections (o2). With
the larger cross-section. more particles are created throughout the flow field due to
the source chemistry. A majority of these particles also collide with the surface,
rebound and are sampled in the inflow cell with a negative axial velocity.

A comparison of the axial velocity distributions in the mid-flow field cell on the
axis is presented in Figure 7.7. The two groups evident in the inflow cell are also seen
here. It is in this region that a majority of the source term chemistry occurs. The
relative increase of the negative axial velocity group with the second cross-section is
also apparent. In addition to these groups, two smaller groups are distinguishable.
Noticeably smaller in magnitude than the first two groups, these can be seen at an
axial velocity of about 5 km/s. These groups represent the particles created through
the source term chemistry that have yet to collide with the AE satellite. The two
peaks in this grouping show the difference in the center of mass velocity in the two

source term reactions. When an N, molecule traveling at orbital speed collides with
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Figure 7.6. Axial Velocity Distribution Functions at the Inflow

a reflected oxygen atom, the center of mass velocity is larger than when the atomic
oxygen is traveling at orbital speed and collides with a reflected N, molecule.

Near the wall, the comparison between the distributions is noticeably different.
In both cases shown in Figure 7.8, the distribution is dominated by a group of
reflected particles, moving in the negative axial direction with a relatively slow
speed. The form of these distributions is consistent with the number density profiles.
The magnitude of the velocity of the rebounding particles is relatively small, so that
it will take a much longer time for these particles to leave the cell than it will for
the high speed free stream particles in the opposite direction. Consequently, at any
time there are many more reflected particles than free stream particles in cells near

the surface. As was noted previously, due to a lack of gas-gas collisions, very few of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



89

0 5000 10000
v, (m/s)

Figure 7.7. Axial Velocity Distribution Functions in the Middle Flow Field

these particles ever collide and strike the surface again.

The final comparison of the effects of changing the reaction cross-section is given
in Figure 7.9 which shows distributions of the normal velocity component along the
ram surface of particles striking the wall. The appearance of these distributions is
remarkably different than those sampled near the wall. This is due to the absence
of the peak representing the reflected particles that dominated the previous distri-
butions. In the distributions for both of the cross-sections, the presence of source
term NO as well as free stream NO is evident. Also distinguishable is the bimodal
behavior of the source term particles. Once again, the increased importance of
the source term chemistry is visible; the distribution obtained using the second set

of cross-sections is heavily weighted towards these particles. The predominance of
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Figure 7.8. Axial Velocity Distribution Functions Near the Wall

source term particles is so large enough to greatly overshadow the free stream peak.
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Chapter 8

Surface Results

An understanding of the surface event phenomena is critical in interpreting glow
brightness calculations. This chapter presents a variety of results detailing the
physical behavior at the ram surface. First, an examination of the characteristics
of the incident surface fluxes is presented. Second, representative cases are chosen
and studied in detail, with particular emphasis being given to the effects of satellite
rotation. Finally, the steady state behavior of surface coverages is shown, along

with a comparison to the theoretical predictions.

8.1 Incident Fluxes

As discussed in Section 1.3, the flow field calculations and the surface concentration
calculations are coupled via the incident surface fluxes. Along with the event pa-
rameters, these fluxes drive the behavior of the surface concentrations. Figure 8.1
shows the variation in the incident fluxes of the individual species with altitude. A

general trend of decreased flux with altitude is noted. This is expected from the

92
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Figure 8.1. Variation of the Incident Surface Flux with Altitude

general decrease in ambient density with altitude. More importantly, the relative
contribution to the total flux from each species changes with altitude. Specifically,
NO. N and O contribute more to the total flux as altitude increases. Given that
the relative composition of the atmosphere changes with altitude (see Figure 2.6),
it follows that there will be variations in the relative importance of the fluxes of
individual species.

The incident flux of nitric oxide that participates in the production of glow
has two sources. Nitric oxide is found in limited concentrations in the ambient
atmosphere. As was mentioned previously, these concentrations vary significantly
due to solar activity, magnetic cycles, and other phenomena. Again, for this reason,

the ambient concentrations of NO are taken from the NACE experiment. Nitric

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



94

300

280

260

240

220

Altitude [km)

200

180

160

lllll'llll'llll'llllllllllllllllllllllll'll

140

A M W Y | I I S A Y | L U S B b BN |

10* 107 10°
Fraction of Total NO Flux due to Chemically Produced NO

-
o
[*

Figure 8.2. Contribution of Chemically Produced NO to Total Incident NO Flux

oxide is also produced chemically in the weak shock in front of the vehicle. At the
higher altitudes. the flow is almost collisionless and the production of NO in the
weak shock is negligible. Thus, almost all of the NO in the flow field is ambient NO.
At the lower altitudes, a significant portion of the NO in the flow field is produced
through gas-gas reactions. This behavior is quantified in Figure 8.2. The plot shows
the fraction of the total incident NO flux that is chemically produced NO. Values for
both the low and high ambient nitric oxide concentrations are plotted. As expected,
this fraction decreases as altitude increases.

Figure 8.3 illustrates distributions of the normal velocity component of nitric
oxide particles impacting the vehicle surface for the high ambient NO conditions.

At 180 km, the majority of the particles striking the surface have a velocity centered
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around 8 km/s with a thermal spread corresponding to free stream conditions. This
peak represents free stream particles that have reached the surface of the satellite
without undergoing any collisions. The two other peaks in the 180 km distribution
are representative of the nitric oxide particles created from source term reactions.
The two distinct peaks are due to the different center of mass velocities of the
two production reactions. The velocity distribution at 140 km shows a similar
form. The main distinction lies in the relative importance of the source term NO
to free stream NO. At 140 km. the majority of NO particles striking the surface are
created in the flow field, as opposed to those present in the ambient atmosphere.
It should also be noted that, due to the importance of the source term chemistry

at the lower altitudes. the average velocity of the NO particles hitting the surface
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is comparatively lower than at the higher altitudes. This becomes important when

interpreting the variation of glow brightness with altitude.

8.2 Time Varying Behavior

The 140 km, high NO concentration and the 300 km., low NO concentration con-
ditions are chosen as the representative cases. Given that the 140 km case has the
highest ambient density of all of the conditions considered, chemical effects should
be the most visible at this altitude. Conversely, the chemical effects should be at
a minimum at 300 km. The initial surface coverage of all species at both altitudes
is zero. While the assumption of a clean surface is certainly not to be expected for
the real satellite surface, it provides a uniform starting condition. In all cases, the
normal of the simulated surface is parallel with the velocity vector every 15 s. The
incident fluxes are at a maximum at these times. A more complete discussion of
the variation of fluxes with rotation is found in Section 2.1.1.
Surface coverages for all six species at 140 km are shown in Figures 8.4 and 8.5.
As expected. all species show a cyclic variation in coverage with time. All species
also show a truncated peak in coverage. an indication that the time scale of the
svstem of governing differential equations is short enough at this altitude for the
coverages to reach their steady state value. Furthermore, the time periods of peak
coverage are offset from the times that the surface is directly perpendicular to the
flow. Given the inherent time-scale of the surface phenomena, this is expected. It
takes time for the surface coverages to increase as the flux increases. Similarly, it
takes time for the coverages to decrease as the surface rotates away and the incident

fuxes decrease. The disparate behavior of N, and O, is notable when compared to
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Figure 8.4. Effects of Satellite Rotation on Surface Concentrations of NO, N, O
and NO,

the other species. Both of these species have relatively low thermal desorption times.
Thus when the surface is rotated away from the incident flux, their coverages drop
rapidly, giving the extreme variability shown in Figure 8.5. For practical purposes,
the surface coverage of molecular nitrogen and oxygen is zero during the time that
the surface is in the shadow of the satellite. Finally, atomic oxygen is the dominant
species, with a coverage an order of magnitude greater than N, and at least two
orders of magnitude greater than all other species. However, the surface coverage
even of atomic oxygen is only approximately 10%, indicating that the surface is
primarily uncovered at this altitude.

For comparison, the surface coverages of all six species at 300 km is shown in
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Figure 8.6. While the general cyclic behavior of each species is similar, several
specific differences are apparent. Notably, the peaks in coverage with each cycle are
not truncated. The time scale of the system is longer at 300 km due to the lower
total incident flux. Thus, there is not sufficient time for the surface coverages to
reach their steady state values in each rotation. Also, there is a gradual increase
in the average level of NO, over the first two cycles. Nitrogen dioxide exists in
negligible quantities in the ambient atmosphere. None of the surface coverage is
due to gaseous NO, that sticks to the surface. All of the adsorbed nitrogen dioxide
is produced chemically on the surface. Consequently, it takes longer for levels to
build up to equilibrium values on the surface. An additional difference between the

two altitude cases is that the surface coverage of atomic oxygen is actually greater at
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Figure 8.6. Species Surface Coverages at 300 km

the higher altitude, where it approaches peak values near 20%. The relative ambient
concentration of atomic oxygen is greater at 300 km, despite the absolute incident
flux being lower than the 140 km case. Thus, at high altitudes, O dominates the
surface events and reaches a higher equilibrium value than at the lower altitudes.
More detailed direct comparisons of the time-accurate surface coverages at dif-
ferent altitudes are not particularly informative. It is more illustrative to compare
relative peak surface concentrations of the species with altitude. Figure 8.7 shows
this comparison. For clarity, molecular nitrogen and oxygen are shown with sym-
bols. The relative surface concentration of these two species decreases with altitude.
This follows directly from the lower ambient concentrations at the higher altitudes.

Similarly, the increase in the surface coverages for atomic nitrogen and oxygen can
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be explained from the higher atmospheric concentrations of these species at the
higher altitudes. The increased coverages of N and O lead to the increased surface
concentration of NO via the Eley-Rideal reactions (el9) and (e20). This, in turn,

results in an increase in the concentration of NO, due to reactions (e24) and (e25).

8.3 Steady State Behavior

A number of analyses of the steady state characteristics of the system are presented
in Section 5.2. The previous analysis of the time-accurate simulation shows that at
the lower altitudes, the peak surface coverages are truncated, indicating that the

steady state value has been reached. It is therefore insightful to investigate the
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Figure 8.8. Comparison of the Surface Coverages of Atomic Oxygen under Despun
and Rotational Conditions

steady state behavior of the system.

A comparison of surface coverage of atomic oxygen under despun and rotational
conditions is given in Figure 8.8. The coverages at two extremes in altitude are
considered. A time period several rotational periods after the start of the simulations
is chosen. Any effects of the clean surface initial condition are no longer present
during this time period. The despun curves represent results from simulations
where the surface is exposed to the ful! incident fluxes for the entire length of the
simulation. These curves closely approximate the steady state values for the chosen
conditions. For the 140 km case, the peak coverage during rotation is seen to
quickly reach a value equal to the despun value; this is the truncation effect seen in

Figures 8.4-8.5. At 300 km, the peak coverage during rotation approaches but does
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not reach the despun value. This difference in behavior is predicted by the time
scale analysis presented in Section 5.2.2. The inherent time scale of the system of
differential equations is found to vary inversely with the total, absolute flux. Thus,
at 140 km, where the maximum flux is much greater, the time scale of the system
is shorter and more quickly reacts to the increase in flux as the surface rotates into
the incident flow. The time scale of the system under these conditions is short
enough that the coverages actually reach their steady state values. At 300 km, the
total flux is less, the time scale much greater, and there is no longer sufficient time
for the coverage of atomic oxygen and the other species to reach their steady state
values. Before this occurs, the surface rotates away from the incident flow and the
coverages begin to decrease.

Simulation of the surface with constant incident flux allows the surface cover-
ages to reach their steady state values. The steady state coverages calculated by the
Runge-Kutta method may be compared to the theoretical steady state coverages
obtained via the analytic analysis presented in Section 5.2. This serves as a means
of validating the implementation of the Runge-Kutta scheme. Consistent with the
assumptions of the theoretical analysis, no surface chemistry is included in any of
the runs used for the comparison. Thermal desorption is included. Figure 8.9 graph-
ically compares the theoretical results with the simulated results. As is evident, the
two calculations agree exactly. Since both results are simulations of the same set of
differential equations, this is expected. The exact agreement is taken as validation
that the Runge-Kutta method is implemented properly.

Also included for completeness in Figure 8.9 are the rotational surface coverages

calculated by the Runge-Kutta method. The forward-looking values are plotted,
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Figure 8.9. Comparison of the Theoretical and Runge-Kutta Calculation of Steady
State Surface Coverages

where the surface coverages are at a maximum. Re-iterating the point of the pre-
vious discussion, the peak rotational values at the lower altitudes are equal to the
steady state values. This is not the case at the upper altitudes. For the species
with long thermal desorption times that dominate the surface coverage (NO, N, O),
the peak rotational values are lower than the steady state values. As is previously
explained, this is a direct result of the longer time scale of the system at the upper
altitudes. The remaining species (N2, O,) actually show a peak rotational cover-
age greater than steady state. This is a result of the lower coverages of the more

common species, allowing for greater rates of physical adsorption.
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Chapter 9

Glow Results

The primary focus of the present work is to use a detailed simulation to calculate
the production of glow in front of ram surfaces in low Earth orbit. This chapter
presents a variety of glow brightness results. The ability to examine many aspects
of glow production shows the benefits provided by the level of detail in the solution
procedure. Specifically, the behavior of the glow brightness with time is presented
and discussed. The sensitivity of the calculated glow brightness to the event pa-
rameters is assessed. From this sensitivity analysis, the critical glow production
and precursor reactions are identified. A comparison is made between the simu-
lated glow brightness and experimental measurements taken during flights of the
AE satellite. Glow measurements taken during flights of the Space Shuttle are also

compared to simulated values.
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9.1 Sensitivity to Event Parameters

Given the large number of surface events, shown in Tables 6.3 and 6.4, it is useful
to study the sensitivity of the glow brightness to the event parameters. From this
sensitivity study, the important events are identified. For each event, the corre-
sponding baseline value of the parameter is multiplied by the factors 0.1, 0.2, 0.5,
2. 5. and 10. Incidences where this multiplicative factor leads to unphysical values
of the parameter are ignored. A complete surface event simulation is performed for
each modified value. The low NO concentration DSMC simulation at 140 km is
used to determine the incident fluxes.

An examination of all of the surface events shows that events (e26), (e27), (e28),
and (e33) are the reactions that lead directly to the production of NO;. These
reactions are referred to as the production reactions. The only reactants in all of
these reactions are NO and O. It is expected that the glow brightness will be most
sensitive to parameters of events relating to these two species.

The sensitivity to the sticking coefficients of the free stream species is shown in
Figure 9.1. Glow brightness is most sensitive to three of the coefficients—those for
N,, NO. and O. For atomic oxygen and nitric oxide, the brightness is proportional to
the sticking coefficient. Increases in the surface coverages of these species enhances
the production reactions. For molecular nitrogen, the brightness is inversely pro-
portional to the sticking coefficient. Molecular nitrogen acts as an inhibitor because
it is not a direct precursor to glow and adsorbed N; competes with precursors for
free surface sites. It is an important inhibitor simply because it is the second most
common species in the altitude range of interest.

The glow shows little sensitivity to the thermal desorption times. The primary
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Figure 9.1. Sensitivity to Sticking Coefficients

effect of changing the desorption time is to change the overall behavior of the sur-
face coverages. The disparate behavior of species with radically different thermal
desorption times is discussed in Section 8.2. Figure 9.2 further demonstrates the
effect. The figure shows the sensitivity of the surface coverage of NO to its des-
orption time at 140 km. A time of 25 s is the baseline value for NO; a value of
0.25 s is consistent with the values for molecular nitrogen and oxygen. With the
shorter desorption time, the coverage of NO drops dramatically while the surface
is in the shadow of the satellite body. The peak coverage values for both cases are
comparable. In essence, the flux of NO is sufficient to build up its coverage to the
steady state values regardless of the starting coverage at the beginning of each cy-

cle. This effect is strongest at the lower altitudes. Importantly, this is not the case
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Figure 9.2. Effect of Thermal Desorption Time on NO Surface Coverage

for glow brightness measurements taken during the shadow half-period. Very little
experimental data is available for this period, so this is not a focus of this sensitivity
analysis. It is noted, however. that a decrease in thermal desorption time of critical

species such as NO and O would result in a decrease in the shadow glow brightness.

The effect of varying the collisional desorption cross-sections is given in Fig-
ure 9.3. For these events, the glow production is sensitive to cross-sections for N, O,
and in particular NO. All three species show that the glow is inversely proportional
to the cross-sections. Given that NO and O are the only reactants of the production
reactions, this sensitivity result is not surprising.

Figure 9.4 shows the sensitivity to the cross-sections for all of the Eley-Rideal
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Figure 9.3. Sensitivity to Collisional Desorption Cross-Sections

reactions. events (el8-e29). The glow brightness is strongly sensitive to changes in
cross-sections for events (el8), (e26), and (e28). The first two of these reactions
lead to an increase in the surface coverage of nitric oxide. The last two of these
reactions are production reactions that lead directly to the formation of NO;. The
magnitude of the sensitivity to event (e28) identifies it as the primary production
reaction. The glow brightness is mildly sensitive to changes in cross-sections for
events (el9), (e20), and (e29). Both (el9) and (e20) positively affect the surface
coverage of NO, so an increase in the cross-sections for these events leads to an
increase in glow. Event (e29) serves to remove atomic oxygen from the surface,
thus glow brightness varies inversely with the cross-section of this event.

The calculated glow brightness shows little sensitivity to the Langmuir-Hinshel-
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Figure 9.4. Sensitivity to Eley-Rideal Cross-Sections

wood reaction rates. This behavior is to be expected after an examination of the
governing system of ODE'’s, Equation 5.6. The term corresponding to production
from a surface-surface reaction contains the expression (1 - ef;‘) nsKg-‘G,-ej. Given
that n, is O(10'9), K is @(10-2), and all other terms are O(1), the magnitude of
this term will be of @(10™%). A similar analysis of another term, e.g. the expression
for collisional desorption, gives a magnitude as high as @(10~"). Therefore, it is not
surprising that Langmuir-Hinshelwood reactions have a limited effect on the overall
glow production.

The sensitivity study shows that parameters relating to nitric oxide and atomic
oxygen are the most important values in determining the glow brightness. Again,

this is to be expected, because NO and O are the only reactants in the production
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reactions. Specifically, the events (el), (e3), (e5), (el4), (el6), (el8), (el9), (e20)
and (e29) are identified as the critical precursor events. Furthermore, the Eley-
Rideal reaction 6 + NO* — \63 +X (e28) is found to be the dominant production
reaction. Reaction (e26) is found to be a secondary production reaction. For clarity,
these reactions are listed in Figure 9.5. Nitric oxide, which participates in many of
these reactions, is highlighted in the figure.

The above sensitivity analysis examined the behavior for the 140 km, high NO
concentration conditions. The sensitivity at 300 km for low NO concentration con-
ditions is also examined. The results of this examination are not different enough
from the results at 140 km to warrant additional figures. There are three notable
differences. First, the glow brightness becomes sensitive to changes in the thermal
desorption time of nitric oxide. The flux of NO at 300 km with low ambient NO

concentration is substantially lower than the flux at 140 km. Therefore, there is
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not a sufficient level of flux to replace the nitric oxide if significant amounts are lost
to thermal desorption. This is another consequence of the increased time scale of
the svstem at higher altitudes. Second, events involving atomic nitrogen become
more important—specifically adsorption, collisional desorption and the Eley-Rideal
reactions (e19) and (e20). This is a direct consequence of the increase of the relative
atomic nitrogen concentration at the upper altitudes. Third, the glow brightness is
slightly sensitive to the Langmuir-Hinshelwood production reaction (e33) even dur-
ing the forward-looking half-period. At the higher altitudes, the flux is lower and the
surface concentrations are comparable if not higher, which explains the increased

significance of surface-surface reactions compared to gas-surface reactions.

9.2 Temporal Variation in Glow Production

Figure 9.6 shows time-accurate results for glow brightness. Both despun and rota-
tional predictions are shown for the 140 km and 300 km altitudes. Comparing the
despun results for both altitudes shows that the brightness reaches its steady state
value very quickly at 140 km, whereas at 300 km nearly 15 s is required. This is
a direct consequence of the higher incident flux at 140 km. The rotational results
exhibit the expected qualitative behavior, showing a cyclic variation with a period
of 15 s. Two distinct phenomena are evident. For each half period corresponding to
when the detector is exposed to the incoming flux, the brightness rises to a maxi-
mum value and then decreases. It may be noted that the peak value occurs slightly
after the time of maximum flux due to the inherent time scale of the chemical pro-
cesses which lead from incident fluxes to glow production. The other half-period

shows a log-linear decrease in glow, corresponding to when the detector is in the
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Figure 9.6. Effects of Satellite Rotation on Glow Brightness

shadow of the satellite and thermal desorption dominates. The peak glow values in
the rotational case at 140 km match the despun steady state value. This is not the
case at 300 km. Again, this is attributed to the lower flux at 300 km.

One counter-intuitive feature of the glow brightness behavior is that in the
shadow region, the glow at 300 km is brighter than the glow at 140 km. To un-
derstand this behavior, it is helpful to examine the contribution of the various pro-
duction reactions. The contribution of glow from the different production reactions
at 140 km is shown in Figure 9.7. This figure shows the one full rotational period
of the simulation, with two half-periods being identified. In the first half-period,
glow production is found to be dominated by gas-surface reaction (€28). Thus, the

magnitude of the incident flux controls glow production in this period. In the sec-
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Figure 9.7. Contribution to Glow Brightness from the Production Reactions

ond half-period, the surface is in the shadow of the satellite and there is no flux to
the surface. Therefore, the only production is through surface-surface reactions and
surface coverages drive the glow production. The curve labeled 'Base Conditions’
tracks the glow production with all reactions included and serves as a basis for
comparison of the other cases. The next curve, labeled ’All Production Reactions’
shows the time history of glow production with only the production reactions in-
cluded. The difference between this case and the base case is attributed mainly to
the increase of the surface concentration of nitric oxide from various precursor reac-
tions, (e18-€21). The third curve of interest represents glow production with only
the critical Eley-Rideal production (e28) and the Langmuir-Hinshelwood produc-

tion reaction (e33) included. There is only a small difference in the first half-period
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between the 'Critical Production’ results and the 'All Production’ result. This is
further evidence of the degree to which reaction (e28) dominates forward-looking
glow production. The fourth curve, 'Langmuir-Hinshelwood’, shows the contribu-
tion to glow production due solely to the surface-surface reaction (e33). Given that
all other production reactions rely on an incident flux, reaction (e33) accounts for all
glow production for the half-period that the surface is in the shadow of the satellite.
The level of production during this period depends only on the surface coverages of
NO and O as the surface rotates into the shadow. This explains why the base case
shows a slightly higher brightness during the shadow half-period. The additional
chemistry in the base case results in a higher coverage of NO. This also explains
why the glow in the shadow half-period is greater at 300 km than at 140 km, as
shown in Figure 9.6. The surface coverages of both NO and O are greater at the
higher altitudes, which is discussed in Section 8.2. These greater coverages result
in greater glow production through reaction (e33).

As a final look into the representative case at 140 km, the orbital speed of the
satellite in the DSMC simulation was lowered from 8 km/s to 7.2 km/s. This lower
value may be more reasonable considering the co-rotation of the atmosphere[4].
Given this reduction of orbital velocity by 10%, the glow production behaves as
expected, with reduction in peak glow brightness of approximately 11%. The small
discrepancy is due to reduced gas-gas chemistry. This close correspondence also

indicates that additional simulations with varied orbital speeds are unnecessary at

any altitude.
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9.3 Atmosphere Explorer Glow Brightness

The Atmosphere Explorer satellites provided a wealth of experimental glow mea-
surements. This section compares calculated glow brightness values with selected
experimental measurements. Some of the factors to which the calculated values are

sensitive are examined and discussed.

9.3.1 Variation With Altitude

The forward-looking values for glow brightness at 656.3 nm for both ambient NO
concentrations are compared to experimental data from the AE satellite in Fig-
ure 9.8. The experimental data are taken from Ref. {1]. The data from this source
was calibrated from the photometer measurements using the assumption of a spec-
trum of discrete atomic lines. Given this erroneous assumption and other sources of
error typical to measurements taken under orbital conditions, the estimate of error
in the experimental data is taken to be around a factor of two. The slope of calcu-
lated values at the lower altitudes is shown to agree fairly well with the measured
glow brightness. The magnitude of the calculated glow overpredicts the experimen-
tal data by approximately a factor of five at the lower altitudes. The overprediction
is much greater at the upper altitudes. This is a substantial improvement over the
previous results presented in Ref. [10]. The overprediction is attributed to uncer-
tainties in both the control event parameters and the exact structure of the NO;
spectrum.

Furthermore, the sensitivity to the ambient concentration of NO is greater at the
higher altitudes. This is a direct result of the chemically produced NO being less

significant at the higher altitudes, which magnifies the importance of fluctuations
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Figure 9.8. Comparison to Atmosphere Explorer Data at 656.3 nm

in the ambient concentrations. The magnitude of the variation in glow brightness
(approximately 2.67) is not equal to the magnitude of the variation in the ambient
concentration of NO (approximately 7.0). This is explained through consideration
of the contribution of the different glow production reactions. At 300 km, for the
low NO concentration case, reaction (e28) accounts for 85.9% of the glow, while
reaction (e26) accounts for 11.5% of the glow. Reaction (e26) depends directly on
the incident flux of nitric oxide. So this reaction would see a seven-fold increase
as the NO flux increases. However, reaction (e28) depends on the surface coverage
of nitric oxide. An analysis of the surface concentration results shows that the
coverage of NO only increases by a factor of two in the highest NO concentration

case. Weighting these changes to the production by the contribution of each reaction
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Figure 9.9. Comparison to Atmosphere Explorer Data at 732.0 nm

suggests a overall increase that agrees with the simulated value of 2.67.

Figure 9.9 compares the simulated values for glow brightness to the experimental
measurements at the 732.0 nm wavelength. These data are taken from Ref. [5] and
are subject to the same error estimates as the previous data. At this wavelength,
the magnitude of the calculated values agrees better with the measurements than at
the shorter wavelength. The slope of the calculated glow brightness with altitude
is greater than the slope of the experimental data. At the upper altitudes there
is an overprediction. Again, this is attributed to the uncertainties in determining
the event parameters and the exact shape of the nitrogen dioxide structure. The
sensitivity to the ambient NO concentration is also seen at this wavelength.

The sensitivity study of glow brightness to the event parameters identifies the
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critical precursor reactions. An examination of the baseline set shows that the pa-
rameters for nitric oxide are similar to those of the atomic atmospheric species.
Many of these parameters are based on experimental measurements of NO interac-
tion with clean, metallic surfaces. These values are consistent with those for atomic
species. However, the surfaces of a ram surface in orbit are likely to be covered with
a monolayer of chemisorbed oxygen. as is discussed in Section 5.1. Another reason-
able assumption is to use event parameters specific to NO that are consistent with
the molecular species. Figure 9.10 show the glow brightness at 656.3 nm with the
assumptions of a NO sticking coefficient of 0.03, a thermal desorption time of 0.25 s,
and a collisional desorption cross-section of 107! m~2. These values are identical
to those of molecular nitrogen and oxygen. Furthermore, the cross-section for the
primary production reaction (e28) is reduced by a factor of two. As is evident,
the simulated glow brightness shows much better agreement than in the baseline
case. The purpose of the figure is not to suggest that the modified values are better
choices for nitric oxide and the system of equations. Rather, the results show how

the calculated values are sensitive to the choices of the event parameters.

9.3.2 Effects of Rotation Direction

As discussed in Section 2.1.3, glow measurements taken perpendicular to the velocity
vector show a variation with the direction of the rotation of the satellite. Figure 2.3
depicts two geometries that show a difference in measured glow brightness. The
first of these points occurs after a one-quarter rotation of the satellite; the second
point represents a three-quarter rotation. Figure 9.11 show the glow brightness

for one period of rotation at 300 km. The one-quarter and three-quarter points
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Figure 9.10. Comparison to Atmosphere Explorer Data at 656.3 nm with Modified
NO Event Parameters

have been identified. Clearly, there is a difference in brightness between the two

points. This is attributed to a reduction of NO and O surface coverages, which

results in reduced glow production via event (e33). The calculated glow brightness

at the one-quarter point is approximately 4.36 Rayleighs. At the three-quarter

point, the glow brightness is approximately 2.46 Rayleighs. Thus, this represents

a 43.6% reduction. However, this change is only 0.92% of the peak glow value

of approximately 205 Rayleighs. These findings are consistent with unpublished

experimental measurements(21}.
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Figure 9.11. Effect of Rotation Direction on Glow Brightness

9.4 Space Shuttle Glow Brightness

The Space Shuttle is also a good source of experimental glow measurements. While
fundamentally the same phenomenon, measurements from the Shuttle are generally
distinct from Atmosphere Explorer measurements. First, Shuttle glow brightness is
often reported in relative units—the structure of the brightness is focused on rather
than the quantitative values. Second, measurements of the actual glow spectrum
are available from the Shuttle experiments. The simple instruments on board the
AE satellite do not allow for the spectrum to be specifically determined. Finally, the
environment around the shuttle is more susceptible to contamination from external

sources.

For simulations of the shuttle environment, the same axisymmetric cylinder used
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Table 9.1. Variation of Incident Flux With Area

Species Normal Area Double Area Change
[m=2s7"] [m~2s7"]

N, 8.62e+17 8.59e+17 +0.35%

NO, 3.10e+16 3.16e+16 -1.94%

NO 5.62e+16 5.59e+16  +0.53%

N 6.72e+16 6.80e+16 +1.19%

O 3.12e+18 3.12e+18 0.00%

for the AE simulations is employed. As discussed in Section 6.1.3, the assumption
is made that the flow field is rarefied enough that this gross approximation to the
geometry is acceptable. To test the assumption, a flow simulation was performed
using a cylinder with twice the cross-sectional area. Average values for the fluxes
of the individual species for both the baseline and double area cases are given in
Table 9.1. The change in flux is negligible for all species. The relatively small
changes supports the use of a small cylinder to determine the incident fluxes.

As with the Atmosphere Explorer, the variation of glow brightness with altitude
of the calculated and experimental values are compared. In this case, the relative
brightness is shown. Therefore, it is the slope of the data that is important. The
comparison is shown in Figure 9.12. The experimental data are taken from the
flight of STS-62, as presented in Ref. [12]. Note the relatively wide range of slopes
represented by the two bounding lines of the simulated data. Overall, the slope of
the simulation data compares well with the Shuttle data. The slope of the exper-

imental data falls within the range of slopes suggested by the simulation results.
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The ambient NO levels used for these simulation are again taken from experimen-
tal measurements by the AE satellite. In general, these NO concentrations show a
steeper slope than the scale height of NO would suggest. Certainly, it is likely the

Shuttle experienced different ambient conditions than did the AE satellite.
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Chapter 10

Conclusions

Given the detailed nature of the solution procedure used to calculate spacecraft
glow, it is helpful to review the findings of the comparisons between the simulations
and experiments. The major goal of the review presented in this chapter is to put

the results into context. A section discussing the possibilities for future work is also

included.

10.1 Summary and Conclusions

For the results of any computational simulation to be meaningful, they must be
validated through successful comparison with experimental measurements and ana-
lytical analyses. Through the comparisons presented in Chapters 7- 9, the solution
procedure has been found to give reasonable agreement with experimental mea-
surements. Quantitative agreement within a factor of five to Atmosphere Explorer
data for the the lower altitude was achieved. Good agreement was shown between

simulated values and Space Shuttle data for the variation of relative brightness with
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altitude. Calculation of the steady state surface coverages was found to match the
predictions of an analytical analysis. From a consideration of all of the comparisons,
the multi-step solution procedure has been found to be a viable method to calculate
spacecraft glow.

The structure of the flow field results was as expected. At the lower altitudes, a
very diffuse weak shock was observed in front of the ram surface. At the upper al-
titudes, where the ambient density is lower, the flow fields exhibited free-molecular
behavior. Under all conditions, the axial velocity distribution functions were non-
Maxwellian and showed bimodal and more complex behaviors. The DSMC overlay
method demonstrated its ability to simulate accurately the behavior of trace species
in a rarefied flow. The assumption that certain species are rare throughout the flow
field was found to be valid. There were not enough collisions in the rarefied flow field
for chemistry to have a significant effect on the overall structure. The effects of gas-
gas chemistry were primarily limited to a change in the concentrations of the rare
species. Production of the rare species though chemistry was more important at the
lower altitudes. Thus, the calculations were less sensitive to the ambient concen-
trations of the rare species at the lower altitudes. At the higher altitudes, virtually
the only source of the rare species was the ambient atmosphere, and therefore these
ambient concentrations had a larger effect on the final calculations.

The difficulty in determining the free stream concentration of ambient nitric ox-
ide had implications throughout the entire solution procedure. To account for the
variation in ambient concentration of NO, two different values were used, represent-
ing a range of reasonable values found in the Earth’s atmosphere. Thus, a range of

incident flux levels for NO was determined for use in the surface event calculations.
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This, in turn, resulted in a range of the calculated glow brightness at each altitude.
Furthermore, the values of NO concentration used were determined from experi-
mental measurements of the Atmosphere Explorer satellite. In general, these values
showed less of a decrease in altitude than the theoretical scale height would indicate.
Given the complex mechanisms by which NO is created, this discrepancy was not
taken as an indication of error in the experimental measurements. However, the net
result was that the relative concentration of NO was greater at the upper altitudes.
Ultimately, the increased relative importance of NO at the upper altitudes resulted
in a higher glow production than might otherwise have been expected.

Steady state surface coverages calculated with the Runge-Kutta method matched
those of an analytical analysis. The surface coverages of the different species were
found to depend primarily on the relative distribution of the incident fluxes. The
effect of the absolute level of flux was a secondary effect. This resulted in the some-
what counterintuitive behavior that, for most cases, the surface coverages increased
as the overall flux level decreased. Thus, the surface coverages were higher at the
higher altitudes, where the flow field densities and incident flux levels were lower.

As expected, the surface coverages of the species demonstrated strong cyclical
variations with time during the rotational cases. Two distinct regions were identified
in each cycle. For the first half-period, flux driven events dominated. Physical
adsorption and collisional desorption balanced each other and together determined
the surface coverages of the species. Glow production during this region was driven
mainly by the gas-surface reaction (e28), in which gaseous atomic oxygen reacts
with surface adsorbed nitric oxide. During the second half-period, the surface was

in the shadow of the satellite body and, consequently, the incident fluxes were zero.
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Thermal desorption controls the changes to the surface coverages during this half-
period. In general, a log-linear decrease with time was seen. Glow is produced solely
via the surface-surface reaction (e33), which has surface adsorbed atomic oxygen
and nitric oxide as reactants.

Disparate behavior between species with different thermal desorption times was
observed during the shadow half-period. For species with long thermal desorption
times, surface coverages decreased slowly during the shadow period. Species with
short desorption times exhibited a much greater rate of decrease of coverage during
this time. The concentrations of these species on the surface quickly became negli-
gible. With a shorter lifetime on the surface for these species and no flux to replace
molecules that desorb, this dramatic decrease is not surprising. In general, atomic
species have relatively longer thermal desorption times, and molecular species have
shorter desorption times. For the base conditions, nitric oxide is assumed to have a
long desorption time.

The analytical analysis of the system of differential equations that describes the
surface events showed that the inherent time scale of the system varies inversely
with the total incident flux. Thus, at the higher altitudes, where the flux levels are
lower, the time scale of the system was found to be longer. As a result, surface
coverages were slower to respond to changing conditions at the higher altitudes. A
primary example of this was seen in the comparison of the peak rotational coverages
and the steady state coverages. At the lower altitudes, the peak rotational coverage
was equal to the steady state coverage. At the upper altitudes, the peak coverage
failed to reach the steady state value. The time scale of the system of surface events

was too long at the upper altitudes to allow the coverage to respond in time to the
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increased flux levels as the surface rotated into the incident flow.

A sensitivity study of the glow brightness to the various input parameters was
performed. From this analysis, the important precursor events to glow production
were determined. The degree of sensitivity of the glow to a particular event varied
with altitude. The variation was not significant enough to alter the identification of
important events with altitude. In addition to the precursor reactions, the primary
glow producing reaction, for forward-looking glow, was determined; reaction (e28)
dominated all other reactions during the first half-period of the rotational cycle.

Overall, the calculated glow brightness values showed reasonable agreement with
measurements from the Atmosphere Explorer satellite. At the lower altitudes, the
calculated brightness overpredicted the experimental brightness by no more than
a factor of five. The overprediction was greater at the higher altitudes. It was
suggested that the poorer agreement at these altitudes was the result of the relatively
high levels of ambient nitric oxide used in the initial conditions. These higher
NO concentrations led directly to higher glow brightness. The level of agreement
varied with the wavelength of the glow being considered. In general, the 732.0 nm
brightness showed better agreement than the 656.3 nm brightness.

The variation of relative brightness with altitude determined from the simula-
tions agreed well with experimental data from on-board Space Shuttle experiments.
The experimental measurements themselves exhibited a wide degree of scatter. Un-
certainty in the calculated values was due primarily to the lack of knowledge of the

ambient nitric oxide concentrations.
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10.2 Future Work

Comparisons between the simulations and experimental data have demonstrated
that the prescribed solution method is capable of accurately simulating glow pro-
duction around ram surfaces in low Earth orbit. In discussion of specifics of the
method and of the results, numerous uncertainties and assumptions were detailed
that limit the accuracy of the method. Further consideration of these limitations
identifies areas for concentration of future work. Some of these areas are outlined
in this section.

The uncertainty in determining the ambient nitric oxide concentration leads
to additional uncertainties throughout the solution procedure. The development
of models that can predict the number densities of trace species in the Earth’s
atmosphere is an area of active research in the atmospheric science community.
Using more advanced models as they become available would reduce some of the
uncertainties in the calculations. A different profile of NO density with altitude may
also result in a more favorable comparison with AE data at the higher altitudes.
Furthermore, the ability to accurately measure NO concentrations during flight is
an important consideration for future vehicles designed to study space craft glow.
While such measurements may not allow for prediction of NO concentrations for
future flights, they would allow for a more accurate simulation of the specific flight
of the test vehicle. These simulations could focus on other areas of glow production,
rather than being concerned with the effect of variations in the assumed free stream
NO density.

The DSMC overlay technique was successful in capturing the behavior of the

rare species down to a microscopic level. However, the technique has a relatively
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high computational cost compared to traditional DSMC simulations. There are
two root causes for the increased cost. One, the requirement for two separate sim-
ulations to track the common and rare species, respectively. Two, the overhead
of storing the large distribution functions that provide a linkage between the two
simulations. A refinement of the overlay technique could eliminate both of these
causes. The idea would be to run the base and common simulations simultaneously,
with separate lists of common and rare particles being tracked in every cell. The
concept of a concurrent overlay has a number of advantages. First, only one sim-
ulation needs to be performed. While this simulation would take somewhat longer
to reach steady state than a traditional simulation, it would likely take less time
than the base and overlay simulations used in the present procedure. Second, the
velocity and energy distributions would not need to be recorded in every cell. The
interaction between the base and overlay simulation would be similar in structure to
the current implementation. Instead of creating temporary particles from recorded
velocity distributions to collide with overlay particles, particles from the common
list in each cell could be used. Third, the use of sample common particles elimi-
nates the error inherent in creating particles from a recorded distribution function.
There are a lot of technical details to consider before a concurrent overlay could be
implemented. Specifically, the need for source term chemistry in some form would
still be required. Regardless, the potential benefits of a concurrent overlay are large
enough to strongly suggest investigation into its feasibility.

The surface model implemented considers five basic types of surface phenomena.
While the types of events considered are diverse enough to allow for a detailed

simulation of the surface coverages, there are additional types of events that may
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have a noticeable effect. Specifically, events such as dissociative adsorption could be
considered. Additionally, the formulations of the differential models of many of the
surface phenomena implicitly assume a surface temperature. Modification to these
formulations would allow the effects of surface temperature to be studied directly.
Experimental data on temperature effects are available from flights of the Space
Shuttle.

The conversion between emitted NO} flux to glow brightness requires a detailed
knowledge of the structure of the spectrum of nitrogen dioxide. The complex nature
of this spectrum, coupled with the question of exactly how the spectrum shifts with
surface-catalyzed reactions, limits the accuracy to which this spectrum is known.
It is noted that a more accurate modeling of the spectrum would result in more
accurate glow brightness calculations.

The Atmosphere Explorer satellite recorded a difference in glow brightness dur-
ing the upleg and downleg of elliptical orbits. Simulations that would capture this
effect would need to account for the changing atmospheric conditions with time.
This suggests that an unsteady DSMC calculation would be required. While a
significant undertaking given the complexity of DSMC overlay technique, the up-
leg/downleg data from the AE satellite does provide more data to which simulation

values can be compared.

10.3 Final Thoughts

One of the stated motivations of the present work was a desire to gain a scientific
understanding of the complex physics involved in glow production. Through the

analysis of the results of the glow production simulation, 2 number of general trends
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were observed and are noted here. The lower altitudes are characterized by a higher
density, relatively more collisions and a short inherent time scale of the production
events. The short time scale along with increased chemical effects made the results
at the lower altitudes less sensitive to variations in the input conditions. Conversely,
the upper altitudes had a lower density, aimost no collisions and a longer time
scale. Consequently glow production was more sensitive to variations in the input
parameters at the upper altitudes. Overall, chemistry effects in the flow field had
little effect on the structure of the bulk gas in flow field. Again, chemical effects
were limited to the rare species. Surface chemistry was dominated by gas-surface
reactions when any incident flux was present; surface-surface reactions were only
important when there was no incident flux. While this observation may not be
surprising, it is not often stated clearly in current literature. Chemical surface
events were generally overshadowed by non-reacting physical surface events.

The primary goal of this work was to simulate in detail the processes leading to
the production of spacecraft glow. In this regard, the effort has been successful. As
discussed in the previous section, there exist portions of the procedure that could
be improved. Overall, however, the processes leading to glow production have been
simulated in detail. The modeling procedure has been found to be very adaptive to
the large variety and number of input parameters. This characteristic is important.
Given the large number of uncertainties involved in modeling glow production, the
ability to test the sensitivity of the system to variations in the event parameters
is essential. The detailed nature of the simulation procedure allows the system to
incorporate more accurate input parameters as they become available. This feature

is deemed more important than the agreement of a particular set of results with
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experimental values. With the large number of input parameters, it is relatively
easy to make adjustments to force better agreement. More importantly, the present
effort has developed a means by which the glow phenomenon can be effectively

studied.
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