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~r Position vector [m]

s Secondary electron emission coefficient

se Reduced electronic stopping power

sn Reduced nuclear stopping power

t Time [s]

v Velocity [m/s]

y Differential sputter yield

~v Velocity vector [m/s]

α Incidence angle of sputtered particle [deg]

β Ionization rate [m3/s]

δ Kronecker delta

ε0 Permittivity of free space [F/m]

θ Ion incidence angle from surface normal [deg]

θijk Angle between particle vectors ij and ik [rad]

λD Debye length [m]

µ Mobility [m2/(V s)]

ν Collision frequency [s−1]

ρ Density [kg/m3]

σ Collision cross section [m2]

τ Time constant [s]

φ Plasma potential [V]

φ Azimuthal angle of sputtered particle [deg]

Φ Interatomic potential function [V]

ψ Magnetic field streamfunction [T m2]

ω Gyrofrequency [1/s]

xiv



Subscripts

a Neutral atom

e Electron

h Heavy particle (neutral atom or ion)

i Ion

r Radial

s Sheath

z Axial

Abbreviations

BCA Binary Collision Approximation

BN Boron Nitride (h- hexagonal, c- cubic)

BOL Beginning-Of-Life

EP Electric Propulsion

HARP High-speed Axial Reciprocating Probe

KE Kinetic Energy

MD Molecular Dynamics

PIC Particle-In-Cell

QCM Quartz Crystal Microbalance

SPT Stationary Plasma Thruster

TAL Thruster with Anode Layer

xv



CHAPTER I

Introduction

1.1 Objective

The exploration and utilization of space requires effective, efficient, and reliable means

of propulsion. The goal of the work presented in this thesis is to improve one important

aspect of propulsion design through the development of computational modeling of Hall

thruster discharge channel wall erosion. The erosion of the channel walls is one of the

main life-limiting factors for Hall thrusters, a form of space electric propulsion. As

mission requirements and expectations involving Hall thrusters increase, the need to

predict and validate thruster lifetimes also increases. Experimental characterization of

the erosion is time-consuming and costly, requiring up to tens of thousands of hours

of testing and costing hundreds of thousands of dollars for propellant supply and use

of facilities. Computational tools that can model the erosion quickly and accurately

are therefore a valuable asset for the thruster design and mission planning processes.

Research in this area will provide a better understanding of the erosion physics and

will be useful for future thruster development. Erosion modeling tools will also aid in

the acceptance and implementation of Hall thrusters as a primary propulsion device

through improving confidence of their long term reliability. As Hall thrusters continue

to develop in promising and exciting ways, they will enhance the capability to perform

further reaching and faster growing future space exploration and use.
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1.2 Electric Propulsion

Rockets operate on of the basic principle set forth in Newton’s third law of motion,

namely that every action has an equal and opposite reaction. Typically, propulsion

systems expel a gas product, the action, in order to propel the spacecraft, the reaction.

Electric propulsion (EP) refers to propulsion systems that primarily use electric power,

as opposed to chemical, nuclear, or other sources, to produce thrust.

There are three main categories of EP devices: electrothermal, electrostatic, and

electromagnetic.54 These divisions are based on the mechanism through which electric

power is utilized to accelerate the exhaust flow. Electrothermal devices use electric

power to heat a propellant flow. The propellant gas is heated through a heating el-

ement, as in a resistojet, or through direct electric arc heating, as in an arcjet, for

example. The propellant gains energy as it is heated and then is expelled through a

nozzle. Electrostatic thrusters use an electric field to accelerate charged particles. In-

stead of a thermal means of adding energy to the flow, an electrostatic force is applied

to accelerate the propellant out of the thruster. Examples include ion thrusters, which

accelerate ions, colloid thrusters, which accelerate charged droplets, and field emission

electric propulsion (FEEP), which accelerate ions or droplets off from liquid Taylor cones.

Electromagnetic thrusters use combined electric and magnetic fields to accelerate the

propellant. Magnetoplasmadynamic (MPD) thrusters offer a high throughput electro-

magnetic acceleration of an ionized gas. Pulsed plasma thrusters (PPT) vaporize a solid

propellant and accelerate the resulting plasma electromagnetically in pulses to produce

thrust. Hall thrusters can be considered to be either electromagnetic or electrostatic, or

some combination of the two, as they emulate portions from both categories.

Electric propulsion offers a few advantages over traditional chemical propulsion. The

main draw is that it allows for a lower ratio of the propellant mass to the total mass of

the spacecraft. Reducing the ratio of the propellant mass is accomplished by increasing

the exhaust velocities through a more effective acceleration of the propellant by either

adding additional thermal energy, as in the electrothermal case, or by applying a body
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force directly on the propellant, as in the electrostatic or electromagnetic forms. How

higher exhaust velocities lead to a lower propellant mass ratio can be seen starting with

Newton’s second law of motion,

F = ma (1.1)

The force in this case is the thrust produced by the rocket,

F = T = ṁvexit (1.2)

where ṁ is the propellant mass flow rate and vexit is the propellant exhaust velocity.

Rewriting Eqs. (1.1) and (1.2) to

∂m

∂t
vexit = m

∂v

∂t
(1.3)

and then integrating over time, while assuming that vexit is constant, produces the famed

rocket equation,

∆v = vexit ln
m0

mf

(1.4)

which can be rearranged to be

mf

m0

= e−∆v/vexit (1.5)

Then, for missions with a specified ∆v requirement, a higher propellant exit velocity

allows for the final mass, mf , to be a greater proportion of the total initial mass, m0.

Since the final mass is the mass of the spacecraft minus the propellant mass, maximizing

the ratio of the final to initial mass increases the amount of mass that can be allocated

for scientific equipment or other valuable payload. For every space mission, there is

an optimal exit velocity, or in a more commonly used form, the specific impulse. The

specific impulse, Isp, is the ratio of the thrust to the propellant weight flow rate,

Isp =
ṁvexit

ṁg0

=
vexit

g0

(1.6)

where g0 is the sea-level gravitational acceleration, 9.81 m/s2. Chemical rockets typi-

cally have specific impulses in the hundreds of seconds. Electrothermal thrusters have
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specific impulses typically ranging from the low hundreds to around one thousand sec-

onds. Electromagnetic thrusters offer specific impulses in the thousands of seconds.

Electrostatic thrusters are able to achieve specific impulses in the thousands of seconds

and possibly even tens of thousands of seconds.101

There are a few issues regarding the integration of EP thrusters onto spacecraft.

One concern is with possible exhaust plume interaction with spacecraft surfaces. With

Hall thrusters, for example, plume plasma may impinge on external surfaces and cause

material degradation.19 This can occur due to either high-energy ions with a relatively

large divergence angle or from back-flowing charge-exchange ions. Sputtered material

from internal or external surfaces may also become deposited on other spacecraft com-

ponents. Either case would reduce the effectiveness or even completely impair the use of

solar panels, scientific instrumentation, and other sensitive devices. Hall thruster erosion

studies aid in the understanding of the rate of internal sputtering and the trajectory of

sputtered products.

Another issue is power generation. A spacecraft needs to provide enough electrical

energy to power these devices, thus means to generate, store, and process power are

required. The increased power requirements can mean larger solar arrays, radioisotope

thermoelectric generators (RTG), or possibly even nuclear reactors and other alternative

sources of power, may be required along with larger and heavier batteries or capacitors

for energy storage. Power processing units (PPU) are not insignificant units of hardware

as well in terms of size, mass, and complexity. The electrical support equipment all

require sufficient engineering for proper functionality, spacecraft integration, and ensured

durability and robustness to withstand the space environment. Of course, they also

contribute additional mass that needs to be launched.

Limitations on the available power lead toward a corresponding limitation of thrust

since more power is needed to produce greater thrust. Other factors that play a role

in limiting the thrust density for these thrusters include space-charge limitations for

electrostatic devices—a concern for ion thrusters, but not Hall thrusters—as well as
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structural, material, and other engineering concerns. Though EP can offer specific

impulses that are orders of magnitude higher than chemical rockets, the associated thrust

is often orders of magnitude lower. Figure 1.1 displays various propulsion means and

their range of specific impulse and thrust.101 EP is currently more commonly relegated

to secondary propulsion duties requiring lower thrust such as satellite station-keeping

and orbit raising, but it is increasingly being considered as a viable means of primary

propulsion, especially for travel within the solar system where its specific impulse range

is optimal. Past missions utilizing EP as primary propulsion include the Deep Space 1,

and Dawn probes from NASA and the Hayabusa probe from the Japanese Aerospace

Exploration Agency (JAXA). These three space probes traveled to asteroids and comets

using ion thrusters as their primary propulsion system. The SMART-1 probe, developed

by the European Space Agency, utilized a Hall thruster as its primary propulsion source

to travel to and enter orbit around the Earth’s moon. With a lower thrust, EP devices

need to operate for a long period of time to achieve the necessary ∆v of the mission.

The lifetime requirements can reach into the thousands and tens of thousands of hours.

Ensuring a long enough lifetime becomes a non-trivial task and is one of the main

motivating factors behind this thesis.
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Figure 1.1: Thrust and specific impulse ranges for various forms of propulsion.

1.3 Hall Thrusters

Hall thrusters are a category of electric propulsion devices that originated in the 1950’s

and 1960’s in both the United States and the former Soviet Union. Though interest in

Hall thrusters waned in the US during the 1970’s and 1980’s, Russian work continued

to advance the development of these devices. After the first operational use of a Hall

thruster in space, the SPT-60 in 1972, over 100 thrusters have been flown on satellites.121

Hall thrusters have mostly been used for satellite station-keeping duties. Their near

optimal specific impulse and thrust-to-power ratio have also led them to be used for

orbit insertion as well. The current renewed interest in Hall thrusters is focused on

further development of higher power and higher specific impulse devices that can be

used for primary propulsion as well as dual-mode thrusters that are able to operate

with varying output ranging from a low specific impulse, high thrust mode to a high

specific impulse, low thrust mode.27,67

There are two main types of Hall thrusters, the stationary plasma thruster (SPT)

and the thruster with anode layer (TAL).28,58 The walls of the SPT are made of an
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electrically insulating material whereas the TAL has conducting walls. The details of

the plasma physics within the discharge channel vary, and the TAL has higher electron

temperatures and a shorter channel length as a result, but many of the basic ideas and

principles governing the two types of Hall thrusters are the same. The SPT-type Hall

thruster will be the focus of this thesis.

A very basic schematic of a generic SPT Hall thruster is shown in Fig. 1.2. The

discharge, or acceleration, channel is typically annular in shape. At the upstream end of

the channel is the anode, through which the neutral propellant gas is injected. Outside

of the channel, downstream of the exit plane, sits a cathode. The cathode emits elec-

trons, a portion of which goes to neutralize the outgoing ion flow while the rest travel

upstream towards the anode. An applied magnetic field traps the electrons heading

toward the anode and impedes their axial drift. This region of low electron mobility

also establishes a self-consistent axial electric field arising from the voltage potential

difference between the anode and cathode. The predominantly radial magnetic field is

set by electromagnetic coils located around the channel. The electrons are then caught

in crossed electric and magnetic fields, causing them to move azimuthally forming a Hall

current, from which the thruster obtains its name. This region of the channel with high

Hall current is where most of the ionization of the neutral propellant occurs. The ions

are then accelerated by the axial electric field out of the channel. One of the defining

features of a Hall thruster is that the applied magnetic field is set such that electrons

are highly magnetized and constrained to the magnetic field, while the ions are effec-

tively unmagnetized within the length scale of the thruster and their motion is virtually

unaffected by the magnetic field. One of the design philosophies for Hall thrusters is to

increase the residence time of the electrons within the channel, to improve the propel-

lant utilization efficiency, while accelerating the ions unimpeded to increase the specific

impulse. So in this sense, Hall thrusters can be considered to be electrostatic since the

thrust is generated primarily by electrostatic means, though the magnetic field plays

such an important role in the physics of the plasma flow that Hall thrusters can also be
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Figure 1.2: A basic schematic of a Hall thruster highlighting several key aspects.

considered to fall in the electromagnetic category.

Hall thrusters typically have a specific impulse in the low thousands of seconds,

though there are ongoing efforts to increase it. Typical values of thrust are in the hun-

dredths to tenths of newtons. Due in part to these low thrust values, mission require-

ments for Hall thruster lifetimes can reach into the thousands and tens of thousands

of hours. Thus, lifetime prediction and validation becomes an important part of the

thruster design and development process.
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1.4 Hall Thruster Channel Wall Erosion

There are several different failure modes that can limit the lifetime of Hall thrusters.

Erosion of the cathode from ion bombardment, evaporation of the thermoemitter and

heater materials from high temperature, degradation of insulating and structural mate-

rials from space conditions, and deformation and cracking from thermal shocks are a few

possible methods of failure.29 The main accepted method of thruster failure, however,

is the erosion of the discharge channel walls. As ions are accelerated downstream, some

of them impact the walls with enough energy to sputter the wall material. Eventually

this gradual erosion reaches the point where a part of the walls is completely eroded

through and exposes the magnetic circuit and other sensitive parts of the thruster to

the plasma flow. Figure 1.3 is taken from experimental work performed by Absalamov

et al. on the channel wall erosion of an SPT-100 thruster.2 The inner and outer wall

profiles are shown with the anode towards the left side of the figure and the exit plane

of the thruster to the right. Though the width of the channel is not drawn to scale, it is

still clear that a significant amount of erosion occurred in a relatively short time. The

outer wall, with an initial 5 mm thickness, has been completely eroded through at the

exit plane after only 1000 hours of operation.

Depending on the mission specifications, months and even years of continuous thruster

operation may be required which translates into lifetime requirements of thousands and

tens of thousands of hours. Demonstrating such long life capability in an experimen-

tal trial and error manner is very time consuming and costly. An straightforward life

demonstration takes months of continual operation. In addition, Hall thrusters require

vacuum conditions for operation, and operating a ground-based vacuum tank for ex-

tended periods of time is not a trivial or inexpensive task. Operational interruptions,

both planned and unplanned, disrupt tests and add additional time needed to complete

life testing. Maintenance of the tank, seals, pumps, and instrumentation needs to be

considered, as does a continual supply of propellant gas and electrical power to the

thruster, which all add to the costs of such undertakings. The cost of xenon is roughly
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Figure 1.3: Experimentally observed wall erosion profiles for the SPT-100 thruster.2
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$1140 per kilogram.61 For propellant flow rates around 5 mg/s, more than $20,000 are

required per 1000 hours of operation in propellant costs alone.

The benefits of a modeling effort to characterize erosion include a significantly quicker

and less costly means to generate erosion results. Models also have the capability to

test a variety of different thruster geometries and operating conditions. There will be

a continual need for experimental erosion testing, in part to validate the accuracy of

model results, but models and simulations are useful tools that contribute a substantial

benefit towards characterizing Hall thruster channel wall erosion.

The erosion of the channel walls may have other effects beyond lifetime considera-

tions as well. Performance characteristics may be affected by changes to the thruster

geometry. Beam divergence increases since the ions are able to exit at larger angles

from the channel centerline; this has been observed experimentally.2,80 However, mea-

surements of thrust over extended periods of time seem to indicate fluctuations of less

than ten percent of the total thrust are observed.9,30,42 Erosion of the channel walls can

also lead to redeposition of the sputtered wall material either back in the thruster or

perhaps onto other parts of the spacecraft, including sensitive instrumentation. Proper

characterization and modeling of the erosion process would be helpful in analyzing these

other effects of thruster erosion in addition to lifetime prediction.

A common material that is used for SPT-type Hall thruster channel walls is boron

nitride (BN) or a BN compound. Boron nitride offers a number of excellent characteris-

tics that make it attractive for use in space applications. It is fairly chemically inert and

a good electrical insulator. Boron nitride also has a high melting temperature and high

thermal conductivity.73,106 The cubic allotrope (c-BN) has extreme hardness, second

only to diamond, and is a material under much research to improve fabrication quality

and quantity.82,106 For Hall thrusters, however, the hexagonal allotrope (h-BN) is used

in part due to its easy machinability. The work in this thesis will focus on h-BN as the

wall material and particularly its sputtering due to xenon ion impacts.
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1.5 Thesis Outline

The main topic of this thesis is the development of models useful for simulating, analyz-

ing, and predicting the erosion of the Hall thruster channel walls. Chapter II covers an

overview of past and current modeling approaches in a few areas including Hall thruster

plasma physics modeling, wall material sputter modeling, and comprehensive erosion

simulations and other lifetime assessment models. Chapter III describes the hydrody-

namic model that is used to describe the plasma flow and ion flux to the walls. This

work is the only known fluid-based plasma model used for Hall thruster erosion studies.

Chapter IV details the molecular dynamics method used to simulate the sputtering of

the wall material due to ion impacts. This work is the only known application of a

full molecular dynamics model for boron nitride sputter yield calculations. This is also

the first presentation of sputter yield data of boron nitride for xenon ion energies below

80 eV. Chapter V analyzes the applications of the hydrodynamic simulation to com-

pare the effects of krypton versus xenon propellants in the NASA-173Mv1 thruster, the

molecular dynamics simulation to calculate boron nitride sputter yields at low xenon ion

energies, and an erosion simulation combining the two methods to model a 4000 hour

life test of the SPT-100 thruster. For all three case studies, the computational results

are compared to available experimental data. Chapter VI summarizes the findings and

highlights areas that may warrant further examination.
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CHAPTER II

Erosion Modeling

2.1 Overview

The erosion of the Hall thruster acceleration channel walls is a slow process. Often

thousands of hours of operation at full power are necessary to erode the walls to the

point where the magnetic circuit is exposed to the plasma flow. Full characterization

of the erosion in an experimental manner requires long operation times of ground-based

vacuum chambers that incurs high costs. To ameliorate these time and cost issues,

a number of methods that model the thruster lifetimes have been proposed. These

models range from semi-empirical extrapolations of experimental results to sophisticated

particle methods that simulate the plasma flow and sputtering processes. The goal of

this work is to continue the development of methods that are useful towards predicting

the lifetime of Hall thrusters through accurate modeling of the erosion process.

Apart from the various semi-empirical models of the thruster lifetime, most of the

methods developed to analyze the erosion of Hall thruster channel walls can be consid-

ered to consist of two components. One is a description of the plasma flow within the

thruster, with the aim of determining the ion flux to the walls. The other is a relation

of the incoming ion flux to the walls to the resulting sputter yields, which are then

translated into erosion rates. A sample procedure to estimate the erosion and lifetime

would be to iterate through calculations of the ion flux to the walls, the resulting sputter

yields and erosion rates, and the updated wall profiles as they erode away.

The work presented in this thesis focuses on using a hydrodynamic method to model
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the plasma flow and subsequent ion fluxes to the walls, and a molecular dynamics method

to simulate a sputtering boron nitride surface undergoing xenon ion impacts. The full

details of the hydrodynamic model and the molecular dynamics model are presented

in Chapters III and IV, respectively. The rest of this section gives an overview of the

various approaches that can be taken for modeling Hall thruster wall erosion. Further

development of each of these models, in conjunction with continued experimental testing

and flight validation, will lead toward a more comprehensive understanding of the erosion

process and how it can be most accurately or usefully characterized.

2.2 Semi-Empirical Models

The simplest lifetime model consists of fitting a regression curve to experimental erosion

data.11,56 For example, the total volumetric erosion rate of a Hall thruster is shown in

Fig. 2.1. A two-mechanism process for erosion has been proposed, where one mechanism

for erosion may dominate early on but diminishes over time until a second process

take precedence.79 Alternatively, a logarithmic dependence can be used to explain the

experimental trend.90 These extrapolations, while useful for quick back-of-the-envelope

calculations, are specific to a particular thruster with a particular operating condition.

More general lifetime prediction models can incorporate dependence on various thruster

parameters such as thruster geometry, discharge voltage, and wall material sputter yields

among others.1,10,29,75,79 These models often provide more of a physical underpinning by

utilizing first-order approximations of the plasma flow along the channel and considering

energy and angular dependence of sputtering, but still depend to a large degree on

experimental data. These semi-empirical models reduce the need for a full extended life

test of a thruster and can make estimations of the erosion profiles and thruster lifetime

from a more limited set of experimental data.

Though semi-empirical models provide quick and simple ways to make predictions of

erosion and lifetime, they do not easily lend themselves towards thruster design purposes.

These models may offer rough estimates for thrusters of a slightly different geometry
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Figure 2.1: Sample empirical fits applied to experimental total volumetric erosion rate data.2

or operating conditions, but they are not entirely reliable for different configurations

since these models by their nature depend on experimental observations that are often

device specific. Models developed from an entirely physical basis or even from first

principles would allow for greater confidence when applied to different thrusters and

operating conditions. These models would still likely require some amount of calibration

to experimental results, but not to the extent of semi-empirical methods.

2.3 Plasma and Wall Flux Models

Plasma modeling is a vibrant area of research in many different fields and with a wide

range of applications. Apart from space electric propulsion, plasmas are modeled in

other research contexts such as fusion energy generation, semiconductor processing,

and space environment simulation. Many different methods and approaches have been

developed over the years. For the application of Hall thruster discharge simulations,

however, the focus has been directed along two main approaches, whether the ions are

modeled either as a fluid or as particles.
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The desired goal of a plasma model in the context of erosion simulations is to cal-

culate the ion fluxes to the walls. Different approaches have been proposed to find the

ion flux to the walls including empirical fits from ion current density profiles or beam

divergence as well as assuming a scattering mechanism due to collisions.10,77 The ax-

isymmetric versions of fluid and particle methods calculate the flux to the walls through

proper application of boundary conditions that often includes modeling of the sheath

region between the bulk plasma and the walls.

2.3.1 Fluid-Based Methods

Fluid methods model the ions and other species based on governing conservation equa-

tions. These conservation equations are derived by taking moments of the Boltzmann

equation assuming a Maxwellian distribution of the velocity and energy distribution

functions. For traditional fluid dynamics, a Maxwellian distribution is obtained through

sufficient collisions to establish local thermodynamic equilibrium. The flow of ions in a

Hall thruster is nearly collisionless since their mean free path is on the order of the chan-

nel length—calculated parameters for an SPT-100 thruster are shown in Table 2.188—so

a Maxwellian distribution resulting from a sufficiently high collision rate cannot be as-

sumed. The fluid approximation, however, is not necessarily a poor representation

for the ions and neutrals. The propellant gas injected at the anode face likely has a

Maxwellian distribution and there are few mechanisms that would alter that distribu-

tion within the channel. The location of ionization and subsequent remaining potential

drop will affect the velocity distribution of ions as will any charge-exchange collisions

with neutral atoms. These concerns are minor, however, in comparison to the electron

dynamics within the thruster. Since the electron Larmor radius, or gyroradius, is much

smaller than the characteristic length of a Hall thruster channel, their dynamics are

more complex than the mainly electrostatic acceleration the ions undergo. The electron

dynamics play a significant role in establishing the potential profile within the thruster

and the electron temperature affects many plasma parameters. Electron populations
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Parameter Value
Channel length 25 mm
Channel width 20 mm
Plasma density 1015–1017 m−3

Ion mean free path 1–5 m
Ion gyroradius 0.5–1 m
Electron gyroradius 1–10 mm
Electron Debye length 0.05–0.1 mm

Table 2.1: Length scales for an SPT-100 thruster.

arising from ionization events and from secondary electron emission from the walls may

also affect the plasma flow within the thruster that are not perfectly captured by a

single electron population fluid model. There is still much ongoing research in the area

of Hall thruster electron dynamics, but modeling the electrons as a fluid is presently

the prevailing method as it offers fair representation of the electron dynamics with a

reasonable amount of computational expense.

One of the main advantages of fluid-based methods is that they offer much quicker

calculations than particle-based methods. It is for this reason that a fluid-based method

is chosen to represent the plasma flow and to calculate the ion fluxes to the walls.

One of the motivations for this work is to develop a tool that would be useful for the

Hall thruster design process. Thus, a quick turnaround for the calculation of results

is attractive. There is a wide array of fluid plasma codes for Hall thrusters that have

been developed.5,13,59,60,84,94 Fluid models can range from one-dimensional to quasi

one-dimensional, incorporating sheath and wall effects, to axisymmetric in the nature

of their simulation domains. The models can converge to a steady-state solution or can

produce time-dependent flowfields. Different solution methods are also employed to solve

the discretized governing equations including finite-difference, finite-element, and finite-

volume. The fluid model presented in this work, the hydrodynamic model described in

Chapter III, employs a two-dimensional axisymmetric finite-volume method.
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2.3.2 Particle-Based Methods

Particle methods model the ions and neutral atoms as particles. Occasionally the elec-

trons are modeled as particles as well.102 As described in the previous section, the

electron dynamics within a Hall thruster are complex and difficult to model with full

accuracy. Modeling the electrons as particles is an approach that offers the ability to

capture the electron dynamics in a more robust behavior since it can include different

electron populations. However, due to the very low mass of electrons, the timestep re-

quired to resolve their dynamics is prohibitively small. Even artificially increasing the

electron mass or the permittivity of free space to allow for larger timesteps does not

greatly alleviate the computational expense of modeling electrons as particles.102 The

prevailing trend recently is to model the electrons as a fluid while keeping a particle

representation for the ions and neutral atoms in a hybrid approach.38 These hybrid

models offer a significant speed improvement over the fully particle schemes, since the

simulations do not need to be run at the electron time scale. However, hybrid methods

inherit the same issues involved with modeling the electrons as a fluid as do fully fluid

methods described in the preceding section.

Particle-based methods are based upon reconstructing the Boltzmann equation, or

for the collisionless case, the Vlasov equation, through the appropriate particle distribu-

tions to represent the ions and neutral atoms. The prevailing method in use, presently,

is Particle-In-Cell (PIC), which is a particle-particle method. Simulated macroparticles,

often representing a very large number of physical ions, are accelerated according to

a potential field that is evaluated on a mesh. Other approaches, including particle-

cluster methods, such as treecodes,12 or cluster-cluster methods, such as the fast mul-

tipole method,47 have not yet been widely used for Hall thruster simulations, though a

treecode method has been developed for ion thruster optics simulations.37 Further work

continues to build upon the hybrid PIC model framework incorporating greater detail

through the handling of the electrons, the sheath, and other aspects of Hall thruster

physics.49,63 Hybrid PIC models have also begun to incorporate preliminary erosion
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modeling as well.3,44,52,98

The total wall clock time required to compute an erosion simulation depends on

many factors. The size of the domain, how finely the domain is discretized, how many

particles are simulated, the length of a timestep, the relaxation time for a simulation

system to reach steady state, how many times a system is sampled, and the desired

length of total simulation time are some of the factors that influence the time required

to acquire simulation results. In general, however, fluid methods are significantly faster,

often requiring seconds to minutes to achieve a solution for a particular domain. Hybrid

particle methods, where the electrons are modeled as fluids, can require many hours,

from six to twenty-four,63 to achieve a solution, and fully particle methods will need

even greater amounts of time, up to days and weeks.102 This is compounded for erosion

simulations, since a series of evolving domain geometries will need to be modeled se-

quentially to capture the effects of thousands of hours of erosion. Thus, fluid simulations

can require more than an hour for a full erosion simulation, while particle methods may

require days or even weeks of simulation. From a design perspective, a quicker approach

is more attractive and thus is one of the main motivations behind choosing a fluid model

for the erosion work presented in this thesis.

2.4 Sputtering Models

Once the fluxes of ions to the walls have been modeled, their effect on the resulting

sputter yields needs to be found in order to be useful for erosion and lifetime analyses.

Often a relation between the volumetric sputter yield and the ion current is formed. The

sputter yield is dependent on the wall material, the ion species, the ion energies, and the

incident angles. At higher ion energies, experimental data are not too difficult to obtain

for most materials. However, for low ion energies, especially near the sputter threshold

value, obtaining accurate measurements of sputter yield data presents challenges. For

Hall thrusters operating with about a kilowatt of power, or discharge voltages in the

hundreds of volts, a majority of the ions impacting the walls will be in this low-energy
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region where sputter yield data are scarce. Models are required to reconstruct the data in

this region. These range from empirical extrapolations to first-principles analysis tools.

Many of these models are based on the sputtering mechanisms and background analytical

work performed by Sigmund.96,97 This work has also been extended to multicomponent

materials, which is of interest here.15 Apart from the semi-empirical and analytical

models, two particle methods, the binary collision approximation and the molecular

dynamics methods, are highlighted here due to their use in sputter modeling.

It is important to model the sputter yield as accurately as possible since it has a

significant impact on the resulting erosion predictions. Figures 2.2 and 2.3 show the

effects on the beginning-of-life erosion rates under identical conditions except for the

sputter yield curve fit and the assumed sputter threshold energy, respectively.116 For
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Figure 2.2: Calculated erosion rates using different sputter yield curve fits.

this reason, the molecular dynamics approach is chosen as the main sputter modeling

method for this work. Though it is more computationally intensive than the other

methods, accurate results are the main goal, so it is desired to reduce the number of

assumptions as much as possible. Since the sputter data only have to be calculated once
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Figure 2.3: Calculated erosion rates using different threshold energies.

for a material and then can be used repeatedly in the erosion models, the computational

time required is of less importance.

2.4.1 Empirical Models

The simplest approach towards estimating sputter yields is to develop and then extend

trends observed from available experimental data points. For the material of interest

in this work, boron nitride, a linear fit is suggested for experimental results obtained

by Garnier et al. for xenon ion impingement taken for the range 350 eV to 1000 eV.43

At lower energies, experimental data are scarce, so extrapolations are necessary. A

logarithmic fit is suggested to provide a trend for energies approaching an estimated

threshold value.77 For an energy threshold of 60 eV, a proposed logarithmic fit to the

Garnier data at normal incidence is

Y = 0.0156 lnE − 0.0638 (2.1)

which is valid for ion energies, E, up to the keV range. For the angular dependence of

sputtering, polynomial curve fits are often used.41,43,77 A quartic fit to the Garnier data
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for BN normalized by the value at normal incidence is

Ŷ = −4.45× 10−7θ4 + 4.91× 10−5θ3 − 9.72× 10−4θ2 + 3.44× 10−3θ + 1.00 (2.2)

for angles, θ, in degrees. Multiplying the value of Eq. (2.1) by normalized value of

Eq. (2.2) will provide an estimate of the sputter yield for a particular ion energy and

incidence angle.

2.4.2 Semi-Empirical and Analytical Models

Semi-empirical models improve upon simple regression curves by incorporating elements

of sputtering theory in the development of their formulae. Much of the theoretical

analysis of the sputtering process was pioneered by Sigmund.96 The derivation of the

sputter yield is based on the random slowing down of particles through a collision cascade

in an amorphous target material. At low energies—less than a few hundred volts—the

sputter yield formula derived by Sigmund is96

Y =
3

4π2

4mimaE

(mi +ma)2

α

Us

(2.3)

where α is a function of the mass ratio between the ion and target atom. For cases

where the ion mass is much greater than the target mass, mi À ma, the value α ≈ 0.15

and Eq. (2.3) reduces to

Y =
3

π2

ma

mi

0.15

Us

E (2.4)

where Us is the surface binding energy. Essentially, the relation between the ion energy

and the sputter yield is found to be linear in this formulation. Sigmund asserts that

sputter yields are linear down to somewhat below 100 eV for heavier ions, based on

experimental measurements.96 However, several assumptions behind the derivation of

the formula may not hold at low ion energies, namely of the random slowing down,

the binary collisions, and the calculations of the cross sections.96 The surface binding

energy is also not a readily available value for the target material. No first-hand data

exist, though an approximation may be backed out of experimental sputtering results.
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Sigmund also provides a more well known formula for the sputter yield from heavy

ions at energies in the keV range,96

Y = 0.042
αSn

Us

(2.5)

where Sn is the elastic stopping power for the ion and is dependent on the ion energy.

Several researchers have tried to extend this formula into a more general form that would

allow it to incorporate the threshold energy and therefore lower energy sputtering as

well.18,81 Bohdansky alters the Sigmund formula through modifications due to deposited

energy and momentum distribution of recoil atoms and results in18

Y ≈ αSn

[
1−

(
Eth

E

)2/3
] [

1− Eth

E

]2

(2.6)

for low energy sputter yield calculations. Bohdansky also argues that energy dependence

of Sn is small compared to the two bracketed terms on the right hand side of Eq. (2.6)

and assumes Sn is approximately constant. The expression is fit to empirical sputter

data of monatomic solids at low ion energies and normal incidence and generally shows

good matching up to roughly ten times the assumed threshold energies.18

Matsunami et al. also modifies the Sigmund formula to incorporate the threshold

energy, but has more interest in matching sputter yield trends over a larger range of

energies, not just for the lower energy range. Through empirical matching of a large

set of monatomic sputtering data, they also add a term similar to one that Bohdansky

uses, but with an exponential of 1/2 rather than 2/381

Y = 0.042
αSn

Us

[
1−

√
Eth

E

]
(2.7)

Yamamura and Tawara perform further work on the Matsunami expression, expanding

it to improve its accuracy with respect to high-energy, light-ion sputtering.113 The

Yamamura formula,

Y = 0.042
α

Us

Sn

1 + Γse/sn

[
1−

√
Eth

E

]s

(2.8)
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incorporates the influence of the reduced electronic stopping power, se, through a factor

Γ in relation to the reduced nuclear stopping power, sn. This expression is used to

provide fits to a large number of sputter data sets and generally show good agreement

overall.113 Several researchers have used a simplified form of this formula in Hall thruster

erosion studies since some of the parameters, such as the surface binding energy, are un-

known for boron nitride and other thruster wall materials. They reduce the Yamamura

formula to

Y = AS(E)

[
1−

√
Eth

E

]2.5

(2.9)

where the function S(E) is represented as either26

S(E) =
E0.474

1 +BE0.3
(2.10)

or as3,41,52

S(E) =
√
E (2.11)

with A and B as fitting coefficients.

Zhang and Zhang also derive a sputter yield formula based on the work of Matsunami

and Yamamura. Their work is focused more on obtaining differential sputter yields,

but an expression for the total sputter yield is obtained by integrating over the solid

angles,118,119

Y = 0.042
αSn

Us

[
1−

√
Eth

E
cos θ

]
(2.12)

where θ is the ion incidence angle from the surface normal. An approximate form of

Eq. (2.12) can be used to fit to sputter yield data through

Y = Asn(E)

[
1−

√
Eth

E
cos θ

]
(2.13)

where the nuclear stopping power is122

sn(E) =
ln(1 + 1.1383E/ε0)

2 (E/ε0 + 0.01321(E/ε0)0.21226 + 0.19593(E/ε0)0.5)
(2.14)

ε0 =
ZiZa(mi +ma)(Z

0.23
i + Z0.23

a )

32.53ma

(2.15)
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with Z as the atomic numbers of the ion and target atoms. A and Eth are fitting

coefficients for the Zhang formula.

In addition to energy dependence, research to fit the angular dependence of sputter

yields has been performed as well. Going back to the work of Sigmund, an angular

dependence for the normalized sputter yield is provided as96

Ŷ ≈ (cos θ)−0.94 (2.16)

which is nearly the well known inverse cosine law originally proposed from experimental

observations of the angular sputtering dependence. This relation, however, is based on

a Rutherford scattering assumption, which is typically more applicable to light ions.

Equation (2.16) is also only valid for relatively low values of θ, the ion incidence angle

from the surface normal. At more oblique angles, the inverse cosine is a poor fit.

Yamamura proposes an empirical law that accounts for the behavior at high incidence

angles. For heavy ions, the following relation is proposed,112

Ŷ = (cos θ)A exp

[
−B

(
1

cos θ
− 1

)] [
1−

√
(Eth/E) cos θ

1−
√

(Eth/E)

]
(2.17)

where A, B, Eth are all essentially fitting coefficients. Yamamura also offers a simpler

formula that is functionally equivalent to his light ion formula of

Ŷ = (cos θ)−A exp

[
−B

(
1

cos θ
− 1

)]
(2.18)

except for heavy ions, A is no longer a fitting coefficient, but depends on the threshold

energy,

A = A′
(

1 + 2.5

√
Eth/E

1−
√
Eth/E

)
(2.19)

There are still three fitting coefficients for Eq. (2.18) with A′, B, and Eth.

All of the semi-empirical expressions given above are based on Sigmund’s initial

work and are tuned using experimental results given for particular ion-surface systems

often providing good comparisons to those results. However, for the energy regime of

interest for this work, at low ion energies approaching the threshold energy, there are a
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couple of concerns with using the above formulae. One main issue is the validity of the

assumptions made for the Sigmund expression. Most of these semi-empirical expressions

are based on Eq. (2.5), which is intended for use with heavy and medium mass ions in

the keV range, instead of Eq. (2.3) which Sigmund derived for ions below 1 keV. Also,

as mentioned before, some of the assumptions behind Sigmund’s work do not necessarily

hold at very low energies. These include assumptions of binary collisions and random

slowing down. In addition, these fits are mainly compared against monatomic materials

and the effect of multicomponent materials, such as boron nitride, are not as extensively

studied. These issues should be kept in mind when applying these fits for use in a Hall

thruster erosion simulation model.

A different model that is not based on Sigmund’s work uses an approach based on

quantum-statistical mechanics. This method provides an analytical approach based on

first principles that can be used to describe sputtering systems.107,108 Probabilities of an

atom being sputtered from the surface derived from quantum and statistical mechanics

concepts are used to calculate a formula for the sputter yield. This approach is pred-

icated on a three-body interaction assumption—where an ion impacts a surface atom

and a second surface atom quasi-simultaneously, causing it to sputter. This quantum-

statistical analysis assumes this mechanism to be the dominant mode of sputtering

for impacts involving ions with low energies near the sputtering threshold value. This

quantum-statistical approach is presumed to be valid for ion energies below 100 eV.

The basis of this approach lies in evaluating the probability that a surface atom will

undergo being sputtered based on a three-body interaction process. Wilhelm derives an

expression for the expected sputter yield,108

Y ≈ 1

24
h2/1σ(Eth)n

2/3

(
(ma/mi)

2

1 + 2ma/mi

)3/2
(E − Eth)

2

E2
th

(2.20)

where S is the sputter yield, E and Eth are the energy and threshold energy respec-

tively, h2/1 is a dimensionless coefficient dependent on the perturbation operator of the

Hamiltonian of the system between the initial and final states and their corresponding
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volumes, σ is the total scattering cross section, n is the number density of the atoms

in the solid, and mi and ma are the mass of the ion and the target atom respectively.

The theoretical sputter yield trends from this formula are compared to experimental

results for monatomic polycrystalline materials.108 Since all of the parameters required

for Eq. (2.20) are not known, particularly for a multicomponent material such as boron

nitride, only a qualitative form of the equation is used in this work for comparative

purposes. Specifically, Eq. (2.20) is simplified to

Y ≈ A(E − Eth)
2 (2.21)

where A is a fitting coefficient.

To provide a qualitative comparison of the various fit formulae, Fig. 2.4 displays

sample normalized profiles with the same threshold energy. Two of the fits, the empirical

logarithmic regression fit given in Eq. (2.1) and the Zhang expression of Eq. (2.13), show

a monotonic concave curve. The Wilhelm quantum-statistical fit, from Eq. (2.21), is

monotonically convex and the Sigmund low-energy formula, Eq. (2.3) is linear. Both

of the Yamamura approximations, given by Eqs. (2.9)-(2.11), as well as the Bohdansky

expression of Eq. (2.6) are convex near the threshold energy and go through an inflection

point and end up from nearly linear to concave at higher energies. Another way to

compare the profile shapes is to adjust the coefficients such that the slopes are similar

at the normalization point, shown in Fig. 2.5. This type of comparison matches sets

of data with that slope around that point. The more concave curves, the Zhang or

the logarithmic, result in higher threshold values, while the more convex curves, the

Wilhelm or Yamamura, provide lower threshold energies.

The expected true sputter yield curve is most likely convex towards the threshold

energy, as the studies most focused on the very low energy regime, the Wilhelm and Bo-

hdansky relations, show convex behavior at very low energies.18,108 Asymptotic behavior

towards the threshold energy is also sensible as microscopic surface conditions will vary

to an extent where a gradual decrease in sputter yield is expected rather than a sharply
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Figure 2.4: Normalized sputter yield fit profiles with the same threshold energy.
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Figure 2.5: Normalized sputter yield fit profiles with the same matching slope.
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defined cutoff point. At higher energies, a concave sputter yield profile is expected as

per the analysis performed in the derivation of the Sigmund and related expressions.

The concave nature of the sputter yield curve has also been observed many times ex-

perimentally.112 Thus, a sputter yield with an inflection point is to be expected. The

Bohdansky relation may prove to be a good single expression fit, though combination

of fits may prove to be useful as well.

Figure 2.6 shows angular dependence fits normalized to unity at normal incidence and

with equal peak values for profile shape comparison. As mentioned earlier, the Sigmund

approximation, the near inverse cosine law given in Eq. (2.16), is only valid for low

values of the incidence angle and is unsuitable for oblique angles. The two Yamamura

fits, from Eqs. (2.17) and (2.18), have only minor differences between the two. They

differ from the empirical quartic regression fit of Eq. (2.2) mainly in the behavior at

glancing angles beyond roughly 70◦. The Yamamura formulas show a quicker reduction

in the sputter yield as the incidence angle increases in that region and is effectively

zero beyond 85◦. There are much less available data for sputtering yields obtained for

glancing ion angles and the behavior is not as well understood in that region.

2.4.3 Binary Collision Approximation

A popular numerical modeling approach for sputtering studies is the binary collision

approximation (BCA) method.16,92 As per its name, this assumption considers only

collisions between two atoms at a time. These binary collisions include either the initial

ion and a target stationary atom or a moving displaced atom and a target stationary

atom. The rest of the surface atoms are ignored. The paths of the incident ion, the

primary knockon atom, and any subsequent secondary knockon atoms with sufficient

energy are traced to observe the ion-surface interactions including sputtering. This

method, in effect then, captures sputtering events arising from a linear collision cascade.

The binary collision approximation is implemented into Monte Carlo schemes to

model the sputtering process. One example is the MARLOWE code, which models a
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Figure 2.6: Normalized sputter yield profiles for angular dependence fits.

crystalline target material.92 Another popular code is TRIM, which offers quick cal-

culations of the sputter yield for amorphous target materials.16 TRIM has been used

in an electric propulsion modeling context, where it was applied to model the sputter

yields of molybdenum from xenon ions for ion thruster optics erosion studies.85 The

TRIM results can be recalibrated by adjusting the surface binding energy parameter to

match the experimental results, though it is unclear how well it performs at very low

ion energies. It has also been utilized to model sputtering of other spacecraft materials

for EP plume interaction and contamination studies.20 Most of these studies are for

monatomic materials, which was an initial assumption for the TRIM code. A modified

version of TRIM that accommodates multi-component sputtering has been developed.34

A sputtering study of boron nitride due to argon atoms has also been performed using

TRIM from a boron nitride plasma processing standpoint.25 A sensitivity study is per-

formed by adjusting the surface binding energy parameter. Again, however, the data

at very low ion energies are speculative and the trends for that regime are uncertain.

There are no known uses of TRIM or any other Monte Carlo BCA code for xenon ions
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sputtering boron nitride.

Though good results have been obtained with the BCA method, one of the main

drawbacks to these codes is the dependence of the sputtering results to the surface

binding energy parameter, which is not clearly defined; sometimes this parameter needs

to be fitted against experimental results. Another possible issue with the BCA-based

sputter models is that they only capture sputtering due to a linear cascade of binary

collisions. Under some circumstances, such as for very low ion energies, multi-body

collisional interactions need to be taken into account. The sputtering of multi-atom

molecules and compounds, or cluster sputtering, is also not considered within this ap-

proach.

2.4.4 Molecular Dynamics

Molecular dynamics (MD) is a deterministic particle simulation. The motion of each of

the atoms in the system is governed by Newton’s law of motion which is integrated for-

ward through time. The forces acting on the particles are modeled through interatomic

potential functions. Depending in part on the application of these potential functions,

an accurate picture of the atomic interactions can be successfully simulated. The MD

method has been used successfully in a wide variety of areas including sputtering simu-

lations.64,66,120

The application of molecular dynamics to sputtering systems presents some chal-

lenges.105 It involves highly non-equilibrium states where a large amount of energy

begins in one particle, the ion, and is eventually dispersed among many surface atoms.

A large range of interaction distances and energies need to be considered. The target

sample surface needs to be large enough to account for the thermal considerations appro-

priately. The required timestep can be much smaller than the duration of a sputtering

event and subsequent relaxation of the surface. Boron nitride as the target material

also presents some challenges since it consists of more than one component species.

Though there has been a prior attempt to model the sputtering of nitrides, including
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boron nitride, that work uses a potential function that is purely repulsive.35,36,91 To

compensate for the lack of any attractive forces among the atoms within the materials,

a surface energy barrier is added. This approach offers little advantage compared to a

BCA method since the sputtering is still dependent on the value of the surface binding

energy parameter. The work performed for this thesis presents a full MD method for

the modeling of boron nitride sputtering without any additional assumptions or caveats.

2.5 Summary

There are a variety of approaches that can be used to predict the lifetime of a Hall

thruster. Empirical and semi-empirical models of thruster lifetimes are often fitted to

a particular thruster or operating condition, but a proper lifetime analysis tool should

have greater robustness and confidence in the results across a wide range of thruster de-

signs and operational conditions. A full explanation and understanding of the processes

involved with wall erosion is also desirable. Thus, an approach that has a more physical

grounding is desired.

Presently, the most common approach towards erosion modeling involves a two-part

method where a plasma model calculates the ion flux to the walls and a sputter model

that calculates the resulting sputter yields. Hall thruster plasma models can largely be

divided into two categories, fluid-based methods and particle-based methods. A fluid

method, the hydrodynamic method described in Chapter III, is chosen as it offers much

quicker turnarounds on producing erosion and lifetime results over particle methods.

Though hybrid-PIC codes are currently one of the prevailing methods to model Hall

thruster plasma flows, the area of greatest concern in modeling Hall thruster plasmas,

the electron dynamics, is modeled in the same manner as fluid methods. Since the same

issues with modeling the electron transport arise in both hydrodynamic and hybrid-PIC

methods, the emphasis on the speed of the hydrodynamic model is used to choose that

method for erosion modeling in this work.

For the sputtering model, the sputter yields only need to be calculated once. Once
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the sputter yield data are obtained, they can be used repeatedly in erosion simulations

without the need to generate new sputter results. Therefore the speed of the method

is not as great of a concern and the emphasis is placed on accuracy. In particular, the

sputter yields at low ion energies is unknown for the materials of interest. It becomes

difficult to obtain experimental sputter data at low energies since increasingly sensitive

measurement techniques are required as the sputter yields decrease. Low energy sputter

yields are important in determining the upstream location along the Hall thruster chan-

nel walls where erosion begins. At ion energies near the threshold energy, however, the

assumptions for the semi-empirical models based on Sigmund’s work and also for the

particle codes based on the BCA do not necessarily hold. The Wilhelm approximation

is derived specifically for ion energies near the threshold energy, but does not model the

sputter yields well at higher ion energies. The MD method described in Chapter IV is

chosen to model the sputtering since there are no assumptions that are invalid at either

low or high ion energies.
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CHAPTER III

Hydrodynamic Plasma Model

3.1 Governing Equations

The hydrodynamic model uses a fluid description to model each of the species in a

plasma flow. Three species are modeled: singly-charged ions, neutral atoms, and bulk

plasma electrons. Doubly and other higher charged ions are not yet represented by

this model. Electrons emitted from the walls as secondary emission electrons are not

explicitly modeled as a separate species, though they are incorporated in the calculations

of sheath parameters. For each of the three species that are included, they are governed

by their own set of conservation equations. The solution scheme of the overall method

centers primarily around the ion conservation equations. The equations of the neutral

atoms and electrons provide calculations of the plasma properties that are incorporated

as source terms in the ion equations.

In a fluid description, conservation equations are used to characterize the properties

of the flow. Usually these governing equations include conservation of mass, momentum,

and energy. Beginning with conservation of mass, if a sample test volume, V , is placed

in the flow of interest, then the mass of the species in the volume changes over time due

to the net effects of the inflow and outflow of the species into the test volume as well

as any creation or destruction events occurring within the volume. This is represented

clearly through the integral form of the continuity equation,

∂

∂t

∫∫∫

V
ρdV = −

∫∫

S
ρ~v · ~ndS + Scont (3.1)
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The change in the density ρ of the species over time in a volume V is equal to the change

in density due to the flow with velocity ~v, passing through the surface S of the volume

with normal vector ~n, plus any source terms Scont.

Similarly for the momentum equation, the change in momentum inside of a test

volume is equal to the change in momentum flowing in and out of the volume as well

as changes due to forces acting on the species—both external surface forces as well as

internal body forces. The general integral form of the momentum conservation equation

is given as

∂

∂t

∫∫∫

V
ρ~vdV = −

∫∫

S
ρ~v~v · ~ndS −

∫∫

S
p~ndS +

∫∫∫

V
ρ
~F

m
dV + Smom (3.2)

where the second term on the right hand side represents the change in momentum due

to surface forces—here, viscous effects are ignored for the plasma and only pressure, p, is

considered—and the third term represents the change in momentum due to body forces,

~F . Any other means through which momentum can be altered may be represented by

more source terms through Smom.

Finally for energy conservation, the change in the specific internal energy, eint, in

a control volume over time is equal to the energy flowing in and out of the volume as

well as source terms adding to or reducing the energy, this includes work performed by

forces as well as heat sources and sinks.

∂

∂t

∫∫∫

V
ρeintdV = −

∫∫

S
ρeint~v · ~ndS + Senergy (3.3)

These equations also have a corresponding differential format. Two theorems of

vector calculus allow for the transformation. The Divergence Theorem equates the

surface integral of any vector to the volume integral of the divergence of that vector,

∫∫

S
~v · ~ndS =

∫∫∫

V
∇ · ~vdV (3.4)

The Gradient Theorem allows for a change from the surface integral of any scalar to a
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volume integral of the gradient of that same scalar,

∫∫

S
p~ndS =

∫∫∫

V
∇pdV (3.5)

Using these two theorems, the integral conservation equations can be converted to their

differential forms. The general differential form of the mass conservation equation is

given by

∂

∂t
ρ+∇ · (ρ~v) = Scont (3.6)

The differential form of the momentum equation is

∂

∂t
(ρ~v) +∇ · (ρ~v~v) +∇p = ρ

~F

m
+ Smom (3.7)

For the energy equation,

∂

∂t
(ρeint) +∇ · (ρeint~v) = Senergy (3.8)

The above differential equations, built upon basic conservation principles, are used to

model each of the species in the plasma flow. Different properties and assumptions

made for each species are used to tailor the conservation equations accordingly. Further

details are described in the following sections.

3.1.1 Ion Conservation Equations

The ions are modeled using the axisymmetric forms of the conservation equations. A

cylindrical coordinate frame is useful to describe the annular geometry of the acceleration

channels for Hall thrusters. Symmetry of the flow about the thruster centerline is

assumed so use of a full three dimensional description, with its associated increase in

computational time and complexity, is not necessary.

The axisymmetric ion continuity equation, written in conservative form, is

∂ρ

∂t
+
∂ (ρvz)

∂z
+
∂ (ρvr)

∂r
= βnaρ (3.9)

Included as a source term on the right hand side of the equation is the creation of ions
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due to ionization events. This term includes β, the volumetric ionization rate, which is

defined in Section 3.1.4.

For the momentum equations, a body force is present in the form of the Lorentz force,

which describes the interaction of electric and magnetic fields on a charged particle. It

is given as

~F = q
(
~E + ~v × ~B

)
(3.10)

For typical Hall thruster parameters, the magnetic field strength is set such that the

electrons are magnetized while the ions are not. A rough gauge of the relative magne-

tization of a charged particle is its gyroradius, or the mean radius the particle orbits a

magnetic field line. The gyroradius depends on the thermal velocity,

vth =

√
kT

m
(3.11)

and the gyrofrequency, or the frequency with which the particle circles a magnetic field

line,

ω =
eB

m
(3.12)

The gyro, or Larmor, radius can then be calculated as

rL =
vth

ω
=

√
mkT

e2B2
(3.13)

Since the mass of an ion is several orders of magnitude greater than that of an elec-

tron, its gyroradius is also substantially larger. So for a certain range of magnetic field

strengths, the gyroradius for the ions can be set to be larger than the length of the

discharge channel while the gyroradius of the electrons is much smaller than the length

of the channel. Then the Lorentz force can be considered to be reduced to a purely

electrostatic acceleration for the ions.

Two components, the axial and the radial, of the ion momentum equation are con-

sidered. The conservative form of the axial component of the ion momentum equation

is

∂ (ρvz)

∂t
+
∂ (ρa2 + ρv2

z)

∂z
+
∂ (ρvzvr)

∂r
= enEz + βnavaρ (3.14)
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For isothermal ions, the equation of state is p = ρa2 where a is the local acoustic speed.

The first source term on the right hand side of Eq. (3.14) represents the force resulting

from the axial component of the electric field, Ez. The second source term is a frictional

drag force due to ionization collisions of the neutral atoms. The conservative form of

the radial component of the ion momentum equation is

∂ (ρvr)

∂t
+
∂ (ρvzvr)

∂z
+
∂ (ρa2 + ρv2

r)

∂r
= enEr +

ρa2

r
(3.15)

Here, the force due to the radial component of the electric field is represented in the

source terms as well as a term that arises due to the axisymmetric nature of the formu-

lation.

The energy conservation equation is ignored for the ions. The ion temperature is

much lower than the electron temperature within Hall thruster dynamics and can be

considered negligible.4 Then through the cold ion assumption, the ion energy equation is

not necessary anymore and can be eliminated, simplifying the set of governing equations.

3.1.2 Neutral Atom Conservation Equations

The neutral atoms are modeled as a one dimensional flow through the acceleration

channel. Only the continuity and axial momentum equations are considered. They are

similar in form to the corresponding ion equations and are given as

∂na

∂t
+
∂ (nava)

∂z
= −βnna (3.16)

∂ (nava)

∂t
+
∂ (naa

2 + nav
2
a)

∂z
= 0 (3.17)

The source term for the continuity equation is negative since neutrals are depleted for

ionization. The creation of neutral atoms due to ion recombination at the walls is low

compared to the bulk population, around an order of magnitude lower, so it is ignored.

No source terms are considered for the momentum equation.
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3.1.3 Electron Conservation Equations

For the electrons, the continuity equation can be eschewed for a quasi-neutrality as-

sumption as long as the simulation mesh lengths are larger than the electron Debye

length. The bulk plasma within the channel is assumed to be electrically neutral. With

only singly-charged ions considered in this model, this allows for the electron number

densities to be set equal to the calculated ion number densities. The two remaining

conservation properties, of momentum and energy, are not used to explicitly calculate

the electron velocities or energies. Rather, the momentum equation is used to calculate

the electric field while the energy equation is used to solve for the electron temperature.

The momentum equation for the electrons is given as

∂

∂t
(ρe~ve) +∇ · (ρe~ve~ve) +∇pe = −en

(
~E + ~ve × ~B

)
− memh

me +mh

nνe (~ve − ~vh) (3.18)

Apart from the Lorentz force, the source terms include a frictional force due to collisions

with the heavy particles, both ions and neutral atoms collectively represented by the

subscript h, that occur with a frequency of νe. The relative time scales of electron

motion, as evidenced by the gyrofrequency in Eq. (3.12) for example, are much lower

than that of the ions due to the low mass of the electron. In solving for the electric

field profile, the primary concern is with the ion motion, thus it is assumed that the

electrons are mobile enough on the ion time scale to reach a time-averaged equilibrium.

In that case, the time-dependent term on the left hand side of Eq. (3.18) drops out. The

electrons can also be considered inertia-less under this assumption. Then the second

term on the left hand side is also neglected. Finally, the velocity term in the Lorentz

force on the right hand side can also be ignored under the time-averaged assumption.

The electrons are constrained to revolve around the magnetic field lines, but are free

to move along the magnetic field lines. In a time-averaged case, then, the motion of

the electrons around the magnetic field lines cancels out. The net motion will then be

only along the magnetic field lines; this is also known as the guiding center motion.

Since the guiding center moves in the same direction as the field lines, the cross product
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of the Lorentz force cancels out. Further simplification of the source terms is possible

in the collisional drag term, since mh À me and ve À vh. The electron momentum

conservation equation is reduced to

~E = − 1

en
(∇pe −menνe~ve) (3.19)

Further manipulation of the formula using the equation of state,

pe = nkTe (3.20)

and the definitions of electron current density,

~je = −en~ve (3.21)

and of electron mobility,

µe =
e

meνe

(3.22)

leads to the following equation for the electric field,

~E =
1

en

(
~je
µe

−∇ (nkTe)

)
(3.23)

The calculation methods to obtain the electron current density and the electron mobility

are described in Section 3.1.4.

Calculation of the electron temperature is found through the electron energy equa-

tion. Following the time-averaging approach that is performed for the momentum equa-

tions, the time-dependent term is discarded from the energy equation. The density

and velocity in the flux term is reformulated into the electron current density through

Eq. (3.21) while the internal energy is used to represent the electron temperature through

eint =
3

2

kTe

me

(3.24)

The electron temperature can be represented as a balance of various heat sources and

sinks.65 The electrons are assumed to be thermalized along the magnetic field lines re-

sulting in constant electron temperatures along those lines. Then only a one dimensional
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profile of the electron temperature needs to be calculated. In the axial direction,

3

2

∂ (jekTe/e)

∂z
= Qjoule −Qion −Qwall −Qel (3.25)

The energy gain is primarily due to Joule heating of the electrons,

Qjoule = jeEz (3.26)

Three energy loss mechanisms are considered. The first is energy loss due to electron

impact ionization of neutral atoms,

Qion = ennaEionβ (3.27)

where Eion is the ground state ionization energy for the propellant in consideration.

Energy is also lost due to collisions with the walls,

Qwall = νwallne (2kTe + (1− s)φs) (3.28)

which is dependent on the wall collision frequency, νwall, the secondary electron emission

coefficient, s, and the potential drop across the sheath, φs. These parameters, along

with other important plasma properties, are described in more detail in Sections 3.1.4

and 3.2.1 which deal with plasma and sheath properties respectively. The final electron

energy loss mechanism included is elastic relaxation with the neutral atoms,

Qel = 3
me

mi

nνeak(Te − Ta) (3.29)

where νea is the collision frequency of the electrons with neutral atoms.

3.1.4 Plasma Properties

In order to solve the governing conservation equations for each of the species, a number

of plasma properties need to be calculated. These supplemental equations close the

system structured on the conservation equations highlighted in the previous section.

This section primarily focuses on the ionization rate, the electron current density, and
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the electron mobility.

3.1.4.1 Ionization Rate

Appearing in the source terms for the ion and neutral atom continuity equations as

well as the ion momentum equation is the volumetric electron impact ionization rate

represented by β. The ionization rate is modeled in this work as6

β = σionvth

(
1 + 2

kTe

eEion

)
exp

(
−eEion

kTe

)
(3.30)

The calculation of the ionization rate involves the ionization collision cross-section, σion,

the electron thermal speed, vth, and the ionization energy, Eion. Both the ionization

collision cross-section and the ionization energy are properties of the propellant species.

Here, for simplicity, a constant is used to approximate a representative cross-section,

though the ionization collision cross-section is typically dependent on the electron en-

ergy.99 The ionization energy used is the first ionization energy, the minimum energy

required to remove an electron from the ground state of the neutral atom.

3.1.4.2 Current Density

For the calculation of the electric field in Eq. (3.23), the electron current density needs

to be known. For Hall thrusters, one of the adjustable parameters is the total discharge

current of the device. The total discharge current is composed of the ion and electron

current contributions,

ID = Ii + Ie (3.31)

where the ion current can be found from integrating the ion current density over the

cross-sectional area of the acceleration channel, A.

Ii =

∫

A

envzdA (3.32)
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The electron current density is assumed to vary only in the axial direction and is found

from dividing the electron current by the cross-sectional area.

je =
1

A

(
ID −

∫

A

envzdA

)
(3.33)

3.1.4.3 Electron Mobility

Also required for the electric field calculation is the electron mobility. As given in

Eq. (3.22), the electron mobility is dependent on the electron collision frequency. Classi-

cal mobility depends on the electrons colliding with ions or the neutral atoms. Electron-

ion interactions are dominated by small angle Coulomb collisions. These interactions

between charged particles occur with a frequency of86

νei =
ne4 ln Λ

2πε20m
2
ev

3
e

=
ne4 ln Λ

2πε20m
2
e(3kTe/me)3/2

(3.34)

where the Coulomb logarithm,

ln Λ = ln
(
nλ3

D

)
(3.35)

is dependent on the electron Debye length,

λD =

√
ε0kTe

ne2
(3.36)

The electron-neutral atom collision frequency is modeled by

νea = σeanavth (3.37)

where σea is the electron-neutral atom collision cross-section. Similar to other colli-

sion cross-sections, it is dependent on the electron energy, but here is represented as a

constant for the range of energies typical within a Hall thruster.

However, as has been noted by many other researchers developing plasma models to

describe the flow in a Hall thruster, the mobility calculated in this manner is often found

to be far lower than necessary.17 Classical mobility is not sufficient in itself to explain

the transport of electrons across the magnetic field lines. Thus other contributions to

the electron mobility are offered. One is Bohm, or anomalous, diffusion. It is simply
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modeled as

νB = αBωe (3.38)

where ωe is the electron gyrofrequency. The Bohm coefficient, αB, has a classical value

of 1/16, though it can be empirically adjusted. The physical underpinning of Bohm

diffusion is often explained as being due to plasma turbulence. Another contribution to

the electron mobility may be due to electrons colliding with the walls of the channel.

The electron-wall collision frequency is modeled as59

νwall = αwall
vth

h
exp

(
− eφs

kTe

)
(3.39)

This expression is based on the thermal velocity of the electrons divided by the channel

width, h, times a factor that incorporates the fraction of electrons with temperature

Te able to penetrate through the sheath potential. The exact nature of the electron-

wall interactions within SPT Hall thrusters is not well understood and explanations

ranging from a dominant electron repelling sheath, allowing for a very slow electron-

wall collision rate, to secondary electrons cascading down the walls, leading to a very

high electron-wall collision rate, have been proposed. A coefficient, αwall, is introduced

for the wall-collision frequency to adjust this parameter.

The total electron collision frequency used in the calculation of the electron mobility

is then a sum of the collision frequencies of electrons with ions, electrons, and the walls

along with the Bohm diffusion term. There is also a correctional term that is applied

to the electron mobility that adjusts for mobility across magnetic field lines. The final

result for the cross field mobility is then

µe⊥ =
µe

1 + (ωe/νe)
2 =

e/ (meνe)

1 + (ωe/νe)
2 (3.40)

where

νe = νei + νea + νwall + νB (3.41)
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3.1.5 Magnetic Field Considerations

The magnetic field profile plays an important role in affecting the plasma dynamics

within a Hall thruster. As mentioned before, the magnetic field strength of these devices

is set such that the electrons are magnetized and constrained mainly to the field lines

while the ions are largely unmagnetized. Since models of Hall thruster plasmas are often

run on the ion time scale, the electrons are assumed to be mobile enough to equilibrate

with one another along the magnetic field lines. This allows for simpler calculation of

electron properties within the channel.

3.1.5.1 One-Dimensional Approximation

A significant simplification can be made to the model if a one-dimensional approximation

is made of the magnetic field configuration. The magnetic field profile is assumed to vary

only in the axial direction such that the magnetic field lines lie along the radial direction.

This effectively sets all dynamics in the radial direction to be along the magnetic field

lines and sets all the cross-field dynamics to be in the axial direction. This is of the most

benefit in solving for the momentum equations for the ions as well as the electrons.

The electric field calculation from the electron momentum equation in Eq. (3.18)

is kept for the axial component, as it is still across magnetic field lines, but a simpler

version can be used to represent the radial component of the electric field. Since the

electrons are assumed to thermalize along magnetic field lines, the electron temperature

can be considered to be constant along those lines. Also, there is no net electron current

that runs along those field lines, and thus the radial component of the electron current

density can be ignored. Then the electric field in the radial direction is reduced to

enEr = −∂ (nkTe)

∂r
= −kTe

mi

∂ρ

∂r
(3.42)

Under this form, the radial electric field can be moved from the source terms on the

right hand side into the conservative left hand side of the equation. This is performed
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through establishing a new effective sound speed of

a∗ =

√
a2 +

kTe

mi

(3.43)

Basically, the electron and ion pressure terms are combined together to make this new

parameter that is constant along magnetic field lines. A similar manipulation can be

performed for the axial electric field and ion momentum equations, though now it is

across magnetic field lines. The resulting ion momentum equations can be rewritten as

∂ (ρvz)

∂t
+
∂ (ρ (v2

z + a∗2))
∂z

+
∂ (ρvzvr)

∂r
=
jez

µe

+ βnavaρ (3.44)

∂ (ρvr)

∂t
+
∂ (ρvzvr)

∂z
+
∂ (ρ (v2

r + a∗2))
∂r

=
ρa2

r
(3.45)

This formulation of the ion momentum equations lends itself towards greater stability

of the solution scheme, particularly in the radial direction. The radial electric field

source term is reduced to a balance of the electron pressure, which is folded into one

of the conservative flux terms on the left hand side. The only remaining source term

in the radial direction is the axisymmetric adjustment term. In the axial direction, the

ionization drag term remains on the right hand side as well as the component of the

electric field dependent on the cross-field electron mobility.

3.1.5.2 Two-Dimensional Axisymmetric Case

Though the one-dimensional approximation of the magnetic field offers benefits such as

simplifying and improving the stability of the method, the effects of the full magnetic

field profile can not always be ignored. The magnetic field profile influences the structure

of the plasma and can therefore impact the consequent wall erosion. This is most

noticeable in affecting the location where erosion begins, and it can also affect the wall

erosion profiles. Depending on the particular configuration of the Hall thruster and

its magnetic field, proper modeling of the full two-dimensional profile of the magnetic

field and its effect on the thruster plasma can be important to accurately capturing the

thruster erosion.
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The concept of the thermalized potential proposed by Morozov is used to incorporate

the effects of the two-dimensional profile of the magnetic field into the model.84 Under

the assumption of the electrons reaching a thermal equilibrium along the magnetic field

lines, the electron momentum equation can be considered as a balance between the

electric field and the electron pressure as in Eq. (3.42) for the radial component, for

example. The electric field can be integrated in space to find the potential,

φ = φ∗ +
kTe

e
log

( n

n∗

)
(3.46)

where φ∗, the thermalized potential, and n∗ are reference values. The reference values

are found on the channel centerline. They can be calculated in the same manner as the

axial terms in the one-dimensional magnetic field profile case. Since the thermalized

potential is constant along a magnetic field line, the potential field within the channel

can be found from the centerline potential profile. For each point in the channel, the

magnetic field lines are traced from the point of interest to the centerline. The field lines

are constructed using the streamfunction of the magnetic field. Since the divergence of

a magnetic field is zero, following one of Maxwell’s laws of electromagnetism, a two

dimensional streamfunction of the magnetic field can be constructed such that

Bz =
1

r

∂ψ

∂r
(3.47)

Br = −1

r

∂ψ

∂z
(3.48)

A linear interpolation is applied to find better estimates of the location where the stream-

function value lies on the centerline. From the potential field, the resulting electric field

profile within the channel can be found from the spatial derivatives.

3.2 Boundary Conditions

The hydrodynamic model simulates the plasma discharge within a Hall thruster acceler-

ation channel from the anode to the exit plane. The domain is an axisymmetric slice of

the channel that is bounded by the inner and outer walls. As the walls erode away, the
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domain is altered to accommodate the new thruster geometry. The domain is covered

using a regular structured Cartesian mesh. Ghost cells are employed to set the bound-

ary conditions around the domain. At the anode, the neutral and electron temperatures

are set. Assumed conditions for the plasma density and ion velocity are also set at the

anode boundary. The settings of the inflow neutral atom velocity and number density

are based on the neutral atom thermal velocity and the propellant mass flow rate. At

the exit plane, zero gradient Neumann outflow conditions are used for the ion, neutral,

and electron properties. The lateral boundary conditions along the walls are described

in more detail in the following sections.

3.2.1 Plasma-Sheath Interface

The boundary conditions at the inner and outer walls are not set at the actual wall

surfaces, but rather at the plasma-sheath interface. The sheath is a plasma phenomenon

that occurs for plasmas that are bounded by wall surfaces. Near the walls, the electrons,

due to their higher mobility compared to ions, are more quickly depleted as they are

absorbed by the walls. Then a potential difference arises that repels electrons away from

the walls while attracting ions to the walls. The sheath potential reaches a value such

that the net current, from both ions and electrons, to the walls is zero. The resulting

potential across the sheath is50

φs =
kTe

e
ln

(
1− s

vs

√
2πme/(kTe)

)
(3.49)

where vs is the ion entrance velocity into the sheath and s is the secondary electron

emission coefficient. Secondary electron emission accounts for the electrons emitted

from the surface due to electron and ion impacts. The influx of a secondary electron

species into the sheath affects the plasma-wall interaction. The secondary electron

emission coefficient is modeled empirically here after experimental measurements taken

of boron nitride.33

s = 0.54 +
1− 0.54

40

kTe

e
(3.50)
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If the secondary electron emission reaches a certain limit, the sheath region can become

charge saturated and the physics are affected noticeably. The critical secondary electron

emission coefficient value occurs at50

scrit = 1− 8.3

√
me

mi

(3.51)

When charge saturation is reached, the sheath potential is estimated to be about the

electron temperature in that location.

Since several of the assumptions, such as quasi-neutrality, made in the derivation

of the governing equations in the previous section no longer hold in the sheath, the

boundaries of the hydrodynamic method are set at the plasma-sheath interface. The

traditional solution at the sheath edge requires the ion entrance velocity to be equal to

the Bohm velocity,

vB =

√
kTe

mi

(3.52)

This conclusion is reached since the sheath requires an ion velocity greater than or equal

to the Bohm velocity for a monotonic potential distribution across the sheath while the

bulk quasi-neutral plasma requires ion velocities below the Bohm velocity.69 Thus,

the Bohm velocity appears to be the natural solution at the plasma-sheath interface.

However, this choice of the boundary leads to some unresolved issues, namely, the electric

field approaches zero from the sheath side while the electric field approaches negative

infinity from the plasma side. A more accurate representation may be to include a

smooth transition region between the ‘edge’ of the bulk plasma and the ‘edge’ of the

sheath.40,46 For the purposes of this model, the work of Keidar et al. and Godyak

are followed.45,59 The Bohm velocity is not assumed a priori at the plasma edge. If

a nonzero electric field is present, a subsonic entrance velocity can still lead toward a

monotonic sheath solution. A relation between the ion velocity and the electric field

at the plasma edge is presented in Fig. 3.1. The number density at the sheath edge is

calculated from the electric field. Again, if the electron momentum equation is reduced

to a balance of the pressure and electric field terms, then a relation for the density can
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be obtained,

ns = −kTe∇n
eE

(3.53)
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Figure 3.1: The calculated relation between the electric field, normalized by the electron temperature
over the Debye length, and the ion velocity, normalized by the Bohm velocity, at the plasma edge.

3.2.2 Cut Cell Eroded Wall Boundaries

The hydrodynamic method is run on a regular axisymmetric Cartesian mesh. To account

for the eroded wall profiles that do not lie along the grid points, a cut cell approach

is taken.32,115 The actual calculated wall locations are retained and used to set the

location of the boundaries of the domain. When portions of the wall are at an angle to

the grid, linear cuts are taken of the rectangular cells to approximate the wall contours.

If the cut of the cell leaves less than half of the original cell area in the flow region,

then the cut is merged with the adjacent cell that is towards the centerline. Figure 3.2

displays a few examples of cut and merged cells.

Along an angled wall surface, both vertical and horizontal fluxes are calculated from
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Figure 3.2: Examples of (a) cut and (b) merged cells and associated fluxes.

the sheath ghost cell boundary conditions. Merged cells can also have two fluxes where

they are adjacent to two other cells on a side. Both of these situations lead towards mul-

tiple fluxes on a side of a cell. The fluxes are weighted according to their relative lengths

and these calculations incorporate the volumetric differences due to the axisymmetric

nature of the simulated domain.

3.3 Solution Scheme

The hydrodynamic model is solved using a flux-splitting finite volume scheme. Each cell

of the simulation domain is treated as a control volume where the integral conservation

equations, Eqs. (3.1) to (3.3) are solved. Apart from the contributions of the source

terms, the fluxes between each of the cells also affect the conserved values. At each cell

interface, the fluxes are calculated following the isothermal version of the Roe solver.68,93

The integral form of the axisymmetric conservation equations can be discretized as

Ut+1
i,j −Ut

i,j

∆t
=

r
i− 1

2 ,j
l
i− 1

2 ,j
F

i− 1
2 ,j
−r

i+1
2 ,j

l
i+1

2 ,j
F

i+1
2 ,j

+r
i,j− 1

2
l
i,j− 1

2
G

i,j− 1
2
−r

i,j+1
2

l
i,j+1

2
G

i,j+1
2

rcA
+ S

(3.54)

where l is the length of the side, r is the radius of the center of the side segment from

the symmetry axis, rc is the radius of the centroid of the cell, and A is the cell area.

Figure 3.3 diagrams a sample cell located at i, j and its associated fluxes. For the ion
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Figure 3.3: A sample cell with associated notation.

conservation equations given in Eqs. (3.9), (3.14), and (3.15), the conserved variables

and fluxes are

U =




ρ

ρvz

ρvr



, F =




ρvz

ρv2
z + ρa2

ρvzvr



, G =




ρvr

ρvzvr

ρv2
r + ρa2




(3.55)

The Roe scheme is an approximate Riemann solver that solves for the fluxes—here, the

radial flux is shown as an example—through

Gj+ 1
2

=
1

2
(Gj +Gj+1)− 1

2

∑
|λ|αR (3.56)

where λ are the wave speeds and αR are the wave strengths. To calculate these values,

this solver uses the Roe average, which between cells j − 1 and j, for example, is

v̄ =
vj−1

√
ρj−1 + vj

√
ρj√

ρj−1 +
√
ρj

(3.57)

Then the resulting Jacobian matrix of the system is

∂G

∂U
=




0 0 1

−v̄zv̄r v̄r v̄z

a2 − v̄2
r 0 2v̄r




(3.58)
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The eigenvalues of the Jacobian provide the three wave speeds,

λ = v̄r − a, v̄r, v̄r + a (3.59)

The eigenvectors of the Jacobian are

R =




1

v̄z

v̄r − a



,




0

1

0



,




1

v̄z

v̄r + a




(3.60)

To find the wave strengths, the inverse of the matrix containing the eigenvectors is

multiplied by the change in the conserved variables,

α = R−1∆U

= 1
2a




v̄r + a 0 −1

−2av̄z 2a 0

−v̄r + a 0 1







∆ρ

∆ (ρvz)

∆ (ρvr)




= 1
2a




(a+ v̄r) ∆ρ−∆ (ρvr)

−2av̄z∆ρ+ 2a∆ (ρvz)

(a− v̄r) ∆ρ+ ∆ (ρvr)




(3.61)

Similar operations are performed to produce the axial fluxes, F . In the one dimensional

magnetic field approximation described in Section 3.1.5.1, the only change required is to

replace the sound speed, a, with the modified sound speed, a∗, described in Eq. (3.43).

For the neutral atoms, the same process is taken, but only performed in a one dimen-

sional setting with just the continuity and axial momentum equations.

The simulation is initialized with a uniform flow based on the inflow conditions

throughout the domain. The various plasma properties, based on the electron parame-

ters, needed to calculate boundary conditions and source terms are found. The flux cal-

culations are then carried out throughout the domain, including those at the boundaries

involving ghost cells. The cell-centered conserved values are then found from solving the

ion and neutral atom conservation equations through the process above. This process is

iterated until a representative steady state is reached. The time scale for channel wall

erosion is much greater than that of plasma oscillations, and therefore a representative

steady state calculation of the plasma flow is sufficient for the needs here.
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For Hall thrusters, only a small number of variables are set or observed directly

by the experimentalist, operator, or designer. These include the discharge voltage and

current, propellant mass flow rate, magnetic field profile, and the thruster geometry. Hall

thrusters are voltage regulated devices, so the voltage difference between the anode and

cathode are fixed. The discharge current is not fixed, but can be adjusted depending on

the mass flow rate and magnetic field configuration. For the hydrodynamic simulations,

the magnetic field profile and the thruster geometry are directly applied to the model.

The propellant mass flow rate is used to set the inflow neutral atom number density and

the discharge current is used to calculate the electron current density within the thruster.

The discharge voltage is left as a free parameter to be matched to experimental results.

Other parameters that are available for comparison include thrust and measurements of

the plasma properties such as the electron temperature or electric field. The unknowns

in the simulation inputs are altered to try to match the available measured data. The

simulation parameters for this hydrodynamic method that can be varied include the

ion boundary conditions at the anode, the electron temperature at the anode, and the

electron mobility terms. As with any other simulation model, care must be taken in

adjusting these parameters within reasonable values. Ideally, only minor adjustments

would need to be made between modeling different thrusters and operating conditions.

54



CHAPTER IV

Molecular Dynamics Sputter Model

4.1 Governing Equations

Molecular dynamics is a deterministic computational simulation method that models

the dynamics of a system of particles. At its very basic roots, this method calculates

the positions of each particle by integrating their acceleration through time. The accel-

eration vectors are found from Newton’s law of motion, involving the forces acting upon

each particle. The forces are modeled by potential functions describing the interatomic

interactions among the atoms. These potentials are functions of particle positions only.

Then, at each iteration of the simulation process, the particle positions are updated,

the potentials are re-calculated based on the new positions, and the resulting force, and

therefore acceleration, is integrated in time to find the new particle positions. Each step

of the process is described in more detail in the following sections.

4.1.1 Newton’s Law of Motion

Molecular dynamics models a system of particles governed by the classical dynamics of

Newton’s law of motion,

~F = m~a = m
∂2~r

∂t2
(4.1)

where each particle with a mass m is accelerated by ~a due to a force ~F . The acceleration

is also the second derivative of the particle position with respect to time. The forces

on each particle are assumed to arise from a conservative force field described by the

appropriate potential functions.
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4.1.2 Interatomic Potential Functions

A main key to molecular dynamics simulations lies in the potential functions used to

describe the system. They often comprise the bulk of the complexity and computational

requirements of the simulation and are largely responsible for the fidelity of the model

to the actual physics. As stated above, the role of the potential functions is to determine

the forces acting upon each particle. Since the force field is conservative, the forces can

be calculated from the negative gradient of the potential function

~F = −∇Φ (4.2)

To calculate the components of the forces along the directions between each pair of

atoms, derivatives of bond lengths and angles with respect to a particular direction

need to be found. The full derivation of the force components for the potentials used in

this work is provided in the Appendix. The system under consideration for this work

is a boron nitride (BN) surface under xenon ion bombardment. Therefore, a potential

function that describes the interaction of the boron and nitrogen atoms with one another

is needed as well as one to simulate the impacting xenon ions.

4.1.2.1 Boron Nitride Potential Function

The interaction of the boron and nitrogen atoms with other boron and nitrogen atoms

is governed by a potential function presented by Albe et al.7,8 This potential is based on

the Tersoff potential, a bond order potential, which was originally developed for silicon

systems and is well suited for other covalent systems such as BN.103,104 Bond order

potential functions incorporate environmental influences—including the coordination

number, bond lengths, and bond angles—for determining the strength of each bond.

Thus, if properly tuned, these bond order potentials have good capability to simulate

not only ordered lattice structures, but also different structural configurations, such as

those that would be present in surface sputtering scenarios. The Albe potential is fitted

to a number of two and three-body boron and nitrogen configurations whose structural
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properties are known, while also maintaining good comparisons to various phases of

bulk BN.8

The base form of the potential is given by

Φ =
1

2

∑

i6=j

fc (rij) [fR (rij)− bijfA (rij)] (4.3)

where fc is a cutoff function limiting the range of the potential. The fR and fA terms

are the repulsive and attractive parts of the potential, respectively. The bij term is

a modifier to the attractive force component that takes into account third-body bond

stretching and bending, and rij is the distance from particle i to particle j. The potential

is dependent on particle positions only.

The repulsive and attractive components to this potential are similar in form and

are based on a Morse potential,23

fR (rij) =
D0

S − 1
exp

(
−β
√

2S(rij − r0)
)

(4.4)

fA (rij) =
SD0

S − 1
exp

(
−β

√
2

S
(rij − r0)

)
(4.5)

where D0 is the dimer energy and r0 is the dimer separation. S and β are fitting

constants. The resulting potential curves from these components are shown in Fig. 4.1.

As per a typical pair potential well profile, an attractive force, here due to covalent

bonding, draws the two atoms together while the Pauli exclusion principle presents a

strong repulsive core when the atoms approach too close to each other. Outside of a

certain range, set by the cutoff function, no interaction between the atoms is considered.

The flexibility of bond-order potentials stems from the modifier term bij, which for

this potential is given as

bij = (1 + γnχn)−1/2n (4.6)

χ =
∑

k 6=i,j

fc(rik)g(θijk)h(rij, rik) (4.7)

g(θijk) = 1 +
c2

d2
− c2

d2 + (m− cos(θijk))
2 (4.8)
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Figure 4.1: Sample potential well profiles.

h(rij, rik) = exp
(
λ3(rij − rik)

3
)

(4.9)

where the index k indicates the third particle under consideration (θijk would be the

angle between ij and ik) and γ, n, c, d, m, and λ are all constants. The effect of the bij

term on the potential profile is also shown in Fig. 4.1.

The cutoff function, fc, is changed from the sine-based function used by Albe et al.8

fc (rij) =





1, rij ≤ R−D

1
2
− 1

2
sin

(
π

rij−R

2D

)
, R−D < rij < R +D

0, rij ≥ R +D

(4.10)

to a different one based on an exponential function74

fc (rij) =





1, rij ≤ R−D

exp
(
α x3

x3−1

)
, R−D < rij < R +D

0, rij ≥ R +D

(4.11)

x =
rij − (R−D)

2D
(4.12)
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where D and R set the radii of the cutoff shell. The cutoff function given by Eqs. (4.11)

and (4.12) is equal to zero at both ends up to the second derivative and provides for a

smoother transition than the function given in Eq. (4.10). This is seen in Fig. 4.2 where

the first derivatives, important for the force calculations, of both cutoff functions are

plotted. For the exponential-based cutoff function, the magnitude of the local extremum

of the first derivative is minimized when the coefficient α is set to 3.

R - D R + D
r ij

-10

-5

0

df
c/d

r ij [Å
-1

]

fc = f(exp)

fc = f(sin)

Figure 4.2: The first derivative of the sine-based (Eq. (4.10)) and exponential-based (Eq. (4.11)) cutoff
functions.

A second modification is made to this potential. The original form of the potential

has a very high sensitivity to bond angles for bonds involving boron-boron interactions

due to the small value of d used in the final term of Eq. (4.8). Around the critical

angle set by m, this portion of the potential function has very large gradients as shown

in Fig. 4.3. To traverse these steep slopes properly would require a prohibitively small

timestep. Thus, to keep simulations within a reasonable amount of computational time,

the sensitivity here is reduced by changing the values of c and d from 0.52629 and

0.001587 to 3.316257 and 0.01 respectively. This maintains the same ratio of c2 to d2 in

the second term in Eq. (4.8) while reducing the sensitivity of the final term. The values
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Figure 4.3: Plot showing the sensitivity of the function in Eq. (4.8) for B-B bonds.

of all the coefficients used for this BN potential are given in Table 4.1.

Unfortunately, the bulk form of boron nitride in any phase does not include any

boron-boron bonds, therefore it is difficult to ascertain the extent of the effects of the

modification to the potential. Typical parameters that would be tested, such as the bulk

modulus and other elastic properties of BN, are unaffected by the change. Running a

series of cases with the unmodified potential to calculate the sputter yields to compare

results with the modified potential would require a considerable amount of computa-

tional time and resources, so that is not a viable option either. The modifications made

here to c and d in Eq. (4.8) are made in the interest of allowing for a reasonable timestep

for resolution of the potentials while maintaining energy conservation, but this is an area

that might warrant further investigation.

4.1.2.2 Xenon Potential Function

According to sputtering theory, the xenon ion is assumed to be neutralized before impact

by an electron from the surface; electrostatic effects do not need to be considered.108

The impacting ion is treated as a neutral atom in the sputtering simulations, but to
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B-B N-N B-N

R [Å] 2.0 2.0 2.0
D [Å] 0.1 0.1 0.1
D0 [eV] 3.08 9.91 6.36
r0 [Å] 1.59 1.11 1.33
β [Å−1] 1.5244506 1.92787 2.043057
S 1.0769 1.0769 1.0769
n 3.9929061 0.6184432 0.364153367
γ 0.0000016 0.019251 0.000011134
c 3.316257 17.7959 1092.9287
d 0.01 5.9484 12.38
m 0.5 0.0 -0.5413
λ [Å−1] 0.0 0.0 1.9925

Table 4.1: Coefficient values used for the boron nitride potential function.8

distinguish it from the surface atoms, it will continue to be designated as the “ion”. A

purely repulsive potential, such as a Molière potential or a “universal” Zeigler, Biersack,

and Littmark (ZBL) potential function, is often used to describe the ion interactions.

Since the van der Waals attraction of the xenon with the boron and nitrogen atoms is

much weaker than the covalent attraction the boron nitride has within itself, a purely

repulsive force is acceptable.57 The Molière potential function is used to model the

xenon ions in this work. It is based on a screened Coulomb repulsion and has the form

Φ =
ZiZje

2

4πε0rij

[
0.35 exp

(
−0.3

rij

aF

)
+ 0.55 exp

(
−1.2

rij

aF

)
+ 0.10 exp

(
−6.0

rij

aF

)]

(4.13)

where Zi and Zj are the atomic numbers of the atoms in question, e is the elementary

charge, and ε0 is the permittivity of free space. The potential depends on aF , the Firsov

screening length, which is based on calculations involving the Thomas-Fermi function,87

aF =
0.8853a0(√
Zi +

√
Zj

)2/3
(4.14)

where a0 is the Bohr radius.
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4.1.3 Leapfrog Scheme

Once the forces on each particle have been calculated from the potential functions, the

particle velocities and positions can be updated. A finite difference method is typically

used to integrate forward through time. These schemes are based on the Taylor series

expansions of the positions,

~r (t+ ∆t) = ~r(t) + ~v(t)∆t+
1

2
~a(t)∆t2 + . . . (4.15)

A common approach is to use the Verlet method. This scheme results from combining

the forward step expansion given in Eq. (4.15) with the backward step expansion,

~r (t−∆t) = ~r(t)− ~v(t)∆t+
1

2
~a(t)∆t2 − . . . (4.16)

The result is

~r (t+ ∆t) = 2~r(t)− ~r(t−∆t) + ~a(t)∆t2 +O(∆t4) (4.17)

The Verlet method is a stable third-order method with wide application in molecular

dynamics. It does have its drawbacks, however, the main one being that it does not

explicitly calculate the particle velocities which are useful in computing energies and

temperatures. Thus, an equivalent form of the Verlet method, the leapfrog scheme, is

used instead. The leapfrog method staggers the position and velocity calculations by a

half timestep

~v (t+ ∆t/2) = ~v (t−∆t/2) + ~a(t)∆t (4.18)

~r (t+ ∆t) = ~r(t) + ~v (t+ ∆t/2) ∆t (4.19)

The leapfrog scheme is simple, yet robust and accurate enough for sputtering studies.

Higher order schemes, such as predictor-corrector methods, are not used in this work due

to their increased complexity and their need for more force calculations per timestep.

To initialize the simulations, the starting positions of the particles at time t = 0 are

set to the equilibrium lattice configuration. The initial velocities at time t = ∆t/2 for

each particle are chosen randomly from a Gaussian distribution around the equilibrium
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temperature for each axis direction through

v =
√
− ln q1 cos (2πq2)

√
2kT0

m
(4.20)

where q1 and q2 are random numbers between zero and unity. A correction is applied to

the velocities to ensure the bulk velocity of the entire system is zero in every direction.

The system is then stepped forward through time using the leapfrog scheme.

4.2 Domain Configuration

The system of interest for this work ultimately should model the behavior of the surface

of a Hall thruster acceleration channel wall under xenon ion bombardment. The accel-

eration channel wall material for SPT-type Hall thrusters is often boron nitride or a BN

compound. For the boron nitride, it is typically the hexagonal boron nitride (h-BN)

allotrope that is used. For the molecular dynamics simulations, a small sample of h-BN

is modeled and simulated to undergo impacts from xenon ions.

4.2.1 Boron Nitride Lattice

Hexagonal boron nitride is structurally similar to graphite. Alternating boron and ni-

trogen atoms are placed in hexagonal lattices which are arranged as a series of sheets.

Equilibrium dimensions8 and a sample view are shown in Table 4.2 and Fig. 4.4, respec-

tively.

Three domain sizes are used to model the BN surface. The lateral dimensions need

to be large enough to contain the area of effect of an ion impact as it imparts momentum

and energy cascades across the surface. As sputtering events typically only involve a

few layers of atoms closest to the surface, the height of the BN block is often shorter

in length than the other two dimensions. The energy of the impacting ion will dictate

the domain size necessary as higher energy ions will require larger domains to contain

the full effect of the impact without overlap. The smallest domain, used for ion energies

at 100 eV or below, consists of 24 sheets that are 18 hexagons wide and 10 hexagons
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Dimension Length [Å]
a 2.496
c 3.245
s 1.441

Table 4.2: Dimension lengths of h-BN.

Figure 4.4: Sample view of an h-BN lattice.

high, resulting in a 7.8 nm × 7.8 nm × 2.5 nm BN block. A larger domain, used for

ion energies between 100 and 250 eV, is 32 sheets of 24 × 12 hexagons, or a 10.4 nm ×
10.4 nm × 3.0 nm block. The largest domain, for ion energies at 250 eV and above, has

40 sheets of 30 × 12 hexagons, or a 13.0 nm × 13.0 nm × 3.0 nm block.

4.2.2 Boundary Conditions

Periodic boundary conditions are applied in the lateral directions. Particle interactions

and movement wrap around to the opposite edge. Benefits of periodic boundary con-

ditions include proper particle dynamics at the system boundaries, instead of affecting

momentum or energy as fixed or damped boundary conditions would. One thing to

consider with periodic boundary conditions for sputtering simulations, however, is that

they represent an infinitely repeating domain of closely impacting ions. This leads to

a much greater ion flux than measured in sputtering experiments or expected for Hall

thruster operation. The simulation domain size should be large enough such that the

energy cascading from the ion impact does not cross over and influence the same re-

gion. This can be tested for, in part, by examining the sputter yields calculated, since

higher energies can be expected to lead towards a higher sputtering rate. Domain size

independence, with respect to the calculated sputter yields, is established for the three

sizes used in this work at the energies tested.

A fixed boundary condition is applied to the bottom layer of boron and nitrogen

atoms that is the furthest away from the surface. The interaction of these atoms with
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other atoms is not altered in any way, but their position is kept fixed. This is to prevent

translation of the domain in any direction. The next two layers of atoms directly above

the fixed layer have a thermostat applied to them for temperature regulation of the BN

block which is described in further detail in Section 4.3.1. Figure 4.5 displays an end-

on view of the h-BN block with the immobile and thermostat layers highlighted. The

surface layer of atoms is kept as a free boundary. A region of free space is maintained

above the surface where ions and sputtered particles can traverse between the bulk BN

block and the boundary with free space.

Figure 4.5: An end-on view of h-BN showing the fixed and thermostat layers.

4.3 Simulation Methodology

The basic procedure for running a sputtering simulation begins with relaxing the BN

surface from its lattice structure. Due to atomic vibrations, the structure will not stay

in a rigid configuration. Thus, the system is allowed to equilibrate to a more natural

state before beginning the sputtering studies. Once the BN structure is ready, an ion

is inserted into the simulation at a random location far enough above the surface to

be outside the interaction range between it and the atoms of the surface. The ion is

given an initial trajectory within the constraints set upon it, such as the angles or its

energy. For the simulations run for this work, the lateral angle—the angle with respect

to any line running along the plane of the surface—is randomized to reduce the effect

that lattice orientation might have on the sputtering. The angle incident from the
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surface normal is fixed and the energy of the ion is set as needed. After the ion impacts

the surface, the system is allowed to relax again before another ion is inserted. This

allows for the simulation to capture any sputtering that occurs relatively late after the

moment the ion impacts the surface. It also helps to account for the lower ion flux to the

surface typically observed in experimental sputtering studies or Hall thruster operation.

Thermal regulation of the BN surface is also important in regards to this portion of the

simulation.

4.3.1 Temperature Regulation and Monitoring

The temperature of the BN system is regulated through an applied thermostat. Here,

the Berendsen thermostat is used on the two layers of atoms right above the immobile

layer, as shown in Fig. 4.5. The Berendsen thermostat uses a form of velocity rescaling,

which when applied to the velocity calculation in the leapfrog scheme given in Eq. (4.18)

becomes14

~v(t+ ∆t/2) = λ

[
~v(t−∆t/2) +

~F (t)

m
∆t

]
(4.21)

λ =

√
1 +

∆t

τ

(
T0

T
− 1

)
(4.22)

where T is the instantaneous temperature of the thermostat layers and T0 is the desired

equilibrium temperature. The Berendsen thermostat allows the temperature to grad-

ually re-equilibrate; how tightly the system is coupled to the temperature correction

is controlled through the use of a relaxation time constant, τ . Larger time constants

give a looser coupling, while smaller values of τ enforce a tighter coupling. The ratio

of ∆t to τ is kept near 0.0025, which is within the typical values for this parameter.

The Berendsen thermostat is chosen for its simplicity of implementation. The resulting

distribution function for the temperatures does not conform to the canonical, but since

most of the dynamics for sputtering occur in the first few layers of the surface, a simpler

thermostat applied to a region relatively far from the surface is acceptable.

The temperature of the rest of the BN system apart from the thermostat layers
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is eventually regulated through conduction as the atoms interact with one another.

The thermostat layers represent the relative heat sink of the bulk of the material not

represented away from the surface. The thermostat is not applied directly to the whole

system since the dynamics of the surface atoms should be left unmodified as much as

possible for more accurate modeling of sputter phenomena.

Calculation of bulk temperatures is found through the kinetic energy of the particles,

KE =
1

2
m|~v|2 =

3

2
kT (4.23)

Then the instantaneous temperature of the system under consideration is

T =
2

3(N − 1)k

N∑
i

1

2
mi|~vi|2 (4.24)

where N is the number of atoms in the system. Since there can be high statistical

scatter in the calculated instantaneous temperature, a way to find an averaged temper-

ature is desired. A sub-relaxation technique is employed to more accurately gauge the

macroscopic temperature of the system.100 This method takes a weighted average of the

new instantaneous temperature and the previous average temperature, T̄ .

T̄ =

(
1− 1

σ

)
T̄ +

1

σ
T (4.25)

where σ sets the weighting preference. Equation (4.25) provides for a good estimate

of the time-averaged temperature, however, after many iterations, the past history ac-

cumulates too much weight on the temperature averaging process and the calculated

average lags behind the true average. Every σ timesteps during the simulation, the

average temperature can be reset to some degree through

T̄ = T̄ +

(
1− 1

σ

)σ−1

1− (
1− 1

σ

)σ−1

(
T̄ − T̄old

)
(4.26)

T̄old is the average temperature calculated σ timesteps prior to this re-adjustment of

the average. Figure 4.6 shows a sampling of calculated instantaneous temperatures and

the corresponding sub-relaxation calculated average temperature for a sample test case
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involving a desired equilibrium temperature of 423 K.
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Figure 4.6: Sample output of instantaneous temperatures and sub-relaxation averages.

4.3.2 Speed Up Techniques

The basic unoptimized molecular dynamics algorithm runs on the order of O(N3) since

the force interactions, or at least the distances, of every possible three-body combination

in the system needs to be computed. The force calculations are usually the most com-

putationally intensive portions of each iteration, involving expensive calculations such

as exponential or trigonometric functions. Also, due to the dynamics of the atomic in-

teractions, the timestep is usually shorter than a femtosecond—for this work, a timestep

of 1 × 10−16 seconds is used—whereas sputtering events and proper relaxation of the

surface after each ion impact usually requires on the order of picoseconds or tens of

picoseconds to resolve. In addition, a sufficient number of ion impact simulations needs

to be performed to gather enough data to improve the statistics of the results. Thus,

the simulation of sputtering for even a domain only nanometers on a side can require

enormous amounts of computation time.
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Fortunately, there are a number of techniques to speed up the calculations for molec-

ular dynamics. Two methods take advantage of the short-range nature of the boron ni-

tride potential. Since a cutoff function is applied to the potentials such that interaction

beyond a certain range is ignored, the forces and even the distances beyond that radius

do not need to be calculated. A Verlet, or neighbor, list can be constructed for each

atom that contains all of the surrounding atoms within a radius slightly larger than the

cutoff range. Since the atoms do not move a great distance across several timesteps,

the Verlet list does not have to be updated every timestep. Then, the force calculations

require roughly only O(N) operations since there are a limited number of atoms within

each Verlet list. The list generation still requires O(N2) operations, however. If a cell

list is also employed, then the list generation can also be reduced to an O(N) calcula-

tion. If the domain is divided into an array of cells, then for the generation of the Verlet

lists, only the particles in the same and adjoining cells need to be considered. Using

both of these techniques greatly reduces the number of distance and force calculations

required to run the simulations.

Another method to reduce the number of computations is to increase the timestep

when possible. Though a fairly small timestep is necessary when the fine motion of the

atom dynamics needs to be resolved—for sputtering, this includes when the ion impacts

the surface and particles are moving relatively fast—larger timesteps can be used during

less sensitive phases of the simulation, such as the latter portion of relaxation of the

surface back to the equilibrium temperature. For the simulations performed for this

work, the criterion of when the energy of every particle falls below a specified level is

used to determine when the timestep can be increased.

Finally, the simulation code is parallelized using OpenMP directives. Since most of

the calculations that loop over every particle are largely independent of one another, the

domain can be decomposed and sent to different processors. OpenMP offers a relatively

easy implementation for parallelization on shared memory systems.
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4.3.3 Sputter Yield Calculation

Before statistics on sputtering yield can be obtained, the system needs to be primed

first. The effects of ion impacts on a surface that is relatively unmodified from the

original lattice structure may be different than the sputtering process and results after

the surface has already been bombarded by a large number of ions. One visual inspection

is that the surface acquires an amorphous region at the very surface of the block. The ion

bombardments have broken many of the initial bonds and the boron and nitrogen atoms

re-bond into different configurations. This is seen in Fig. 4.7 where the top layers on the

surface have undergone a significant change in structure from the relatively unaltered

hexagonal layers underneath; this is quite in contrast from the initial configuration

shown in Fig. 4.5. Results for sputter yield analyses are gathered after this amorphous

layer has been established.

Figure 4.7: An end-on view of h-BN showing the amorphous region on the surface after a number of
ion impacts have already occurred.

During each ion impact and subsequent relaxation period, sputtering events are

accounted for by tracking any particles that pass the upper boundary set above the

surface. For each particle that is counted as a sputtered particle, if it has any neighboring

particles, they are considered together as a sputtered molecule. Based on the molecular

weights of the particles escaping the domain, the mass-based sputter yield per ion can be

calculated. Since the actual number and type of sputtered particles can vary quite a bit
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for different ion impacts, many ion impact simulations are necessary to generate enough

statistics to capture the comprehensive picture of sputtered particles. For each of the

sputtered atoms or molecules, the center-of-mass trajectory and energy are recorded as

they exit the domain. This allows for differential sputtering analyses to be performed

in addition to the total integrated sputter yield.
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CHAPTER V

Model Results and Experimental Validation

5.1 Hydrodynamic Plasma Model Results

5.1.1 A Comparison of Xenon and Krypton Propellants for the
NASA-173Mv1 Thruster

The hydrodynamic model is used to simulate the plasma discharge within the NASA-

173Mv1 Hall thruster for both xenon and krypton propellants. Xenon is currently the

predominant species in use as a propellant for Hall thrusters, but there is a growing

interest in using krypton as well. Krypton offers several advantages over xenon as a

propellant in electric propulsion devices. The most practical reason is the cost, as

krypton is more abundant and therefore less expensive than xenon. Krypton also offers

a higher specific impulse due to its lower atomic mass than xenon, further lowering

mission costs. On the other hand, krypton has been observed to produce lower thruster

efficiencies stemming from a higher ionization potential, lower propellant utilization, and

increased beam divergence.78,89 However, a couple of studies have shown that efficiencies

comparable to xenon based thrusters can be achieved with krypton.53,89 To provide a

greater understanding of the various effects of krypton as a propellant, the hydrodynamic

model is applied to analyze the differences between xenon and krypton and to compare

the data with experimental results. This will also provide an opportunity to observe

how the hydrodynamic model performs in simulating a Hall thruster plasma flow.

In terms of thruster erosion rates, krypton generally shows a lower sputter yield than

xenon for a boron nitride surface,62 which is primarily due to its lower molecular weight.
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The lower sputter yields, however, are offset by possible longer lifetime requirements and

higher operating discharge voltages.70 The longer life requirements, due to krypton’s

higher specific impulse and lower thrust, necessitate lower erosion rates. Optimization

of krypton performance often involves higher discharge voltages, which lead to higher

ion energies impacting the channel walls, thus increasing the sputter yields.

5.1.1.1 Background

Experimental work has been performed on the NASA-173Mv1 Hall thruster to charac-

terize some of the differences between using xenon and krypton, particularly in trying

to explain the performance issues of krypton.70–72 Internal plasma measurements were

taken and analyzed. Krypton experiences a lower propellant utilization and a larger

beam divergence, which appear to be the main contributors to its lower performance

characteristics in general. Configuring the magnetic field topography to increase kryp-

ton propellant utilization, however, affects the beam divergence as well as other aspects

of the plasma flow. A better understanding of the effects of the magnetic field topog-

raphy as well as other thruster design inputs on the ionization and acceleration of the

propellant gas may lead towards improving krypton efficiency in these thrusters.

The experimental data were obtained from tests run on the NASA-173Mv1 Hall

thruster in the Large Vacuum Test Facility (LVTF) at the Plasmadynamics and Electric

Propulsion Laboratory (PEPL).70,71 The test chamber is a cylindrical tank 9 m in length

and 6 m in diameter. The base pressure is 1.5×10−7 torr and 3.3×10−6 torr during

operation. The High-Speed Axial Reciprocating Probe (HARP) system is used to probe

inside of the thruster channel.48 A floating emissive probe and single Langmuir probe are

attached to the HARP system and are swept into the thruster channel at high speeds

such that the probes are kept in the channel for approximately 100 ms. Full details

of these experiments are discussed in other work.70,71 The tests were run at the two

operation points outlined in the top half of Table 5.1. To provide the best possible basis

for comparison, the power levels between the two cases were matched instead of the

volumetric or mass flow rates. Comparing the two propellants by matching the power is
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useful from a mission analysis standpoint while also resulting in similar neutral number

densities for krypton and xenon.70 To keep the same power, the discharge voltage was

kept at the same value and the injected mass flow rate of the neutral propellant was

adjusted to match the discharge current. The magnetic field configurations were not

kept the same between the two cases, but were rather optimized for maximum efficiency

at the same power level for both propellants.

The hydrodynamic model is applied to the NASA-173Mv1 thruster to analyze the

effects of the two different propellants. The one dimensional magnetic field approxima-

tion outlined in Section 3.1.5.1 is used for this study. For both cases, the Bohm mobility

term is ignored while a coefficient of 6.0 is applied to the wall collision frequency term.

These values are chosen to provide the best match to experimental observations for the

potential drop within the thruster. The mesh consists of 190×127 square cells 0.2 mm

on a side and represents an axisymmetric domain stretching from the anode to the exit

plane, bounded by the inner and outer walls of the acceleration channel. The running

time for a simulation requires only a few minutes to reach a representative steady-state

solution on a modern single processor desktop computer. The simulation is run with

this geometry for both cases of xenon and krypton. In addition to the externally ap-

plied differences between the two cases, namely the mass flow rate and the magnetic

field profile, the intrinsic differences between the two propellants are also modeled. The

relevant values are given in the bottom half of Table 5.1. The ionization energies are

for the transition from ground state neutral atom to singly-charged ion. Both the ion-

ization and momentum exchange collision cross sections are dependent on the electron

temperature, but representative constants are chosen based on the range of expected

electron temperatures within the thruster.31,55,99

5.1.1.2 Results

The contour plots of the density and potential fields for the two cases are displayed in

Figs. 5.1–5.4. The potential profiles along the channel centerline are shown in Fig. 5.5

for both the experimental data and the model results. The associated error bars for the
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Xe Kr
Vd [V] 500 500
Id [A] 9.27 9.27
ṁ [mg/s] 10.00 7.77
mi [kg] 2.18×10−25 1.39×10−25

Eion [eV] 12.1 14.0
σion [m2] 3.6×10−20 2.7×10−20

σen [m2] 35×10−20 25×10−20

Table 5.1: Comparison between the xenon and krypton cases for the NASA-173Mv1 thruster.

experimental results, based on the potential drops across the emissive probe presheath

and the floating heater power supply, are also shown.72 The hydrodynamic model does

a fairly good job of capturing the overall potential drop within the thruster for the

two cases, roughly 175 V for krypton and 275 V for xenon. However, the model fails

to accurately capture the steep profiles of the potential drops as well as the location

of the start of the acceleration region. The experimental results show a well defined

location of where the acceleration region begins and it is clear that for krypton it lies

further downstream than xenon. The results of the model stretch the potential drop

over a larger region within the thruster. There is no clear demarcation of the start of

the acceleration zone, and the two propellants show little difference until a potential

drop of more than 50 V has already occurred. Experimental results also show that in

addition to starting further upstream, the acceleration zone for krypton is longer than

that of xenon. The model does not extend past the exit plane of the thruster, but it can

be inferred from the potential profiles within the thruster that, qualitatively, the model

also reflects this observation. The longer acceleration region for krypton contributes

in part to the greater beam divergence observed for krypton which in turn affects its

overall performance.

The above points are made clearer if the axial electric fields are compared. The

experimental electric field values are calculated from the measured potential profile

and the associated error is based on the error of the plasma potential measurements.

Again, it is seen, in Fig. 5.6, that the simulation results show a wider and less sharply
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Figure 5.1: Simulated plasma density contours for the xenon case.

Figure 5.2: Simulated potential contours for the xenon case.
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Figure 5.3: Simulated plasma density contours for the krypton case.

Figure 5.4: Simulated potential contours for the krypton case.
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Figure 5.5: The channel centerline potential from anode to thruster exit plane for xenon and krypton
for the NASA-173Mv1 thruster.
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Figure 5.6: The axial electric field along the channel centerline for the NASA-173Mv1 thruster.
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defined acceleration zone than do the experimental results. The electric field begins to

rise earlier upstream within the model, while the peak is further downstream, past the

exit plane. Comparing between the xenon and krypton again, the peak electric field is

notably lower for krypton than for xenon in the simulation results, while experimentally

the difference between the magnitudes of the peaks is not as significant. Overall, the

model underpredicts the electric field in the acceleration region.

The electron temperatures along the channel centerline are also compared. Figure 5.7

displays the results. The error of the electron temperature measurements reflect a

tendency for overestimation.72 The peak temperatures calculated by the model are still

somewhat low, however. The model also does not capture the axial location of the peak

accurately, especially for xenon. However, the model does predict the axial location of

where the electron temperature begins to rise for the xenon case, and to a lesser extent,

the krypton case. It does not capture the same profile of a sharper rise in temperature,

but rather stretches the temperature increase over a broader axial range, similar to the

trends seen in the potential and electric field results.

The axial electron and ion currents are plotted in Fig. 5.8 for the two cases. As

expected, the electron current dominates in the region closer to the anode. The drop

in the electron current, resulting from a lower cross-field electron mobility, is more

pronounced in the xenon case. This corresponds with the higher electric field seen for

xenon as well. As the electrons are restrained from freely moving upstream, an electric

field arises which accelerates the ions downstream, keeping current conserved. For the

krypton case, the decrease in the electron current is more gradual and to a lesser extent

overall compared to the xenon case.

Breaking down the differences between the two cases requires further investigation

of the possible underlying reasons. One of the benefits of using modeling techniques is

the ability to easily change characteristics of the simulations to run virtual experiments,

even those that would be difficult or impossible to perform physically. For this specific

scenario, the differences between the two propellant cases, presented in Table 5.1, can
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Figure 5.7: The electron temperature along the channel centerline for the NASA-173Mv1 thruster.
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Figure 5.8: The calculated axial electron and ion currents for the NASA-173Mv1 thruster.
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be separated into two categories. First are the properties inherent to the two propellant

species. These include the atomic mass, collision cross sections, and ionization poten-

tials. The second category includes the externally applied differences, namely the mass

flow rate and the magnetic field configuration. Since the mass flow rate is set to match

the power levels of the two cases, it is left unmodified. The magnetic field is altered,

however, and its effects on the resulting flow are observed.

5.1.1.3 Ionization Rate Considerations

The implemented ionization rate, as given in Eq. (3.30), is a function of the electron

temperature and of the propellant species as seen in Fig. 5.9. The shapes of the volu-

metric ionization rate profiles along the channel centerline, shown in Fig. 5.10, mirror

to some degree that of the electron temperature profiles shown in Fig. 5.7 for the two

cases. The effects of the lower ionization potential and larger ionization cross section for

xenon are clearly seen especially in the downstream portions of the channel. The model

does not capture a narrower ionization region, however, as the peak of the calculated

ionization rate lies beyond the exit plane. This is due to the similar trends seen in the

calculated electron temperature profile for both propellants.

Two aspects of the propellant species affect the ionization rate, the ionization col-

lision cross section and the ionization energy. The ionization collision cross section

indirectly represents how likely a neutral gas atom is to encounter an electron impact

ionization collision. The collision cross section is proportional to the collision rate and

therefore larger values will lead toward a greater number of collisions. The ionization

energy is the amount of energy needed to free an electron from a neutral gas atom.

Higher energies will tend to lead to lower ionization rates, especially when the electron

temperature is on the order of, or lower than, the ionization energy. Since krypton has

smaller ionization collision cross sections and a higher ionization energy, both of these

aspects contribute to a lower overall ionization rate. To investigate the extent these

two parameters affect the ionization rate, simulations are run using the same settings

for the original xenon case except the ionization collision cross section and the ioniza-
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Figure 5.9: The calculated volumetric ionization rate for krypton and xenon as a function of electron
temperature.

0 10 20 30 40
Axial distance from anode [mm]

0

1×10
-13

2×10
-13

3×10
-13

Io
n

iz
at

io
n

 r
at

e 
[m

3 /s
]

Xenon
Krypton

Figure 5.10: The calculated ionization rate along the channel centerline.
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tion energies are artificially altered separately to those of krypton. Though the electron

temperature profiles, shown in Fig. 5.11, are not significantly affected, there are still

considerable effects on the ionization rate as seen in Fig. 5.12. The ionization collision

cross section of krypton plays a slightly larger role in reducing the ionization rate than

does the ionization energy. As expected, the inherent characteristics of krypton play

a significant role in reducing the ionization rate, which in turn contributes to a lower

propellant utilization and subsequent loss in performance.

5.1.1.4 Magnetic Field Profile Considerations

Though nothing can be done to change the intrinsic ionization collision cross section or

the ionization energy of krypton, the magnetic field profile is one aspect that thruster

designers can adjust to try to improve performance. To see the effects of the magnetic

field on the performance between the two cases run for the NASA-173Mv1 thruster, the

hydrodynamic model is used to simulate a scenario where the original settings for the

xenon case are kept except for the magnetic field profile, which is changed to the one

used for the krypton case. This is performed to examine the extent the magnetic field

profile used for krypton contributes towards lower performance.

The effect of the magnetic field profile on the electron temperature and ionization rate

are shown in Figs. 5.13 and 5.14, respectively. Though the ionization rate is not directly

dependent on the magnetic field profile, the ionization rate profile along the channel

is clearly seen to be significantly affected by the change in the magnetic field. This is

due to the change in the electron temperature profile. As noted earlier, the shape of

the ionization rate profile strongly mirrors that of the electron temperature profile. The

electron temperatures of the xenon case with the krypton magnetic field profile are lower

overall particularly near the exit plane. They are closer in value to the original krypton

case in that region. Correspondingly, the ionization rates are also lower for the modified

case and generally closer in value to the original krypton case in that downstream region.

This reduction of the ionization rates is greater than that seen in Fig. 5.12 when the

representative ionization collision cross section or the ionization energy is modified.
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Figure 5.11: The electron temperature profile along the channel when the ionization collision cross
section and the ionization energies of xenon are altered.
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Figure 5.12: The ionization rate profile along the channel when the ionization collision cross section
and the ionization energies of xenon are altered.
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Figure 5.13: The electron temperature profile along the channel when the magnetic field profile is
altered.
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Figure 5.14: The ionization rate profile along the channel when the magnetic field profile is altered.
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Thus, the magnetic field configuration certainly plays an important role in performance

optimization through propellant utilization as seen from the ionization rate along the

thruster channel.

The magnetic field profile also plays a role in affecting the resulting electric field

profiles. The most direct effect the magnetic field has in the hydrodynamic model is

through the cross field electron mobility presented in Eq. (3.40). The magnetic field

configuration for xenon impedes electron mobility across field lines which increases the

magnitude of the potential drop, and conversely the magnetic field profile for krypton

allows for a greater electron mobility and reduces the change in potential. Thus when

xenon propellant is simulated with the magnetic field optimized for krypton, the re-

sulting potential profile, shown in Fig. 5.15, is more comparable to that of the original

krypton case than that of the original xenon case. The potential profile for the modified

case is considerably worse in some regards than the two original cases. The potential

drop is more diffuse and the resulting acceleration region is less defined. A greater por-

tion of the ion acceleration occurs past the exit plane outside of the thruster channel.

This can lead toward greater beam divergence and reduced efficiency.

In summary for this section, the hydrodynamic model is used to simulate the plasma

flow within the NASA-173Mv1 Hall thruster for two different propellants, xenon and

krypton. This analysis is performed to investigate some of the underlying reasons behind

the observed performance gap for krypton. The focus of this study is to characterize the

extent that the performance gap is attributable to the inherent properties of krypton

versus the changes in performance due to externally applied factors. The ionization

properties of the two propellants are compared, in particular the ionization collision

cross section and the ionization energy are altered for xenon to match the corresponding

values for krypton. As expected, this affects the ionization rate, but other properties

of the flow, such as the potential and the electron temperature profiles are largely

unaffected. Changing the magnetic field for xenon to that of the krypton case, however,

does affect the general parameters of the plasma structure and therefore indirectly also

86



0 10 20 30 40
Axial distance from anode [mm]

0

100

200

300

400

500

P
o

te
n

ti
al

 [
V

]

Experiment (Xe)
Experiment (Kr)
Simulation (Xe)
Simulation (Kr)
Simulation (Xe w/ Kr case B-field)

Figure 5.15: The channel centerline potential profile comparing the original and the case with the
modified magnetic field for the NASA-173Mv1 thruster.

changes the ionization rate profile. Thus, while the inherent properties of krypton lower

the ionization rate in general, thus reducing propellant utilization, the external applied

magnetic field profile also affects the acceleration region leading toward greater beam

divergence, further lowering the performance. Now, there are many other factors that

go into the magnetic field configuration that need to be considered in the thruster design

and development process. There are also other parameters that play roles in affecting

the performance that are not considered here. However, external adjustable factors

play a significant role in determining the performance and it may be possible to reduce

the performance gap between the two propellants even to the point where the inherent

increased difficulties of ionizing krypton are overcome.

The hydrodynamic model presents a useful means of investigating these properties

individually through virtual experiments. There is however much room for improve-

ment in terms of the model capturing experimentally measured aspects of the plasma

discharge. Most noticeably the model fails to capture the peaks of the electric field and

the electron temperature within the channel. Sharp gradients tend to be smoothed out
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over a wider range. However, qualitative aspects of the flow, particularly noticeable in

comparisons between the two cases, are captured by the model.
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5.2 Molecular Dynamics Sputter Model Results

5.2.1 Low Energy Xenon Ion Sputtering of Boron Nitride

The molecular dynamics method is used to model low energy xenon ion impacts onto

a boron nitride surface. This is important for Hall thruster erosion applications, but is

also of interest for cubic-BN fabrication through thin film deposition.39 Whether from

a propulsive standpoint or a plasma processing perspective, boron nitride sputtering

is an area of active research and interest. Previous experimental work performed on

BN sputtering started at higher ion energies, from hundreds of eV to keV and higher,

mainly because it is easier to obtain data at that energy range.24,43 However, for Hall

thrusters with powers around 1 kW—which translates to a discharge voltage around a

few hundred volts—the corresponding range of ion energies impacting the walls will be

lower than a couple hundred volts. In that case, the sputtering of wall material due to

low energy ions becomes important. Though more advanced and sensitive measurement

techniques are being applied to quantify the sputter yields at these levels,111 modeling

techniques offer another approach that can be used to provide additional analysis of the

sputter process.

5.2.1.1 Background

There have been several experiments run to obtain sputter yield data of boron nitride

from xenon ion impacts. These have involved different groups employing various mea-

surement techniques. Unfortunately, the grade or purity of the boron nitride samples

tested is not always reported. This contributes to a rather significant amount of scatter

among the sets of sputter yield data.

Yalin et al. have worked on three different measurement techniques—weight loss,

quartz crystal microbalance, and cavity ring-down spectroscopy—to obtain the sputter

yields of boron nitride at low ion energies.109,110 The weight loss method measures the

weight of the BN sample before and after a period of sputtering. The difference in

the weight is used to calculate the amount of material sputtered. The quartz crystal
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microbalance (QCM) offers a sensitive measurement of the mass that accumulates on

its surface through changes of the resonant frequency of the quartz crystal. The QCM

is swept over the sample as it is sputtered, measuring the differential sputter yield at

various angles around the sample surface. The differential sputter yields are integrated

to calculate the total sputter yield. It should be noted that the QCM is only able to

detect products that condense on its surface. For BN this includes atomic boron and

compounds containing boron, but not atomic or molecular nitrogen. Cavity ring-down

spectroscopy is another method to increase the sensitivity of sputter measurements. This

technology uses the optical absorption of laser pulses to quantify the amount of sputtered

particles. A cavity ring-down spectroscopy system to measure BN sputtering is still

under development. All of these measurement techniques are used to measure the sputter

yields of HBC grade BN. HBC is the grade designation given by General Electric for

their highest purity BN products. HBR grade boron nitride, which incorporates calcium

borate as a binder substance, was also tested by Rubin et al.95 The measurements were

carried out for ion energies ranging from 100 eV to 500 eV for both the weight loss

and the QCM method. However, for the weight loss method, measurements made for

ion energies below approximately 150 eV approach or go beneath the detection limit

determined by the noise floor.110

Garnier et al. also performed weight loss experiments to measure the sputter yield

of BN from low energy xenon ions.43 They do not specify any characterization of the

BN sample tested except that it was obtained from pyrolysis. In addition to BN, they

also measured sputter yields for BN with aluminum nitride (BNAlN) as well as BN with

silicon oxide (BNSiO2). The sputter yields were measured for ion energies ranging from

350 eV to 1 keV and across a range of incidence angles. They also performed an analysis

of surface properties before and after sputtering.

Britton et al. used laser profilometry to determine sputter yields of boron nitride.24

After the initial surface of the sample underwent sputtering, a laser was used to measure

the depth of the eroded profile. Then the eroded volume was calculated to determine
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the sputter yield. This technique differs from the weight loss and the QCM method

in that it directly calculates a volumetric sputter yield instead of a mass-based sputter

yield. There is no mention of the grade or any other characteristic of the BN samples

used for the experiment. Sputter yields resulting from ion energies ranging from 300 eV

to 1000 eV were measured.

Abgaryan et al. also present sputter yield data for boron nitride in addition to

those for borosil and alumina.1 Though sputter yield data from roughly 100 eV to

about 400 eV is presented, there is very little mention about the methodology and other

details on how the data were obtained. They used an SPT thruster as the ion source, but

nothing about the procedure by which the sputter yields were determined is described.

5.2.1.2 Total Sputter Yields

The total sputter yields are found as an average of the sputtering that occurs from a

single ion impact. The response from a single ion impact on a surface can vary from

no sputtering to multiple molecules escaping the surface. There are a large number of

variables that can affect this result such as the exact location the ion impacts and the

configuration of the atoms of the surface including surface roughness effects. From a

practical standpoint, however, only the average sputter yield observed over a very large

number of impacts is necessary. The variable factors that still need to be accounted

for then are the ion energy, the incident ion trajectory angle, and the surface material.

Here, the material is restricted to pure hexagonal boron nitride. The ion incident angle

is also mostly restricted to 45 degrees from the surface normal. The focus of this part of

the study is to determine the energy dependence for the sputter yields of boron nitride.

The molecular dynamics model is used to simulate hundreds of ion impacts onto a

boron nitride surface. Ion energies ranging from 10 eV to 100 eV in increments of 10 eV

are tested as well as 150 eV, 250 eV, and 350 eV. For ion energies at 100 eV or below, a

BN domain size of 7.8 nm × 7.8 nm × 2.5 nm consisting of 18144 atoms is used. For the

150 eV case, a domain size of 10.4 nm × 10.4 nm × 3.0 nm of 38400 atoms is used. The

250 eV and 350 eV cases use the 13.0 nm × 13.0 nm × 3.0 nm block with 60000 atoms.
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For the 150 eV and lower ion energy cases, domain size independence is established by

running a sample case on a larger domain size and obtaining similar results. Due to

computational time constraints, domain size independence is not completely established

for the 250 eV and 350 eV cases. Typically, 30 to 45 minutes of wall clock time are

required per ion for the lowest domain size on a dual processor machine. For the largest

domain size used, roughly 3 to 4 hours are required per ion on the same system. The

temperature of the BN surface is regulated to 150◦C, or 423 K, as that is the temperature

reported by Garnier et al.,43 Yalin et al.,110 and Rubin et al.95 The temperatures of the

BN samples are not reported in any of the other experimental work.

The total sputter yields, both experimental and simulated, with a 45◦ ion incident

angle are plotted in Fig. 5.16. The error of the experimental results, if reported, is

presented. For the simulation results, the error bars represent the standard deviation of

the sputter data collected at that ion energy. Typically 300 ion impacts are simulated

to obtain the data at each of the ion energies tested. Only 200 ion impacts are tested

at 250 eV and 350 eV, while an extended run of 1500 ion impacts is tested at 50 eV. A

few notes about the data presented should be mentioned. For the data from Abgaryan

et al.,1 neither the experimental procedure nor the ion incident angle that the data

were obtained at is known so their results are not presented here. The data obtained

by Britton et al.24 are at an incidence angle of 40◦ from the surface normal, while the

other sets of data are obtained at 45◦. The datum point by Rubin et al.95 at 100 eV

falls below the detection limit presented by Yalin et al.110 using the same experimental

techniques and procedures. Finally, there are two sets of data presented by Yalin et al.

for the QCM measurements. The ‘QCM low’ values are the actual values from the QCM

measurements. However, these include only condensible products and underestimate the

actual BN sputter yield. Yalin et al. also include what they believe to be a more accurate

estimate by assuming equal stoichiometry between atomic boron and nitrogen, which is

represented by ‘QCM high’ in Fig. 5.16.

There is a substantial amount of scatter among the experimentally obtained data.
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Figure 5.16: The total BN sputter yield versus ion energy with an ion incidence angle of 45 degrees.

This is to be expected to some degree, however, from all of the caveats described above.

Whether the grade or purity of the BN samples are unclear, or the incidence angle of

the ion beam is different, or the temperature of the samples may differ, or the quality

of the ion source, or any other number of possible factors, there are certainly several

possible reasons behind the discrepancies among the experimental results.

The molecular dynamics simulation results are for pure h-BN, which correspond

the closest to the HBC grade of BN as reported by Yalin et al. and Rubin et al.

Unfortunately, their measurements have a significant disparity between the two methods

used: the QCM and weight loss. The molecular dynamics model calculates sputter

yields that are higher than those measured by the weight loss method, but lower than

the estimated values given by the ‘QCM high’. When just the condensible products,

atomic boron and compounds containing boron, are considered from the results of the

MD simulations, the values are in good agreement with the condensible results actually

measured by the QCM, as seen in Fig. 5.17.

Curve fits are applied to the data calculated using the molecular dynamics model
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Figure 5.17: Comparison of the condensible sputter yields.

in order to produce a form that is useful for erosion modeling. The semi-empirical fits

from Section 2.4.1 are used to provide an expression for the sputter yields. Two separate

fits are applied to the MD results. The quantum-statistical approach used by Wilhelm

was derived specifically for the very low energy sputter yields near the threshold value.

Though the quantum-statistical analysis is claimed to be valid for ion energies below

about 100 eV, the fit tends to deviate more so as ion energies approach 100 eV.108 Thus,

the quantum-statistical analysis fit is used for ion energies at 50 eV and below. A least

squares fit of Eq. (2.21) is applied to the MD data and shown in Fig. 5.18. The values of

the coefficients are altered slightly to match with the fit used for the 50 eV and higher

data described below. This results in a threshold energy of 13.0 eV and a value of

7.62×10−6 for A.

For ions with energies higher than 50 eV, the fit formula by Zhang and Zhang,

modified from Sigmund’s original work, is chosen as it is tailored towards low energy

sputtering.119 Though at the very low energies near the threshold energy it does not

capture the concavity of the yield profile, it provides a generally good fit at higher
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Figure 5.18: A fit based on quantum-statistical analysis applied to the simulation sputter yield data.

energies. A least squares fit is applied using the qualitative form of their equation,

given in Eq. (2.13). The coefficient A is set to 0.205 and Eth—here not necessarily the

threshold energy, but rather a fitting energy—is set to 70.8 eV. The resulting curve is

shown in Fig. 5.19 along with the simulation data and the previous quantum-statistical

fit. The fit formulae are reprinted here for clarity:

Y =





7.62× 10−6 (E − 13.0)2 E < 50 eV

0.205 ln(1+1.1383(E/465.0))
2(E/465.0+0.01321(E/465.0)0.21226+0.19593(E/465.0)0.5)

(
1−

√
70.8
E

cos π
4

)
E ≥ 50 eV

(5.1)

for ion energies, E, in eV. Equations (5.2) and (5.1) are valid for calculating sputter

yields of boron nitride at 423 K resulting from xenon ion impacts occurring at a 45◦

incidence angle.

If a single function is preferred, the Bohdansky formula from Eq. (2.6) can be used.

This formula is based on the work of Sigmund, which was developed based on higher

energy ion sputtering, but Bohdansky alters Sigmund’s formula with a focus on matching

low energy data. The Bohdansky fit also features an inflection point between the very
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Figure 5.19: The Wilhelm and Zhang fits applied to the simulated sputter yield data.
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Figure 5.20: The Bohdansky fit applied to the MD results.
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low energy data and yields at higher energies.18 A least squares fit of the Bohdansky

expression is applied to the MD results and shown in Fig. 5.20. A coefficient to the

overall equation is set to 0.06 and the threshold energy, Eth is set to 18.26 eV. The

resulting expression is then

Y = 0.06

[
1−

(
18.26

E

)2/3
] [

1− 18.26

E

]2

(5.2)

In addition to a dependence on the ion energy, the total sputter yields also depend on

the ion incidence angle with the surface normal. A set of simulation results ranging from

normal incidence to 85◦ from the surface normal is presented in Fig. 5.21. Experimental

data are also shown.43,95,109,110 Each set of data is normalized by their respective values

at 45◦ incidence. Roughly 300 simulated 50 eV ion impacts are performed for each

simulation datum point. The experimental data are obtained at higher ion energies,

where diamonds represent 100 eV, squares represent 250 eV, and circles represent 350 eV

in Fig. 5.21. For the sets of results in general, the sputter yield generally tends to slightly

increase from normal incidence to 45◦ incidence. A peak is observed around 60◦–75◦

incidence, and a sharp drop off is seen as the incidence angle approaches a trajectory

parallel to the surface. There does not seem to be any particular trends that result from

different ion energies, but again there is a large amount of scatter present among the

different sets of results which makes it difficult to extract definitive conclusions.

Often a normalized form of the angular dependence is used in conjunction with the

energy dependence to calculate the total sputter yield based on both energy and angle.

For the Hall thruster erosion model, the semi-empirical Yamamura curve fit presented

in Eq. (2.18) is used to provide an expression for the normalized angular dependence.112

Following the work of Cheng et al., the Yamamura fit is applied to the 250 and 350

eV Yalin data with coefficients of fs = 5.97563, Σ = 1.41355, and Eth = 13.234 eV

normalized by the value at 45◦ incidence.26,110 The Yalin data, as well as the MD

results, are shown with the Yamamura fit in Fig. 5.22. The MD results are show higher

relative sputter yields compared to the curve fit, but since the Yamamura expression has
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Figure 5.21: Normalized sputter yield dependence on incidence angle.
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Figure 5.22: Normalized experimental sputter yield with polynomial curve fit for angular dependence.
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been tested against a larger set of sputter yield results of different materials at various

ion energies, it is used for the erosion simulations instead of a simpler polynomial fit to

the MD data.

5.2.1.3 Differential Sputter Yields

The differential sputter yields are also calculated using the MD method. Differential

sputter yields provide an observation on the angular distribution of sputtered particles

ejected from the surface. This information is useful in a Hall thruster context for de-

termining possible redeposition of the sputtered material, either back onto one of the

channel walls or perhaps onto other spacecraft surfaces outside of the thruster. Yalin

et al. provide differential sputter yield data collected using a QCM.110 The QCM is re-

volved around the sample surface as it is being sputtered. Then the sputtered material

leaving at a particular solid angle above the surface can be measured. In the molecular

dynamics model, the trajectories of the sputtered particles are tracked to calculate the

angle they leave the surface. In the case of sputtered molecules or compounds with more

than a single atom, the trajectory of the center-of-mass of the system is tracked.

Yalin et al. also apply a fit to their differential data.110 They use a modified form

of expressions formulated by Zhang et al. for differential sputter yield profiles.119 The

modified Zhang formula used is

y = Y

1−
√

E∗
E

cos θ

cos α
π

[
1− 1

4

√
E∗
E

(
γ(α) cos θ + 3

2
π sin θ sinα cosφ

)]

γ(α) = 3 sin3 α−1
sin2 α

+
cos2 α(3sin2α+1)

2 sin3 α
ln

(
1+sin α
1−sin α

) (5.3)

where θ is the ion incidence angle, α is the incidence angle of the sputtered particle,

and φ is the azimuthal angle of the sputtered atom. The energy of the impacting ion is

input as E. The two remaining parameters, Y and E∗, are used to fit the expression to

the collected data. Following, Yalin et al.’s example, Eq. (5.3) is also fitted to the data

produced from the molecular dynamics simulations. Unfortunately, due to the relatively

low number of sputtered particles, the simulation data are rather scattered and do not

produce clear trends. For example, Fig. 5.23 shows differential sputter data calculated
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for sputtered products ejected 30◦ azimuthal from the ion’s incident trajectory. The

ions are at 350 eV with an incidence angle 45◦ from the surface normal. A sample

fit using a modified Zhang curve is also shown. Figure 5.24 displays the normalized

mass distribution of the sputtered particles resulting from 350 eV ions arriving from

the right side impacting the center of the hemisphere. Applying a modified Zhang fit

to that data using least squares fitting, a characteristic energy of 185 eV is obtained.

This is compared to an E∗ value of 163 eV as measured by Yalin et al.110 Figure 5.25

shows the distribution from the modified Zhang fit to the calculated data and Fig. 5.26

is the distribution as calculated by Yalin et al. All of the data are for ions at 350 eV

with a 45◦ incidence angle. Similar fits are applied for the 250 eV and 100 eV cases,

shown in Figs. 5.27–5.30, and compared to the fits applied to the experimental data. The

calculated values for the three cases are presented in Table 5.2. Generally, the calculated

differential sputter data tend to result in a higher characteristic energy for the modified

Zhang fits. The difference of the calculated values from the values found by Yalin et

al.109 increase as the ion energy becomes lower. This is due to the reduced amount

of sputtering data available at the lower energies; the same number of ion impacts at

higher energies produce a greater number of sputtered products, increasing the sample

size available for the fits. Considering the high amount of scatter in the calculated

differential data due to a relatively low number of samples, considerable error is likely

present.

Ion energy [eV] Calc. E∗ [eV] Exp. E∗ [eV] % error
100 43.4 14.3 203
250 129 86.4 49.3
350 185 163 13.5

Table 5.2: Comparison between the characteristic energy values calculated for the modified Zhang fits.

5.2.1.4 Temperature Considerations

The dependence of the sputter yields on surface temperature is also investigated. The

sputtering simulations are run with the BN surface regulated to 150◦C, or 423 K, as
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Figure 5.23: Sample differential sputter yields
with an applied modified Zhang fit. Figure 5.24: The calculated differential sputter

yields for 350 eV ions at a 45◦ incidence.

Figure 5.25: A modified Zhang differential sput-
ter yields fit for the simulated 350 eV case.

Figure 5.26: A modified Zhang differential sput-
ter yields fit for experimental data obtained by
QCM measurements for 350 eV ions.
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Figure 5.27: A modified Zhang differential sput-
ter yields fit for the simulated 250 eV case.

Figure 5.28: A modified Zhang differential sput-
ter yields fit for experimental data obtained by
QCM measurements for 250 eV ions.

Figure 5.29: A modified Zhang differential sput-
ter yields fit for the simulated 100 eV case.

Figure 5.30: A modified Zhang differential sput-
ter yields fit for experimental data obtained by
QCM measurements for 100 eV ions.
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per the experimental conditions reported by a few of the researchers.43,95,109 However,

the temperature of the channel wall surface for Hall thrusters can reach 850 K and

higher.51 So proper modeling of the wall erosion rate will require proper temperature

considerations. Molecular dynamics has been used before to model temperature effects

on sputtering.114 The MD model here is used to calculate the sputter yields at tempera-

tures of 423 K, 650 K, 850 K, and 1050 K. The simulations model 50 eV ions impacting

with a 45◦ incidence angle. Three hundred ion impacts apiece are simulated for the

650 K, 850 K, and 1050 K cases. The results are shown in Fig. 5.31 where again the

error bars indicate the standard deviation of the fluctuation in the sputter yield calcu-

lations. The change in the sputter yield is significant, as it is roughly twice the rate at

850 K than at 423 K.
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Figure 5.31: The sputter yield of BN at various surface temperatures.

5.2.1.5 Ion Flux and Fluence Considerations

The effect of the ion flux and fluence are also studied using the molecular dynamics

model. The ion flux is the rate at which ions impact a specified area of the surface. Due

to the limiting constraints for the timestep and the domain size in molecular dynamics
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Figure 5.32: The calculated BN sputter yields as a function of the time between ion impacts.

simulations, the actual flux of the ions hitting the surface can not be directly calculated

without excessive computational time requirements. Once the main dynamics of the

system after the ion impact are resolved and the surface has reached an equilibrium

state at the regulated temperature, the rest of the intervening time between ion impacts

is composed of thermal fluctuations of the atoms in the system. There can be presumed

to be little difference between states once this equilibrium state has been reached, and

it would have negligible effects on the sputtering output. It has to be ensured that

the system has completely relaxed after an ion impact before injecting the next ion.

Sputtering simulations are conducted with varying times between ion injections and are

shown in Fig. 5.32. A time interval of roughly 4 ps is sufficient to allow the system to

relax before injecting the next ion.

Figure 5.33 shows the distribution of the time it takes from an ion insertion into

the simulation to a sputtered particle being registered. This is a representation of the

time required for particles to sputter after ion impact if the travel time for the ion to

reach the surface and the time for the sputtered particles to escape the domain are
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Figure 5.33: The distribution of the time between ion insertion and sputtering observation.

also accounted for. Based on the average distance of the surface from an injection

point, a 50 eV xenon ion will take about 0.3 ps to reach the surface while a 350 eV

ion requires about 0.1 ps. The time for particles to reach the outer boundary after

being sputtered is more difficult to estimate since they are ejected with a wide range of

angles and energies. A fast boron atom ejected nearly normal to the surface can require

less than 0.1 ps to escape the domain while a slow nitrogen molecule with a trajectory

nearly parallel to the surface can require more than 1 ps. However, it can still be noted

that the majority of sputtering impacts occur within about 2 ps after ion impact. The

peak of the distribution for the 50 eV ions is shifted later than that of the 350 eV ion

distribution. In part this is due to the longer time for the ions to reach the surface and

for sputtered particles to exit, but there is still evidence that sputtering events occur

sooner with higher ion energies.

In addition to the ion flux, the ion fluence may also affect the sputter yields. Fluence

is a measure of the total number of ions per unit area that have impacted a surface.

Initially, as ions impact the surface and alter its morphology—as well as a number of
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ions becoming embedded within the surface—the resulting sputter yield can vary from

that observed after a large number of ion impacts have already occurred. An extended

run is performed with the molecular dynamics simulation to examine to what extent

the ion fluence affects the sputter yield. Fifteen hundred ions at 50 eV and with a

45◦ incidence angle are impacted successively onto the same surface. The calculated

average sputter yield versus the number of ion impacts is shown in Fig. 5.34. Both the

cumulative average and a moving average calculated over 300 ions are shown. Only after

the initial 600 ion impacts does the sputter yield result begin to stabilize. The sputter

yield results presented in this work are taken from ion impacts performed from this or

other suitable initial states.
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Figure 5.34: The sputter yield as calculated by cumulative and moving averages versus the number of
ion impacts.
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5.3 Hall Thruster Channel Wall Erosion Modeling

5.3.1 4000 Hour Life Test of the SPT-100 Thruster

The hydrodynamic plasma model and the molecular dynamics sputtering model are used

in conjunction to model the erosion of the channel walls of an SPT-100 Hall thruster.

The hydrodynamic model calculates the properties of the ion flux to the walls, while

the molecular dynamics model is used to provide the sputter yield profiles for the wall

material. The resulting erosion rates are used to update the wall profiles and the evolu-

tion of the thruster geometry is tracked over time. The lifetime of the thruster can be

evaluated in this manner.

5.3.1.1 Background

The SPT-100 thruster has been extensively tested and analyzed over the years.9,30,42

Most pertinent to the work here, a 4000 hour life test has been performed with the

results publicly available.2 The experimental test was performed in a vacuum chamber

at FAKEL with a pressure of 6×10−5 torr during thruster operation. The experiments

focused on the properties of the plume, particularly the angular distribution of the

current density and the ion energy, and the effects of the plume on surfaces external to

the thruster, which includes the deposition of material sputtered from the walls. The

eroded wall profiles at various time intervals are presented, as are the erosion rates

versus time. Unfortunately, the measurement methods, the error estimates, and other

desired information directly related to the channel wall erosion are not described in the

work.

The thruster nominally operates at a power of 1.35 kW, or a discharge voltage of

300 V and a discharge current of 4.5 A. Xenon is fed into the channel at a rate of

4.9 mg/s. The geometry of the thruster includes a 24.0 mm long channel with an inner

radius of 34.3 mm and an outer radius of 50.0 mm. The inner wall is 10 mm thick while

the outer wall has a 5 mm thickness. For the simulations, the domain is divided into

square cells with sides 0.25 mm long. This results in a mesh that contains 6305 cells
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at the beginning-of-life (BOL) conditions. The mesh incorporates additional cells as

needed as the walls erode away and increase the domain size. At the anode, a plasma

number density of 3×1017 m−3, an ion velocity of 1000 m/s, and an electron temperature

of 3 eV are set similar to the conditions outlined by Keidar et al.59 A coefficient of 1/100

is used for the Bohm mobility term, while a coefficient of 15.0 is applied for the wall

collision frequency. These values allow for a stable solution of the hydrodynamic model,

while providing reasonable values for the calculated potential drop and thrust.

The hydrodynamic model is used to simulate the flow within the channel of the SPT-

100 thruster. Contour plots of the plasma density and potential fields at BOL conditions

are shown in Figs. 5.35 and 5.36, respectively. The anode is on the left side of the figure,

while the exit plane is at the right border. The white spaces above and below the channel

in the figures represent the outer and inner wall thicknesses, respectively, in relation to

the channel domain. For the erosion calculations, a Gaussian distribution of the average

ion velocity components is used instead of assuming a monoenergetic beam to the walls.

The velocity distributions are based on the ion temperature, which can be assumed to be

the same as the initial neutral temperature, which in turn is based on a wall temperature

of 850 K. The velocity distributions are used to create a distribution of ion angles and

energies that factor in the calculations of the resulting erosion.

5.3.1.2 Erosion Results and Discussion

From the ion flux to the walls, the erosion rates are calculated through the sputter

yields obtained from the molecular dynamics work. Results from the Bohdansky fit

are similar to the Wilhelm and Zhang fits for energy dependence; the erosion results

presented in this section are with the Wilhelm and Zhang fits provided in Eq. 5.1. The

sputter yields are increased by a factor of two to account for the temperature difference

based on the results given in Fig. 5.31, as Hall thruster walls are around 850 K.51 The

yields are further increased by another factor of two as the channel walls of the SPT-100

thruster used by Absalamov et al.2 for their erosion measurements were likely made of

borosil rather than pure BN. Experiments by Garnier et al.43 and Kim et al.62 indicate
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Figure 5.35: The simulated plasma density field within the SPT-100 thruster at beginning-of-life con-
ditions.

Figure 5.36: The simulated potential field for the SPT-100 thruster at beginning-of-life conditions.
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that borosil sputters roughly at twice the rate as BN. The wall profiles are updated at

10 hour time step intervals. For each new set of wall profiles, the hydrodynamic model is

rerun to calculate the new ion properties along the walls, which are subsequently used to

update the erosion rates and then the wall profiles. Figures 5.37 and 5.38 show sample

plasma density and potential fields after 1000 hours of erosion with the altered channel

geometry. Calculated wall profiles are obtained after 160, 310, 600, 800, 1000, 2400,

3290, and 4000 hours of operation and compared to the experimental ones in Figs. 5.39

and 5.40 for the outer and inner walls respectively.

There are large discrepancies between the calculated erosion profiles and the exper-

imental ones. The calculated erosion is found to occur much further upstream than

actually observed. In the simulation, nearly the entire length of the channel is found

to erode, whereas for the experiments, only the final 9 or 10 mm of the channel walls

are eroded. The erosion rate at the exit plane is also underpredicted early on, while it

is overpredicted at later hours. This transition from underprediction to overprediction

occurs around 2400 hours for the outer wall and 3300 hours for the inner wall. This is

represented more clearly in Fig. 5.41, where the wall thickness at the exit plane is plotted

versus operation time. Two sets of experimental data are available for this measurement

and there is a high degree of agreement between them. The simulation results, again,

show an underprediction of the erosion for most of the tested time. This is particularly

noticeable for the outer wall. The inner wall shows better comparison.

Examining the overall erosion rates of the channel also displays these trends. Fig-

ure 5.42 shows the instantaneous total volumetric erosion rate plotted against time. The

total erosion rate at BOL is somewhat underpredicted, although for most of the rest

of the 4000 hours, the erosion rate is overpredicted. This stems from nearly the entire

length of the channel eroding and contributing to the overall erosion rate, as opposed to

a shorter segment eroding as seen experimentally. The shape of the erosion rate versus

time curve given by the simulation also does not decrease nearly as steeply as expected.

The kink around 1600 hours is the point when the outer wall has been eroded com-
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Figure 5.37: The simulated plasma density field within the SPT-100 thruster after 1000 hours.

Figure 5.38: The simulated potential field for the SPT-100 thruster after 1000 hours.

111



-25 -20 -15 -10 -5 0
Distance from thruster exit [mm]

0

1

2

3

4

5

6

7

E
ro

si
o

n
 [

m
m

]

Experiment (Absalamov)
Simulation

Figure 5.39: The simulated wall erosion profiles for the outer wall of the SPT-100 over 4000 hours.
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Figure 5.40: The simulated wall erosion profiles for the inner wall of the SPT-100 over 4000 hours.
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pletely through at the exit plane. At that point, less channel wall material is available

to contribute to the total erosion rate, and therefore the dropoff becomes a little steeper.

Overall, the simulation does not capture these experimental trends very well.

In determining the reasons behind these discrepancies and the failures of the model,

it is helpful to examine some previous work that was performed prior to the above

results. The same hydrodynamic model is used to simulate the plasma flow in the

SPT-100 thruster, however, empirical polynomial curve fits applied for the energy and

angular dependence of sputter yield are used instead of the data obtained from the

molecular dynamics simulations.77 These are the same ones presented in Section 2.4.1.

Figures 5.43 and 5.44 again show the calculated erosion profiles against the experimental

profiles. The comparisons are much better for these results. The wall thickness at the

exit plane versus time and the total erosion rate versus time are also shown with the

empirical polynomial curve fit data in Figs. 5.45 and 5.46, respectively. Overall, there is

a much better match to the experimental data, though some erosion is underpredicted

at later times.

Though the empirical fits for the sputter yield show better results than those obtained

using the sputter yields obtained from molecular dynamics, it should not be concluded

that the choice of the sputter yields is incorrect. As seen in Section 2.4, the choice of

the sputter yields used can play a significant role in affecting the subsequent erosion

results.116 Thus, the reason the more intensive molecular dynamics simulations are

chosen to determine the sputter yields, particularly at very low energies, rather than

using the quicker binary collision approximation or even semi-empirical approaches is

to improve the fidelity of the sputter yields used.

The plasma model may be the main contributor towards the poor erosion results,

rather than the sputter yield model. As observed with the simulation results of the

NASA-173Mv1 thruster in Section 5.1, the hydrodynamic model does not readily capture

sharp gradients within the plasma flow, but rather smears them out over a wider range.

This is observed for the electron temperature, electric field, and plasma potential profiles
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Figure 5.41: The erosion at the exit plane for the SPT-100 thruster.
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Figure 5.42: The total volumetric erosion rate for the SPT-100 thruster.
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Figure 5.43: The simulated wall erosion profiles for the outer wall of the SPT-100 over 4000 hours using
the empirical sputter yield fits.
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Figure 5.44: The simulated wall erosion profiles for the inner wall of the SPT-100 over 4000 hours using
the empirical sputter yield fits.
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Figure 5.45: The erosion at the exit plane for the SPT-100 thruster using the empirical sputter yield
fits.
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Figure 5.46: The total volumetric erosion rate for the SPT-100 thruster using the empirical sputter
yield fits.
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among others. For the case of the SPT-100 thruster, similar trends are occurring. The

electron temperature profile along the channel is shown in Fig. 5.47. It steadily increases

from the anode to the peak near the exit plane; no sharp increase indicating where the

Hall current resides is observed. This produces a similar profile for the sheath potential

drop. Since the ions are accelerated across the sheath to the walls, a higher sheath

potential near the anode region will cause a higher erosion rate there too. Again, with

the centerline potential profile, shown in Fig. 5.48, the decrease begins right from the

anode region and is more gradual overall than is expected. These effects would smear the

erosion over a wider domain as well, and stretch it back to the anode region. Capturing

sharper gradients would push the onset location of erosion further downstream. This

would also alleviate the issues seen with the total erosion rate profile over time shown in

Fig. 5.46. The empirical sputter yield case presents a curve that is more logarithmic in

shape than the MD sputter yield case. This shape is mostly affected by the eroded wall

angle. As the wall angle increases, the divergent plasma flow of the thruster impinges

less upon the walls, thus decreasing erosion for these geometries. The difference in

the eroded wall angles for the simulations and experiment is evident in Figs. 5.39 and

5.40. Therefore, a model that better captures the sharp gradients of the plasma flow

will push the onset location of erosion further downstream, which will increase the

eroded wall angles, which in turn will further reduce erosion at later times, capturing

the logarithmic dependence seen for the total erosion rate over time. The deficiencies of

the plasma model are due in part to the electron transport modeling, which is presently

still unable to be captured well by any state-of-the-art model.
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Figure 5.47: The calculated centerline electron temperature profile for the SPT-100 thruster.
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Figure 5.48: The calculated centerline plasma potential profile for the SPT-100 thruster.
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CHAPTER VI

Conclusions

6.1 Summary

The development of a computational model of the erosion of the acceleration channel

walls in Hall thrusters is presented in this thesis. At the beginning of this research, this

work was the only Hall thruster erosion simulation work known that was not based on an

empirical or semi-empirical approach, but rather focused on a plasma model combined

with a sputter yield model. A hydrodynamic model is used to describe the plasma

flow within a Hall thruster and a molecular dynamics model is used to calculate the

sputter yields of the wall material. The hydrodynamic approach is chosen as it offers a

relatively quick turnaround on results—less than a minute is required for a single run—

while maintaining a physics-based foundation. This work presents the only fluid-based

erosion simulation known to the author at the time of writing, though there are now

several particle-based methods under development. The molecular dynamics model is

chosen as it provides a method that is as close to a first-principles approach as possible

while maintaining tractable solutions. This work presents the only known application

of a full MD model for boron nitride sputter yield calculations and the first to present

sputter yield data at energies below 80 eV.

The hydrodynamic model is used to simulate the plasma flow in two thrusters, the

SPT-100 and the NASA-173Mv1 thrusters. For the SPT-100 thruster, the model is used

to calculate the ion flux to the walls for erosion analysis. More will be mentioned about

this work later in conjunction with the sputter yield model. For the NASA-173Mv1
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thruster, the hydrodynamic model is used to compare the differences between krypton

and xenon. In particular, simulations are run to analyze the specific issues that lower

the performance of krypton as compared to xenon. Though the intrinsic properties of

krypton such as the ionization energy and the ionization collision cross section lower

the propellant utilization fraction, external factors, particularly the magnetic field con-

figuration, also play a significant role. The magnetic field configuration affects many

aspects of the plasma properties that can lower the efficiencies of the thruster. When

the xenon case uses the magnetic field for krypton instead, a lower electron temperature

profile reduces the ionization rate and therefore lowers the propellant utilization. The

potential profile is also affected, elongating and pushing more of the acceleration region

past the exit plane of the thruster, thereby increasing possible beam divergence which

also would lower the overall performance. Thus, proper configuration of the magnetic

field could lead towards a viable use of krypton as a propellant for Hall thrusters if the

efficiency losses are minimized. Of course, many other considerations are in play when a

magnetic field is being designed and optimized for a particular thruster at a particular

operation setting, but the lower performance for krypton is not insurmountable due to

its inherent characteristics. The hydrodynamic model is used successfully in this case

to qualitatively examine the properties of the plasma flow within a thruster.

There are issues, however, with the hydrodynamic model seen in both simulation of

the NASA-173Mv1 and the SPT-100 thrusters. The model has a tendency to smooth

out gradients over a wider domain. Certain features that are expected in a Hall thruster

are not as clearly marked or defined. These include the ionization region, where the

electron Hall current is the greatest. The plasma density is expected to peak in this

region, as is the electron temperature. The acceleration zone is also not sharply captured.

The plasma potential profile should have a sudden drop corresponding to a high axial

electric field that accelerates the ions out of the thruster over a short distance. These

trends are directly observed experimentally in the case of the NASA-173Mv1 thruster

where internal measurements have been taken using the HARP system. Though similar
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measurements have not been performed for the SPT-100 thruster, general Hall thruster

theory and design lead toward similar conclusions. The hydrodynamic code does show

peaks of the electron temperature and drops in the potential profile, signifying these

mechanisms are still existent in the simulation. However, again, the regions are much

more spread out than expected, and can even stretch all the way to the near-anode

region or well past the exit plane.

This characteristic of the hydrodynamic code likely stems at least in part from the

electron temperature calculations. The electron temperature plays a key role in many

different aspects of the plasma and thus issues here will propagate through the simu-

lation. The electron temperature is found from the electron energy equation given in

Eq. (3.25), where it is rewritten as a balance between energy sources and sinks. Though

most models involving the electron energy equation have similar forms, the particular

details vary quite a bit in the different implementations.4,22,59,65,76,83,84 For the form

implemented here in the hydrodynamic model, the thermal conductivity term, often

represented as the gradient of the thermal heat flux, is not included since it introduces a

second-order derivative of the temperature into the equation, changing the mathemat-

ical nature of the formula. Inclusion of thermal conductivity into the electron energy

equation would help to increase the fidelity of the electron temperature profile. The

wall collision loss term is another difficult term to model accurately, not because of its

mathematical nature, but because the actual physics of the near-wall region are still not

well understood.

Another issue with the hydrodynamic code—and also with all other state-of-the-art

Hall thruster simulation methods—is how cross-field electron mobility is handled. There

is much that is not well understood with the mechanisms that transport the electrons

across the predominantly radial magnetic field lines to the anode and this is a current

area of active research. Standard classical electron mobility, due to collisions with the

heavy particles, is insufficient to provide the necessary mobility for Hall thruster opera-

tion. There are two other additional transport mechanisms considered: Bohm mobility
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due to plasma turbulence and mobility due to wall collisions. However, these forms of

electron mobility are complex and difficult to model accurately. Even the underlying

physical processes are still not fully understood. The cross-field mobility plays an im-

portant role in determining the potential field within the thruster and consequently the

electric fields as well. In particular, the mobility should be low near the exit plane where

impeded axial electron motion will create a strong axial electric field in that region, nar-

rowing the acceleration zone. The region upstream towards the anode will have a higher

electron mobility, allowing for a greater electron current to complement the lower ion

current in the region so as to keep the total current consistent with the discharge cur-

rent. Accurate modeling of the potential and electric fields requires accurate modeling

of the electron mobility.

The molecular dynamics method is used to simulate low energy xenon ion impacts

on a boron nitride surface. The primary goal of this effort is to determine dependence of

the BN sputter yield on ion energy. The results from the MD simulations are compared

to experimental data. There is a significant amount of scatter in the experimental data,

stemming perhaps from the quality and type of BN samples tested, the quality of the

ion source, or a number of other possible factors. The MD results fall within the general

range expected from the different sets of data. At the lowest energy set of experimental

data available, around 100 eV, the MD results compare well with the data obtained with

the QCM by Yalin et al., but are much higher than the results obtained from weight

loss by Rubin et al. However, the weight loss measurements are below the detection

limit for that datum point.95,109 Using the MD data, curve fits are applied to provide

an expression, given in Eq. (5.1), usable for erosion studies. At the very low energies,

below 50 eV, a fit based on an expression derived by Wilhelm using quantum-statistical

mechanics is provided, while a semi-empirical fit based on the work by Zhang and Zhang
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is used for ion energies above 50 eV,

Y =





7.62× 10−6 (E − 13.0)2 E < 50 eV

0.205 ln(1+1.1383(E/462.9))
2(E/462.9+0.01321(E/462.9)0.21226+0.19593(E/462.9)0.5)

(
1−

√
70.8
E

cos π
4

)
E ≥ 50 eV

(6.1)

A single expression fit, using the Bohdansky formula, is also applied to the MD sputter

results,

Y = 0.06

[
1−

(
18.26

E

)2/3
] [

1− 18.26

E

]2

(6.2)

though this equation uses empirical means to model the very low energy sputtering as

opposed to the quantum-statistical basis of the Wilhelm equation.

The molecular dynamics method does not include many parameters, such as a surface

binding energy, that can be altered to adjust the results. Most of the assumptions

using the MD method are present in the interatomic potential functions used. The

Molière repulsive potential is a standard one used for ion bombardment interactions.

The BN potential, provided by Albe et al., is based on a bond-order class of potentials

initially formulated by Tersoff, and is the best suited kind of potential to describe

sputtering interactions as many non-equilibrium or non-structured configurations arise

in addition to the standard solid lattice form. The Albe potential has been tested for

many dimers and three-body boron and nitrogen compounds and shows good agreement

with quantum mechanical results. Errors and issues with the MD method implemented

here are more likely to stem from statistical considerations. Although several hundred

ion impacts are simulated for each ion energy scenario, due to the low sputter yields,

more simulations will provide a greater confidence in the quantitative results of the

work. Also, only one particular initial lattice orientation is tested, where the (101̄0)

plane is parallel to the surface. Other crystal orientations may provide different sputter

yields, though after initial ion bombardments, the upper levels of the surface become

amorphous in nature and this is the region where most of the sputtering dynamics occur.

Both of the hydrodynamic and molecular dynamic methods are used for a full Hall

thruster erosion simulation. A 4000 hour life test of the SPT-100 thruster is considered.
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Very little is mentioned about the particulars of the experimental erosion measurements,

but it is still clear that the simulation results are significantly different. The calculated

erosion profiles begin much further upstream, yet underpredict erosion at the exit plane

for most of the time. The total erosion rate over time is not very well predicted by

the model as well. This is in comparison to previous work done with empirical sputter

yields in place of the MD calculated sputter yields, which provide better matching

results. However, it is expected that the main fault does not lie with the MD generated

sputter yields, but rather with the hydrodynamic plasma model. As seen with the

krypton work, the hydrodynamic model has a tendency to stretch gradients within the

flow. Rather than seeing a sharp drop in the potential indicating the acceleration zone

or a well defined peak of the electron temperature, these gradients of the flow are spread

out over a wider region. In the case of the SPT-100 simulation, this causes the extent of

erosion to spread almost all the way to the near anode region. Were the increase in the

electron temperature and the drop in potential pushed further downstream, the onset

of erosion would also move further downstream. The resulting erosion profiles would

also create larger eroded wall angles, which would reduce the erosion rate quicker over

time. The combined hydrodynamic and molecular dynamic model of thruster channel

wall erosion still generally captures the extent of the erosion apart from the axial extent,

but it is evident there is room for further improvement.

6.2 Future Work

There are several areas of the hydrodynamic model that could use additional investi-

gation and improvement. As stated earlier, two of the main perceived shortcomings

include the treatment of the electron temperature and electron mobility. In particular,

the electron energy balance equation, from which the electron temperature is calculated,

can be modeled with greater fidelity. Inclusion of thermal conductivity and a better un-

derstanding of the wall collision losses will help to produce a more accurate electron

temperature profile. The electron mobility is an area currently under active research.
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There is much to be understood about the mechanisms that transport electrons across

magnetic field lines as classical mobility is insufficient by itself for Hall thruster oper-

ation. Unfortunately, experimental isolation and measurement of mobility is difficult

and so far inconclusive. A clearer understanding of the mobility mechanisms and how

they are best implemented into simulation models will greatly aid not only the hydro-

dynamic model presented here, but all other Hall thruster flow simulations. The Bohm,

or anomalous, mobility due to plasma turbulence and the wall collision frequency and

near-wall physics are the two areas in particular that require further research.

Though preliminary extension of the hydrodynamic model to incorporate a two-

dimensional magnetic field profile is included, there still remain issues to resolve. Sta-

bility of the model is the most notable. Even when the model uses a one-dimensional

approximation of the magnetic field, it is sensitive to the initial and boundary condi-

tions. This problem is exacerbated when expanding to the two-dimensional field. This

stems from the explicit nature of the solution scheme and the source terms of the gov-

erning equations. Were the source terms to be zero, the solution method should provide

stable solutions as long as the CFL condition is met. However, the source terms due

to ionization and electric field considerations lead towards possible instability of the

computational code. For the two-dimensional magnetic field case, only a coarse mesh

of the field is available for use which leads towards a poor evaluation of gradients. This

eventually devolves into instability. Another issue with the provided magnetic field

mesh—often the magnetic field profiles for these thrusters are proprietary and difficult

to obtain—is that it did not comply with the zero divergence condition required by

Maxwell’s laws of electromagnetism, or in other words, it is not self-consistent, which

also leads towards instability of the plasma solution. Assuming proper, fine-grained

magnetic field data is provided, the model should provide more stable results, though

improper boundary conditions can affect the stability still. A two-dimensional magnetic

field profile ought to provide for a great improvement on wall erosion profile character-

istics since properties along the channel centerline do not necessarily translate directly
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radial to the walls, but rather follow field lines. This is most evident with the electron

temperature, which is often assumed to be constant along magnetic field lines. The

electron temperature profiles along the walls will affect the erosion profiles. This can be

particularly important for high curvature or asymmetric magnetic field profiles.

Another area of possible improvement includes the plasma-sheath boundary condi-

tions. There is active debate on the exact properties at the plasma-sheath interface,

though some of it stems from the definition of the plasma edge and the sheath edge

which for some refer to the same point, but for others are separate and distinct. The

physics in the near-wall region are also not clearly defined.40 In addition to the ion prop-

erties entering the sheath, there is debate on the electron dynamics, particularly when

secondary emission electrons are taken into consideration. With the ions impacting the

walls, the electrons colliding with the walls, the secondary electrons being emitted from

the walls, the electrons perhaps cascading down the walls providing extra mobility, the

strong magnetic fields influencing the dynamics near the walls, there is certainly much

activity and complexity in the near-wall regions. From an erosion standpoint, the near-

wall region is particularly important as it directly involves the ions impacting the walls

and the walls themselves.

Another possible area for further research with the hydrodynamic model includes

extending the domain past the exit plane to incorporate the near-field plume. The

near-field plume region includes important dynamics that may affect the calculation of

the plasma flow within the channel.21 It also allows for a better assessment of thruster

properties such as the thrust and characterization of ion acceleration outside of the

thruster. It may also affect how the erosion at the corners of the walls at the exit plane

evolves.117

The incorporation of doubly and other higher charged ions will also increase the

fidelity of the hydrodynamic model. Doubly-charged ions can represent a significant

fraction of the ion current and will affect the calculated plasma properties that may

alter the structure of the flow. Doubly-charged ions will also impact the walls with a
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greater energy, knocking off a greater number of sputtered particles. There will be both

direct and indirect effects on the erosion rate due to multiply-charged ions.

For the molecular dynamics model, the main consideration is to generate larger sam-

ple sizes to reduce the variance of the data presented. Though trends can be extracted

from the present set of data, including a greater number of simulation events will in-

crease the precision of the data. More sputtering events will also aid in the evaluation

of differential sputter yield data. Since at the lower energies the sputter yields are fairly

low, very sparse data are available to calculate differential yields. Other lattice orien-

tations of the material also need to be tested, if at least to show independence of the

sputter yields from crystal orientation. Though an amorphous layer develops at the sur-

face, the underlying regions may affect the sputter yields in an indirect manner. With

these additional tests, a greater confidence can be placed in the sputter yield results.

In addition to the dependence of the sputter yield due to ion energy, the ion incidence

angle also plays a major role in determining the sputter yields. Again, more tests need

to be simulated to generate a more definitive angular dependence profile. Though it is

assumed that the energy and angular dependence are fairly independent of each other,

this may not be the case. Instead of a single energy dependence profile and a single

angular profile, a full study may need to be carried out across a range of energy profiles

at various angles and a range of angular profiles at various energies to see how much

influence one has on the other. Angular effects may be more pronounced at higher

energies or lower energies or may peak somewhere in between.

Finally for the MD sputter yield results, more simulation runs can be tested to

provide a more quantitative trend on temperature dependence. More precise values of

the sputter yields at various temperatures, also including testing at more temperature

values, will help to better quantify the effect of temperature on the sputter yield results.

Again, the temperature dependence may not be an isolated factor, but may differ with

various ion energies and incidence angles.

For the total erosion model, continued validation against different thrusters at dif-

127



ferent operating conditions at different stages in life will be needed to ensure the devel-

opment of robust erosion simulations. To calibrate the model to one particular thruster

and operation point does not necessarily translate to other thrusters and conditions.

The hydrodynamic code can also be compared to results obtained from particle-based

and hybrid methods. The molecular dynamic simulation results can be compared to

further experimental data or with other simulation methods such as TRIM. The models

and methods set forth in this thesis, even if ever perfected, do not represent the be-all

and end-all for Hall thruster erosion analysis. There will always be a need for exper-

imental observations as well as a range of different models and simulation methods to

be able to fully characterize the erosion process and to confidently predict future wall

erosion. The hydrodynamic and molecular dynamics models are part of the contribution

towards this effort.
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APPENDIX A

The Derivation of the Force Components from the

Potential Functions

A.1 Basic vector differentiation

The force field is found from the negative of the gradient of the potential, ~F = −∇Φ.

At a point i, the force at that location can be found by taking the derivative of the

potential with respect to the position vector, ~ri. A helpful vector formula is

∂ (~ri · ~rj)

∂~rk

= ~riδjk + ~rjδik (A.1)

This leads to the differentiation of a magnitude of a vector

∂rij

∂~rk

=
(~ri − ~rj) (δik − δjk)

rij

(A.2)

where i, j, and k are points, not necessarily axis directions, rij is the magnitude of the

vector from j to i, and δ is the Kronecker delta. This can be reduced to the three cases

where k = i, k = j, or k 6= i, j the formula reduces to

∂rij

∂~rk

=





(~ri−~rj)

rij
, k = i

(~rj−~ri)

rij
, k = j

0, k 6= i, j

(A.3)

which produces a vector along the ~rij (or ~rji) direction when not zero.
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A.2 Derivative of the Molière potential for xenon

The Molière potential function is given in Eq. (4.13). Its derivative is straightforward

following Eq. (A.2) and when taken with respect to point n is equal to

~Fn = − ∂Φ
∂~rn

= −ZiZje2

4πε0rij

[(
0.105
aF

+ 0.35
rij

)
exp

(
−0.3

rij

aF

)
+

(
0.66
aF

+ 0.55
rij

)
exp

(
−1.2

rij

aF

)

+
(

0.60
aF

+ 0.10
rij

)
exp

(
−6.0

rij

aF

)](
~ri−~rj

rij

)
(δin − δjn)

(A.4)

A.3 Derivative of the boron nitride potential

Recall the modified Tersoff potential for boron nitride in Eqs. (4.3) to (4.9). Taking the

derivative of the boron nitride potential with respect to point n then results, from the

chain rule,

~Fn = − ∂Φ

∂~rn

= −1

2

∑

i,j(i6=j)

(
fc[f

′
R − bijf

′
A − b′ijfA] + f ′c[fR − bijfA]

)
(A.5)

where

f ′c (rij) =
∂fc

∂~rn





0, r ≤ R−D

− 9x
2D(x3−1)2

exp
(

3x3

x3−1

)
, R−D < r < R +D

0, r ≥ R +D

(A.6)

f ′R =
∂fR

∂~rn

= −β
√

2S
D0

S − 1
exp

(
−β
√

2S(rij − r0)
) (

~ri − ~rj

rij

)
(δin − δjn) (A.7)

f ′A =
∂fA

∂~rn

= −β
√

2S
D0

S − 1
exp

(
−β

√
2

S
(rij − r0)

)(
~ri − ~rj

rij

)
(δin − δjn) (A.8)

and

b′ij =
∂bij
∂~rn

= −1

2
γnχn−1

ij

(
1 + γnχn

ij

)− 1
2n
−1
χ′ij (A.9)

χ′ij =
∂χij

∂~rn

=
∑

k 6=i,j

f ′cgh+ fcg
′h+ fcgh

′ (A.10)

h′ = ∂hij,ik

∂~rn
= 3λ3

3(rij − rik)
2 exp [λ3

3(rij − rik)
3]

(
~ri−~rj

rij
(δin − δjn)− ~ri−~rk

rik
(δin − δkn)

)

(A.11)

g′ =
∂gij,ik

∂~rn

= − 2c2 (m− cos (θijk))[
d2 + (m− cos (θijk))

2]2

∂ cos (θijk)

∂~rn

(A.12)
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The cosine of the angle between the three particles can be represented as a function of

the particle locations through the dot product identity

~rij · ~rik = rijrik cos (θijk) (A.13)

or

cos (θijk) =
(~rj − ~ri) · (~rk − ~ri)

rijrik

=
~rj · ~rk − ~rj · ~ri − ~rk · ~ri + ~ri · ~ri

rijrik

(A.14)

Then the derivative of the cosine becomes

∂ cos(θijk)
∂~rn

= ∂
∂~rn

(
~rj ·~rk−~rj ·~ri−~rk·~ri+~ri·~ri

rijrik

)

= 1
rijrik

[
∂(~rj ·~rk)

∂~rn
− ∂(~ri·~rj)

∂~rn
− ∂(~ri·~rk)

∂~rn
+ ∂(~ri·~ri)

∂~rn

]

+ (~rj − ~ri) · (~rk − ~ri)
∂

∂~rn

(
1

rijrik

)

= 1
rijrik

[~rjδkn + ~rkδjn − ~riδjn − ~rjδin − ~riδkn − ~rkδin + 2~riδin]

− (~rj−~ri)·(~rk−~ri)

(rijrik)2

(
rij

~ri−~rk

rik
(δin − δkn) + rik

~ri−~rj

rij
(δin − δjn)

)

=
(

δin−δkn

rik
− (~rj−~ri)·(~rk−~ri)

r2
ijrik

(δin − δjn)
)(

~ri−~rj

rij

)

+
(

δin−δjn

rij
− (~rj−~ri)·(~rk−~ri)

rijr2
ik

(δin − δkn)
)(

~ri−~rk

rik

)

=
[(

1
rik
− (~rj−~ri)·(~rk−~ri)

r2
ijrik

) (
~ri−~rj

rij

)
+

(
1

rij
− (~rj−~ri)·(~rk−~ri)

rijr2
ik

)(
~ri−~rk

rik

)]
δin

+
[

(~rj−~ri)·(~rk−~ri)

r2
ijrik

(
~ri−~rj

rij

)
− 1

rij

(
~ri−~rk

rik

)]
δjn

+
[

(~rj−~ri)·(~rk−~ri)

rijr2
ik

(
~ri−~rk

rik

)
− 1

rik

(
~ri−~rj

rij

)]
δkn

(A.15)

Then for the above, there are two force directions (one along ~rij and the other along

~rik) acting on the three particles. The six resultant forces are then (where Fij is the

force on particle i in the direction of ~rij):

~Fij = −1

2

∑

i,j(i6=j)

fcjf
′
R + f ′cjfR − fcjbijf

′
A − f ′cjbijfA − fcjfA∂bij

∑

k 6=i,j

(
fckg

′
ijh+ fckgh

′
ij

)

(A.16)

~Fik = −1

2

∑

i,j(i6=j)

−fcjfA∂bij
∑

k 6=i,j

(f ′ckgh+ fckg
′
ikh− fckgh

′
ik) (A.17)

~Fji = −1

2

∑

i,j(i6=j)

−fcjf
′
R − f ′cjfR + fcjbijf

′
A + f ′cjbijfA + fcjfA∂bij

∑

k 6=i,j

(
fckg

′
jih+ fckgh

′
ji

)

(A.18)
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~Fjk = −1

2

∑

i,j(i6=j)

fcjfA∂bij
∑

k 6=i,j

fckg
′
jkh (A.19)

~Fki = −1

2

∑

i,j(i 6=j)

fcjfA∂bij
∑

k 6=i,j

(f ′ckgh+ fckg
′
kih− fckgh

′
ki) (A.20)

~Fkj = −1

2

∑

i,j(i6=j)

fcjfA∂bij
∑

k 6=i,j

fckg
′
kjh (A.21)

where

∂bij = −1

2
γnχn−1

ij

(
1 + γnχn

ij

)− 1
2n
−1

(A.22)
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