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Chapter 1

Introduction

1.1 Overview of vapor deposition techniques

The needs of modern technology have led to rapid developments in materials pro-
cessing techniques. The second half of the twentieth century saw the emergence
of vapor phase manufacturing processes. While traditional techniques in materials
processing involved solid and liquid phase manufacturing, the vapor phase pro-
cesses offered a paradigm shift in this industry and contributed to the development
of materials that solid and liquid phase manufacturing could not produce. These
processes revolutionized the semiconductor industry with the next generation of
clectronic materials and have also enabled advances in acrospace technology.

The acrospace industry is developing Metal Matrix Composites (MNMC) to meet
the need for the next generation of acrospace materials. These composites consist
of lavers. matrices or other microstructural arrangements of different materials [6].
Common MMC’s include alloyvs of titanium like TiAIGV 4. (Ti,A1) Nb -y and
Ti, Mo -y [90].[113].[119]. These materials are used in aircraft engine compo-
nents. where they enable an increase in engine power and enhance aircraft perfor-
mance. These composite materials also have high strength to-weight ratios. thus
offering an important advantage when used in aircraft structures. Such applica-

tions use materials like fiber reinforced composites. an example being SiC fibers
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coated with a titanium alloy. Vapor deposition has been the method of choice for
the production of these MMC’s. Another important application of advanced ma-
terials to aircraft engines is found in the development of Thermal Barrier Coatings
(TBC) {92]. A ceramic layver of a material like TiN or TiC is vapor deposited on
the turbine blades used in the post-combustion zone of an engine. This material
provides an insulating layer to the turbine blade and reduces the temperature of
the blade. In addition, TBC’s protect the blade against oxidation from the hot,
reactive gases in the engine, thus increasing the life of the engine. The microstruc-
ture of these applications is extremely important {83]. Vapor deposition processes
provide the means to control the composition and microstructure of TBC’s and
M IC's. thus making them important materials processing tools in the acrospace
industry.

. \apor deposition processes are used extensively in the semiconductor indus-
try [56]. The manufacture of semiconductor devices often includes masking. etching
and vapor deposition processes. which are combined to create features on a silicon
chip. Vapor deposition techniques are used to deposit metal interconnection layers
hetween semiconductor devices on a chip [134),[135].[136]. Vapor phase manufac-
turing also revolutionized the development of thin film transistors. These manu-
facturing techniques allowed the deposition of thin films of silicon on a substrate
[105].[129].[130]. which was not possible through older manufacturing processes.
The kinetic energy of the adsorbed atoms and molecules plays an important role
in improving the quality of the deposited layer in many applications, thus mak-
ing vapor phase manufacturing attractive in these applications. Some vapor phase
processing methods also offer non-line-of-sight deposition. which make these the

method of choice in many applications. Vapor deposition processes are also used
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in many other industrial applications, like laser isotope separation [66] and the
manufacture of wear resistant or optical coatings on a substrate.

Vapor deposition techniques have evolved considerably over time with the de-
sign requirements of new applications. The main classification of these methods
separates them into physical vapor deposition (PVD) and chemical vapor deposi-
tion (CVD) techniques [41], with some amount of overlap between the two cate-
gories. CVD techniques often involve gas-phase reactions or reactions of molecules
in the vapor at the substrate. Various ion implantation and plasma processing
techniques have evolved primarily for use in semiconductor doping and manufac-
turing [86].

PVD techniques typically involve the creation of a vapor of an atomic or a
molecular species. and its subsequent transport to a substrate. Adsorption and
adatom diffusion at the substrate create the deposited layer. Early PVD methods
like sputtering did not provide the material properties required in many advanced
applications. PVD techniques like molecular beam epitaxy (MBE) [111] and vapor
phiase epitaxy (VPE) are used to grow thin films for semiconductor applications.
[n these methods. the material to be deposited impinges on a substrate in the
form of a nearly collisionless beam of atoms and molecules. These processes are
characterized by low growth rates. which are important for controlling the thin film
deposition. Supersonic beams have also been used to facilitate thin film growth
at low temperatures [48]. In this case, the adatoms use their high kinetic energies
rather than thermal energy to overcomne the activation barrier for their adsorption.

Electron beam evaporation techniques were developed to address many chal-
[enges in the applications of vapor deposition. The development of high vacuum en-

vironments led to a surge in electron beam evaporation technology, as the electrons
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require large mean free paths for the efficient heating of a material [118]. Higher
chamber pressures lead to collisions between the electrons and vapor atoms, which
dissipate the electron energy in the vapor rather than in the evaporating source.
Low pressure environments thus help increase the efficiency of the electron beam
heating. These techniques have gained in popularity due to the high deposition
rates attained, the applicability of the technique to various metals, the efficiency of
evaporation and the non-reactive nature of the evaporation [74]. This non-reactive
nature is advantageous in the case of the evaporation of highly reactive metals like
titanium and niobium, as the vapor source is unaffected by chemical reactions with
the beam at the high temperatures of evaporation. The evaporation of multiple
species enables the deposition of alloys on a substrate. The multi-species evapo-
ration technique from a single crucible uses a source ingot composed of the alloy
to be deposited [119]. However, the evaporation needs to be controlled carefully
as different metals have different vapor pressures. and thus evaporate at different
rates. The resulting vapor is often not uniform in the composition of the different
species. Multiple beam sources have been used to evaporate different species from
individual crucibles in some applications [60]. In this case. the deposition on the
substrate is relatively uniform in species composition in regions where the vapor
plumes from the different sources overlap.

One drawback of electron beam evaporation lies in the fact that the high vac-
uum conditions ensure only line-of-sight deposition. As collisions are not common
in the expanding vapor, very few particles are scattered into shadow regions. This
can lead to uneven surface coatings in some applications where the entire surface
of the substrate is not exposed directly to the vapor source. Deposition in the

trenches of semiconductor devices also require non-line-of-sight deposition to take
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place. This drawback has been overcome in certain variants of the evaporation
process. The techniques of jet vapor deposition [68] and directed vapor deposi-
tion [G67] use a carrier gas to transport the evaporating species from the source
to the substrate, and have proved effective in obtaining non-line-of-sight coatings.
The number density distribution of the evaporating vapor has been described in

literature by a cosine distribution [43],[44],[88]:
N(6) = Ngcos™ 8 (1.1)

where N(#) is the number density in a direction 8 degrees from the normal to
the evaporating surface, Ny is the number density along this normal direction
and 7 is an exponent which has been reported to have a value of 2.3,4 or more.
However, deviation from the cosine law is common due to the complexity of the
problem. Electron beam scanning patterns rarely create point sources that produce
these perfect cosine distributions of number density. The pressure in the chamber
has been reported to affect this distribution [37]. Sometimes, collisions in the
evaporating vapor create a virtual source which causes a deviation from the cosine
distribution.

This study is part of an effort in the scientific community to understand the
process of electron beam evaporation. and to add to the development of this pro-
cess. The next section explores the motivation behind this study. as well as the

specific objectives pursued in this work.

1.2 Motivation

Electron beam evaporation systems have been studied in the past by the scientific

community through experimental. theoretical and computational efforts. Differ-
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ent methods have been used to model this process numerically. Continuum fiuid
dvnamics using the Navier-Stokes equation has been applied to expansions in low
density flows, but this approach has a drawback in the highly rarefied flow regimes
found in EB-PVD systems. In high vacuum conditions, atoms have large mean
free paths, which are on the order of the characteristic length of the system. Thus,
the gradients in the Navier-Stokes equation break down at these low pressures,
and a solution through this method becomes difficult. Direct simulations at the
molecular level do not have this limitation and have been applied to the vapor
deposition problem. The Direct Simulation Monte Carlo method has been used
extensively to model various transition flows, and various simulations of electron
beam evaporation systems have been reported in the literature [62],[63].[98].[100].

Though eariier modeling efforts have provided a good insight into the evapora-
tion process. they fall short of capturing some physical effects that prove important
in the flow. Experiments by Asano et al [5].[124] show that the mean atomic ve-
locities in the electron beam evaporation of uranium, titanium and copper exceed
the maximum flow speed of the gas under adiabatic expansion. Asano argues that
the electronic states of the atoms in these vapors are thermally excited to higher
levels. with this energy being converted to kinetic energy during expansion. The
extra energy accounts for the increase in velocity, with uranium having the highest
increase by virtue of its high degree of excitation. The increase in the case of tita-
nium cevaporation was significant. while the velocity increase for copper was quite
low because of copper’s low excitation. Experimental evidence of electronic exci-
tation has also been reported by Nishimura et al [99], and acknowledged in other
studies [61]. [124]. However, very little work has been done on the inclusion the

clectronic mode of energy in numerical simulations. The consideration of this mode
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of energy is important in understanding the physics of electron beam evaporation,
and this task is addressed in this dissertation.

Besides attempting to further the understanding of the evaporation process,
a more practical aspect of the problem is considered here. In the materials pro-
cessing industry, the development and refinement of the evaporation process as
a manufacturing technique often requires a large number of experiments and/or
simulations. The numerical modeling of the svstem under consideration is often a
more cost-effective way of studving the evaporation, but the numerical simulations
have the drawback of requiring large computation times. The intensity of the com-
putation is often wasted in the nearly collisionless evaporation process. Hence, a
more practical and elegant approach to the numerical modeling is developed in this
study. with an emphasis on developing a method that produces accurate results

while reducing the time of computation.

1.3 Description of the vapor deposition system

The work described in this dissertation constituted the numerical component of
a joint study with the Lawrence Livermore National Laboratories (LLNL) on the
phvsical vapor deposition of titanium. The experiments on the vapor deposition
svstem were carried out in the Experimental Test Facility (ETF) at LLNL [40]. The
ETF flow domain is described in this section with the schematic given in Figure 1.1.
The adaptation of an unstructured computational grid to the geometry of the ETF
is described in Chapter 4.

The ETF consists of an ultra -high vacuum chamber where the evaporation and

deposition process take place. Like many other electron beam evaporation systems.
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the chamber pressures in the ETF are on the order of 10~2 Torr (107! Pa), which
is nearly six orders of magnitude below atmospheric pressure. An electron gun
generates a high-energy electron beam that causes the evaporation in the system.
The electron beam is bent in the chamber by a magnetic field, which is generated
by scan coils outside the chamber. The beam then strikes the surface of a metal
ingot placed at the bottom of the chamber. Variations in the magnetic field,
which are achieved by controlling the scan coils, alter the path of the electron
beam through the chamber. The beam thus traverses the surface of the ingot in
a circular pattern at very high frequencies, which are often on the order of a few
kilohertz. The beam causes intense heating of the metal due to the energy transfer
from the electrons. This creates a molten pool at the top of the solid ingot. Atoms
evaporate from the surface of the pool into the chamber, where they undergo rapid
expansion. The expanding vapor impinges on a substrate placed at the top of
the chamber. The resulting adsorption deposits a filmn of the evaporant on the
substrate. An immobile metal block plate is used as the substrate in the ETFE in
order to measure the deposition profile in the chamber. Manufacturing processes
often use translating substrates to ensure uniformity of deposition on the substrate,
as the deposition profile in the chamber is rarely uniform.

As the atoms evaporate off the surface of the molten pool. there is a reduction
in the mass of the ingot. The surface of the pool is viewed through cameras from
different angles. These cameras are used to monitor the height of the pool surface
in relation to the rest of the chamber. A feedback mechanism is employed where
the data from the cameras are used to control the feed rate of the ingot into the
chamber. which keeps the surface of the pool at a constant level. The measurcment

of the feed rate thus provides the mass flux of the vapor into the chamber. The
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cameras often have a bleed of argon gas across the lens surface to prevent the
deposition of the vapor atoms on the lens. This creates a low background pressure
of argon in the chamber.

The thickness of the deposited film in the ETF is measured from the block
plate. In addition to this data, other flow properties are also measured during the
experimental run through laser absorption spectroscopy. In order to achieve this,
laser beams are passed into the chamber through ports in its side. The lasers are
tuned to the characteristic frequency of the atoms constituting the vapor. The
data from these absorption scans provide the diagnostic information on the flow.
Multiple lasers are used to measure different flow properties. Slits placed in the
block plate collimate the flow, allowing the upper laser to measure the flow velocity

and translational temperature along the direction of the laser.

1.4 Dissertation structure

This dissertation investigates physical vapor deposition of titanium, with an em-
phasis on improving the flow physics and the numerical efficiency of simulating the
problem. A brief background of vapor deposition. its importance in the materials
processing industry, the motivation behind this study and the specific details of the
svstem under consideration are described in this chapter. Chapter 2 is devoted to a
discussion of the computational technique used for a significant part of this study -
the Direct Simulation Monte Carlo (DSMC) method [17]. This study includes the
clectronic mode of energy in the DSMC simulation. A case for the inclusion of this
energy mode is made in Chapter 3. This is followed by a description of the model

used for electronic energy in the DSMC method.
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The results from the DSMC simulation of the vapor deposition of titanium are
presented in Chapter 4. The effect of electronic energy on the simulated flow is
quantified in this chapter. Comparisons are made between the simulation results
and experimental measurements of the deposition thickness and flow properties.
The phenomenon of backscattering of particles into the molten pool is also ad-
dressed in this chapter. Finally, various sensitivity studies are performed in order
to provide an understanding of how variations in certain physical parameters af-
fect the results of the simulation. Chapter 5 includes a discussion of the atomic
absorption spectroscopy technique that is used to measure the flow properties in
the domain. The absorption spectra computed from the DSMC simulations are
compared with experimental scans in this chapter.

The later portion of this study is aimed at improving the numerical efficiency
of the simulation for flow problems of this nature. With this objective. the Line
Of Sight (LOS) method has been developed for near collisionless flows. Chapter 6
deseribes the motivation behind the development of the LOS method, its scope
ane possible variations in this technique. The structure of the LOS algorithm. the
main routines imvolved and some computational issues are also discussed in this
chapter. Chapter 7 is devoted to the results of simulations using the LOS method.
This method is first validated through its comparison with a collisionless DSMC
simulation. The flow in the ETF is then simulated with greater efficiency using a
hvbrid DSMC-LOS approach. The performances of the LOS and hybrid methods
are compared with that of the DSMC method to demonstrate the efficiency attained
by using the hybrid approach over the computationally intensive DSMC method.
The dissertation is drawn to a close in Chapter 8 by summarizing the work done.

Possible extensions to this study are also discussed here.
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Chapter 2

Computational Modeling

The Direct Simulation Monte Carlo (DSMC) method forms the backbone of the
analvsis of the vapor deposition problem described in this work. This chapter is
devoted to a description of the DSMC method, details of the physical modeling
in the DSNIC method, its appplication to the vapor deposition problem and the

computational code used for the simulations.

2.1 The Direct Simulation Monte Carlo method

The DSMC method [14].[17] is finding increasing application to engineering prob-
lems in various fields. It has been extremely successful in extending the envelope
of computational fluid mechanics by modeling non-equilibrium phenomena and
transition flows. The DSMC method found carly applications in modecling rarefied
gas flows [20],[128] and shockwave structures {15].[18],[19]. Further work has been
done in thermochemistry [32]. spacecraft glow [78] and radiative emissions [42].
The method has also proved useful in modeling nozzle plumes and plume surface
impingement [77]. The ability of the DSMC method to interface with the Particle
In Cell method [27] has enabled the modeling of flows with electromagnetic eof-
fects and charged particle interactions. Examples include the modeling of electric

propulsion devices [125] such as ion thrusters [126], Hall thrusters [79].[103],[104].

12
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and arcjets [37],[71]. The DSMC method has also been used extensively to in-
vestigate materials science problems. The etching processes that are vital in the
semiconductor industry can be modeled using the DSMC method [54], [65]. The
hybrid DSMC-PIC approach has been used for modeling the charged particle flows
in plasma etch reactors [53],[64]. This method has also been used in modeling thin
film growth [48],[46], chemical vapor deposition [50].[107], directed vapor depo-
sition [67] and other applications in the microelectronics industry [10]. Of late,
the DSMC method is also being used extensivelv to simulate flows at verv small
length scales. in applications such as micro-electro-mechanical-systems(MEMS)
[96].[108].[110] and microchannel flows [59].[102].

The DSMC method is a particle method that is used to model dilute gases. The
dilute gas condition can be defined by the relative magnitudes of the mean free
path of the flow A, the mean molecular seperation § and the molecular diameter d.

This condition is commonly expressed as:

The mean free path of a flow is defined as the average distance that the atoms.
molecules or particles in the flow travel before undergoing a collision with another
particle. The large free path compared to the molecular diameter implies that
binary collisions dominate in the flow. and tertiary collisions are extremely rare.
The real atoms or molecules in a flow are modeled as computational particles, with
cach particle representing a large number of real atoms or molecules. The DSMC
method uses the assumption that the time taken for a particle-particle interaction
to occur. in the form of a collision, is negligible compared to the time taken for the
particle’s movement through one mean free path. The time step used in these sim-

ulations is also typically smaller than the mean collision time for a particle. Thus,
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a particle’s motion can be decoupled from the collisions it undergoes. The fluid
physics are modeled through these collisions and motions, which enable equilibri-
ation and propagation of the flowfield properties respectively. The DSMC method
is statistical in nature. The particle properties of mass, positions and velocities are
averaged statistically to provide macroscopic properties and to model the mass,
momemtum and energy transport in a flow.

The DSMC method is applied to rarcfied flows, often with the occurence of non-
equilibrium phenomena and mostly in the transition regime between continuum
and free molecular lows. The degree of rarefaction of a flow is represented by the

Knudsen number given by:

Kn=— (2.2)

where L is the characteristic length of the flow. The propertics of a particle in a
flow change with every collision it undergoes. which implies that the macroscopic
properties of a flow show gradients at the scale of the mean free path. Under
continnum conditions. the mean free path is much smaller than the characteris-
tic length and the flow properties show smooth gradients. Continuum flows have
Kuudsen numbers of the order of 1073 or less and are usually modeled using finite
difference schemes for a partial differential equation formulation. As the mean free
path becomes comparable to the characteristic length, the flow enters the transition
regime where flow properties no longer exhibit smooth gradients. Under these con-
ditions. the differential Navier-Stokes equations used in continuum fluid dynamics
break down. as the differential terms represent the gradients which may no longer
be continuous. As the Knudsen number approaches unity, non-equilibrium effects
mway set in. Flows with At > 10! are considered to lie in the free molecular range.

The DSMC method is often useful in cases where the flow changes in nature from
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a near continuum to the transition or free molecular regimes very rapidly.
The mathematical formulation behind the DSMC method is the Boltzmann

cquation. The Boltzmann equation for a monoatomic gas is expressed as:
‘ o 4= 2 It -
Anf)t +wd(nf)z: + Fd(nf)u; = [ /O n2(fifo — fif2)godQdU — (2.3)

where f(u;, x;,t) is the normalized distribution function, u; is the molecular veloc-
itv. F, is an external force per unit mass, g is the relative velocity of the colliding
partners. o is the differential cross section, df? is a solid angle element, dU is
an clement of velocity space, the subscripts 1 and 2 represent the two colliding
partuers and the prime denotes the post -collision distribution functions. The dif-
ferential terins represent the transport properties and the integral term represents
the collisions that alter the distribution function.

The Boltzmann equation has been analyvzed using many different approaches,
and some examples of these are provided by Vincenti and Kruger [127]. One ap-
proach is to analyze a simpler construct derived from the Boltzmann equation.
Using this approach. Bhatnagar et al [12] created a collision model — called the
BGK model — by replacing the collision integral in the Boltzmann equation by
a simple relaxation model. Another approach is to consider small perturbations
of the distribution function in the Boltzmann equation. The Chapman-Enskog
expansion uses small deviations from local translational equilibrium to reduce the
Boltzmann equation to a linearized form. The continnum assumptions may then
be applied to this approach, where the viscous stress is proportional to the rate of
strain and the heat flux is proportional to the temperature gradient. to yield the
familiar set of continnum conservation equations called the Navier-Stokes equa-
tions. The third approach described in reference [127] assumes a functional form

of the distribution function. This approach is useful over a wide range of physical
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parameters and is closest in spirit to the DSMC formulation.

When continuum breakdown occurs, it is still possible to obtain the flowfield
properties by finding a solution to the Boltzmann equation. Analytical solutions
are extremely difficult, if not impossible, as the equation describes a six-dimensional
phase space of positions and velocities. Hence a statistical method is an attrac-
tive alternative. The DSMC method simulates the integral part of the Boltzmann
equation though probablistic collisional interactions between particles while the
differential part of the equation is modeled through particle motion. Early critics
of the DSMC method contended that it provided an implicit solution to the Boltz-
mann equation, and that the randomness inherent in the DSMC method could
lead to a distortion of the Boltzmann equation. However, Bird showed that the
DS)NIC method can be directly related to the Boltzmann equation and is entirely
consistent with it {21] .

The DSMC algorithm may be represented as follows:

1) All particles are moved through the computational domain through distances
equal to the product of their instantancous velocity components and the time step.

2) In each cell of the domain, particles are paired with one another at random.

3) The probablity of a collision occuring between the particles of a collision pair
are evaluated and the particle properties are replaced by the post-collision values.

1) If sampling is required. the particle properties in cach cell are summed to
provide a large statistical sample.

The various aspects of the algorithm are explained in greater detail in the

sections that follow.
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2.1.1 The computational particle

Real flows have an extremely large number of atoms, molecules and constituent
particles that interact with one another. It is impossible to model each of these
atoms or molecules individually in a numerical simulation. Hence the flow is mod-
eled using a number of computational particles, each of which represents a large
number of real atoms or molecules. The properties of these computational parti-
cles model the real distribution function over the course of the simulation. The
term “particle” is used often in this dissertation. It must be clarified that this
term refers to the computational unit in the DSMC simulation which represents
an aggregate of real atoms and molecules, rather than a physical entity in itself.
The computational particles have various propertics associated with them.
They are considered to be point masses with spherical potential fields, which en-
sures that collisions between particles do not have any stearic effects associated
with them. The particles are assigned molecular masses and a molecular diam-
cter for the calculations involved in the collision mechanics. Particles also have
associated positions in space and velocities along three coordinate directions which
change over the course of the simulation. They also have internal energies asso-
ciated with them in the form of rotational, vibrational and electronic modes of
energy. The particle velocities and internal energies change only during a collision.
The positions. and the velocities in the case of axisymmetric flows. change during
particle movement. The collisions are modeled using probabilities from kinetic the-
ory. so as to preserve the theoretical macroscopic collision rate. Collisions between

particles are explained in greater detail in Section 2.1.3.
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2.1.2 Particle movement

The movement, of a particle through the computational domain in a DSMC simula-
tion is independent of its interaction with other particles. The particle trajectories
are computed in each time step and the particle position is updated in the flow do-
main. External body forces are usually neglected in a pure DSMC simulation, thus
giving the particles no acceleration during their motion. The particle trajectories

are thus straight lines with the final position after the move given by:
Tnew = Tald + VAL (2.4)

where 7 and V are the position and velocity vectors of the particle respectively
and At is the time step used for the move. When coupled with PIC models where
clectromagnetic fields affect charged particles, or when gravitational fields exist,
particle motion has an acceleration that updates the velocity as well as the position.

Equation (2.4) is applicable for the movement of particles in the case of one.
two and three dimensional simulations. However axisyvinmetric flows are treated
in a special way [51] to reduce the effective dimensionality from 3 to 2. while
still allowing velocities in all 3 dimensions to affect the movement of the particle.
This leads to a more complex particle motion. The two dimensional planc of
the simulation represents any angular plane around the axis of symmetry. The
particles leave the simulation plane due to their azimuthal velocity and are rotated
back into the simulation plane through a transformation of their positions and
velocities. The resulting trajectory in the simulation plane is hyperbolic, with the
axis of svmmetry being the axis of the hyperbola. The simulations described in
this study are all axisvmmetric in nature.

Particle motion also allows the particle to encounter boundary conditions, which
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represent inflows, outflows, walls and axes of svmmetry. A particle that crosses an
inflow or an outflow boundary is removed from the simulation. When a particle
strikes a wall, it can either be reflected or removed from the simulation through
the use of a sticking condition. Reflections range from being fully specular to fully
diffuse in nature through the use of a wall accommodation coefficient. In a specular
collison with a wall, particles are reflected with the angle of incidence equalling the
angle of reflection. On the other hand. a diffuse reflection causes the reflected
particle to have its velocity components sampled from an equilibrium Maxwellian
distribution function at the wall temperature. irrespective of the incoming velocity
of the particle. Partial accommodation leads to a fraction of the collisions being
specular in nature and the remainder being diffuse. The sticking conditions at
the walls are modeled though a wall sticking coefficient. which allows the walls to
fall in the range between being perfectly reflecting and perfectly sticking. Partial
sticking conditions employ a procedure similar to partial accommmodation. where a

fraction of the particles are removed from the simulation.

2.1.3 Particle Collisions

Collisions in a real flow occur at the level of 2 mean free path, which is also the
length scale for gradients in the flowfield. In order to model this closely. collisions
in 2 DSMC simulation occur between particles that are separated by a distance less
than one mean free path. This is achieved by dividing the computational domain
into cells whose sizes are a fraction of the mean free path, this fraction usually
being close to 1/3. and allowing collisions only between particles in the same cell.
Due to the statistical nature of the DSMC method, particles in the same cell are

paired with each other in a random manner to form a list of possible collision pairs.
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An actual collision between a pair of particles is then dependent on an accept-reject
scheme.

The collisions in the DSMC method are modeled to match the collision rate pre-
dicted by kinetic theory. Early schemes to model the collision mechanics included
the Time Counter and the No Time Counter schemes [14]. Another scheme was de-
veloped by Baganoff and McDonald [7] to adapt the collision mechanics effectively
on vector computer architectures. This scheme has been used to model collision
probabilities in this study. The probability of collision between two particles using

the Baganoff-NMcDonald scheme is given by:

PC()“ =

—
!\D
S]]

g

NN, WpAtog [2(2 = w)RT,es 1"
SV(1+54,;,) g

where N, and N are the number of particles of species ¢ and j respectively. g is the
relative velocity of the collision pair. je is the reduced mass of the collision pair. S
is the total number of collision pairs considered in a cell in a single time step and
17 is the volume of the cell. The delta function is included to avoid counting the
same collision pair twice in a single species collision. W is the particle weight.
which specifies the number of real atoms or molecules that are simulated by one
computational particle. and At is the time step used in the simulation. The collision
cross section o and the viscous parameter « are dependent on the collision model.
The parameter « is dependent on the force constant n from the inverse power law.
which is expressed in equation (2.9). This relationship is written as:

2
n—1

L) =

(2.0)

= has a value of zero for the hard sphere model and ranges between () and 0.5 for
the collision models used in the DSMC simulation.

\arious collision models are used in DSMC simulations to model the collision
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mechanics. The Variable Hard Sphere (VHS) model [24], which has been used in
this study, treats particles as solid spheres that undergo isotropic scattering. The
collision cross sections of the particles are variable and are a function of the relative

velocity of the colliding particles.

2w
T = Orey (grcf) (27)

where w is a parameter relating to the coefficient of viscosity of the fluid. Thus,

the collision cross section decreases for high energy collisions. The scattering angle

in a V'HS collision obeys a cosine distribution given by:
b
X = 2cos (—l) (2.8)
4

where b is the impact parameter in the center of mass frame of reference.
Another collision model called the Variable Soft Sphere (VSS) maodel was pro-

posed by Koura and Matsumoto [82], [83] to deal with certain problems with the

\V'HS model. The VHS model correctly represents the repulsive intermolecular

potential according to the inverse power law:
F=K/r" (2.9)

This leads to a collision cross section and collision rate counsistent with the inverse
power law. However, the predicted diffusion coefficient in the VHS model does not
match that predicted by the inverse power law. The VSS model addresses this by

varving the distribution of the scattering angle:

l /o
v = 2cos™! (_') (2.10)
d

This favors scattering at smaller deflection angles when compared to the isotropic
V'HS scattering. Various other models like the Generalized Hard Sphere (GHS)

[72] model extend the scope of the VHS and VSS models.
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Collisions in the DSMC method are considered in the center of mass frame
of reference. Momentum and energy are conserved during a collision. The mo-
mentum conservation is achieved by keeping the velocity of the center of mass a
constant during the collision. The collision energy is conserved, but it can be redis-
tributed among the translational and internal energy modes. The energy transfer
between the internal modes is modeled phenomenologically to match the macro-
scopic relaxation rates for the energy mode under consideration. In this study,
onlv monoatomic species are considered. Thus, the only applicable mode of inter-
nal energy is the electronic mode, and the treatment of this mode is discussed in
Chapter 3.

Though momentum and energy are conserved in a collision, the angular mo-
mentum is not. This occurs because the post-collision velocities are selected at
random while satisfving the momentum and energy conservation criteria. The
non-conservation of angular momentum in a collision has been the subject of con-
troversy [91]. However, it ceases to be an issue when cells are scaled properly to
the mean free path. In this case, the DSMC method has no difficulty in capturing
extremely rotational phenormena, such as flows with vorticity [23].

Though exact trajectories and scattering angles can be determined from colli-
sion mechanics, the DSMC method does not follow this approach to avoid becomn-
ing computationally intensive while simulating large numbers of particles. Instead.
the post-collision velocities of the scattering particle are chosen statistically to
model the scattering angles and velocities predicted by the collision model. In
this respect, the DSMC method differs from some other particle methods like the
molecular dvnamics method, which uses intermolecular potentials to compute the

exact trajectories of the scattering particles.
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2.1.4 Numerical issues

The DSMC method is a statistical method where microscopic properties of com-
putational particles are changed during the simulation. Some form of averaging
is needed to translate these microscopic properties to the more familiar macro-
scopic properties. The macroscopic flowfield density, velocity and temperature can
be obtained from an equilibrium velocity distribution function using the zeroth,
first and sccond moments, which represent the mass, momentum and enecrgv of
the distribution function. In a DSMC simulation, these moments are obtained by
sampling and summing the particle properties in each cell over the course of the
simmulation. These sums are later averaged over the sample size to provide the
macroscopic properties. Since the macroscopic properties are a stastistical average
of the microscopic properties, they show a certain amount of statistical error. This

error is proportional to the inverse square root of the sample size.
1/ .
ex N7V2 (2.11)

Various studies have been performed on reducing the statistical error in the DSNIC
method [47].[38]. One issue in the statistical averaging is that the macroscopic
temperature is obtained using an assumption of equilibrium. which may not hold
in some cases. Under non-equilibrium. the temperature has no meaning. The
results of the DSMC simulation must be analyzed for the breakdown of equilibrium.
and the temperature calculated under such non-equilibrium conditions must be
recognized as a numerical extrapolation of an equilibrium concept. rather than a
physical property.

However. there is no real way to avoid this assumption. and the macroscopic flow

properties must be put in the proper perspective when simulating non-equilibrium
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flows with the DSMC method.

DSMC simulations always have a transient phase where the computational sys-
tem of particles propagates information through the computational domain before
reaching a relatively steady condition. Sampling is usually done after the transient
phase in the case of steady flows. Unsteady flows need shorter and more intensive
sampling than steady flows to capture the time variant nature of these flows. In
this case. ensemble averages may be used to reduce the statistical error. Ensemble
averages are generally not used for steady flows, as an extended sampling period
generates statistics that are just as accurate. This effect occurs due to the inher-
ent randomness of the DSMC method. which does not allow the simulation to be

reversed in time. unlike some other methods employing distribution functions.

2.1.5 Application of the DSMC method to vapor deposition

The DSMC method is well suited to study the vapor deposition process described
in this work. The vaporization of titanium from the melt occurs at very low
densities. which are of the order of 10%2#/m?. This is followed by an extremely
rapid expansion of the flow. which is dominated by collisions. Thus hnge gradients
exist in the Aow near the melt. The expansion causes a decrease of 3 to 4 orders of

magnitude in the density. This can be analysed quickly through a mass balance:
(Fluz. Area) ey = (Flur. Area) supserate (2.12)

At the melt. the flux is of the order of 10#'#/m?s and the diameter of the chamber
is approximately 0.04m. At the substrate. the diameter of the chamber is 0.4m.
Thus. the flux and the density must drop through two orders of magnitude at the

substrate due to geometric effects alone. There is a further decrease in density
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due to the increase in velocity that occurs during expansion. Moreover, some of
the vaporized titanium may be lost due to sticking conditions on the walls, which
contributes further to the decrease in density. Overall, these effects could combine
to cause a decrease in density that is greater than 3 orders of magnitude. These
low densities and the rapid expansion that is observed cause the flow to fall in the
transition and free molecular regimes. The nature of the flow thus makes it difficult

to model using continuum methods, and makes the DSMC method an ideal choice

for this study.

2.2 MONACO - An overview

2.2.1 Structure

MONACO is a DSMC software package that has been developed at Cornell Uni-
versity [51]. Today, the code is capable of performing DSMC simulations for two-
dimensional. axisvmmetric and three-dimensional flows, along with zero and one-
dimensional simulations for testing physical models. It has been designed to run on
a wide range of architectures, ranging from scalar workstation architectures (SGI,
Sun. HP) to parallel machines with scalar architectures (IBM SP-2) and vector su-
percomputers (CRAY Y-MP/C90). The base code is powerful and flexible enough
to be applied to a wide range of flow situations. Also. the implementation philos-
ophy has catered to casy and efficient modifications of the code for the analysis of
specific problems. This has been achieved through an object-oriented paradigm
using the C programming language. A range of utilities have also been developed
to interface with MONACO. These help evaluate macroscopic properties from sam-

pled data and also aid in grid generation and translation of the grid format.
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The object-oriented paradigm allows MONACO to be modular in nature. The
various functions that are performed by the code have been separated into three
libraries. The kernel library contains the heart of the DSMC algorithm and also
performs tasks pertaining to coordination of various routines and memory man-
agement. \When the code is run on a parallel platform, this library also coordinates
communication and message passing among the different processors. The geometry
libraryv contains routines that initialize the grid and cell data structures. It also
controls the generation of new particles at inflow boundaries and tracks the move-
ment of particles in the computational domain. The library of physical routines
includes models that capture the actual physics of the simulation. These routines
sort collision pairs, perform the collision mechanics, allow translational and inter-
nal energy exchanges, handle boundary interactions and allow chemical reactions
to be modeled in the flow. The modular nature of the code thus allows easy manip-
ulation of individual routines, an example being the inclusion of electronic energy

in the internal energy model. This is described in detail in Chapter 3.

2.2.2 Memory management

MONACO was developed primarily with scalar workstation architectures in mind.
The memory management differs considerably from traditional DSMC implementa-
tions. which use cross-referenced arravs of cells and particles. Instead. NIONACO
uses the cells as a primary data structure. with particle data structures being as-
signed to and removed from the cell as the particles transit through the cell. This
allows the code to make efficient use of the cache memory on workstations. Thus,
the processor performs calculations on the data already loaded into memory while

more data is being reloaded into the memory cache. This format shows significant
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advantages in performance when compared to traditional DSMC codes.

The organization of the cell and particle data structures necessitates dynamic
memory allocation, as opposed to the use of static structures. This need is reflected
in tl;o choice of the C programming language, which has a further advantage in

the inclusion of architecture-specific options during compilation of the code.

2.2.3 The Computational Grid

MONACO allows the use of unstructured grids in the DSMC simulations. Un-
structured grids have many advantages over structured grids, such as adaptation
to complex geometries and allowing easy refinement of the grid to the scale of the
mean free path. The use of unstructured grids lends itself well to the localized
data structures used in MONACO. The primary purpose of the grid in the DSMC
simulation is to allocate collision pairs among the particles in the flow domain.
Collisions are only allowed within a cell, which satisfies the physical requirements
of a collision occuring within one mean free path. Hence the cell data structure is
organized such that the cell is an independent enity within the flow domain. with
only its properties and its connectivity to its neighbors being specified. This data
structure allows the entire domain to be represented efficiently.

The format used for the representation of grids in MONACO was developed by
the National Grid Project (NGP) [122]. This format is equally applicable to struc-
tured and unstructured meshes. In the NGP format, the nodes in a computational
domain are specified. The cells and the edges are defined through connectivity be-
tween the consituent nodes. The NGP format also includes boundary definitions
as part of the grid definition. This allows the code to handle a variety of flow prob-

lems and different boundary conditions without any recompilation or modification

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



to its structurc.

2.2.4 Physical Models

The physical models pertaining to various aspects of the flow physics are present
in individual modules. This enables easy replacement or augmentation of a physi-
cal model. MONACO also allows zero-dimensional simulations, which are used to
assess the effect of various physical models on the simulation. The collision me-
chanics employ models for the collision probability and the collision cross section.
As described in Section 2.1.3. MONACO employs the Baganofft-McDonald scheme
to calculate the probability of a collision occuring. The collision cross section is
computed using the VHS model, with the scope for casy extension to the VSS
model. Translational energy exchange takes place through a random sampling of
post-collision velocities that conserves the collision energy. The rotational energy
exchange employs a discrete rigid rotor model developed by Boyd [29]. Vibrational
energy exchange is performed using the Borgnakke-Larsen model for a harmonic
oscillator [28]. The mechanism of electronic energy exchange is explained in Chap-

ter 3.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 3

Electronic Energy Modeling

The DSMC method, as described in Chapter 2, is an extremely powerful tool for
simulating flows using computational particles, each of which represents an aggre-
gate of molecules. In the traditional DSMC method, these particles are considered
to possess three modes of energy - translational, rotational and vibrational. These
energy modes of a particle are considered to be identical to those of the molecules
represented by the particle. The translational energy of a molecule is representative
of its velocity. The rotational energy arises as a result of the angular displacement
of its component atoms about an axis that is fixed relative to the molecule. The
vibrational energy of the molecule arises from the displacement of the component
atoms relative to one another. Hence the rotational and vibrational encrgies arise
only for polvatomic species.

[n addition to the three traditional modes of energy, molecules can also undergo
clectronic excitation. where electrons in a certain atomic (or molecular) energy level
can be transferred to a different energy level through an excitation process. This
mode of energy is not usually considered in DSMC simulations. One reason for

its exclusion from early research using the DSMC method is that the temperature

regimes of interest were low encugh to ignore electronic excitation. The reasoning
that could have led to the exclusion of electronic energy from these calculations

is that the nature of the species used may not have made excitation a significant

29
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phenomenon. Atomic and molecular species that have eclectronic states with low
excitation energies can have a significant fraction of the population with electrons
in the higher energy orbitals. An analysis of the electronic energy content of the
svstem at the temperatures of interest, as described in Section 3.1, yields a clear
picture as to whether electronic energy is important in the modeling or not. The
consideration of the traditional three modes is sufficient to accurately model the
flow physics in cases where excitation is negligible. In the EB-PVD process, the
high energy of the electron beam causes the metal ingot to be heated to extremely
high temperatures. often in excess of 2000 K. The resulting molten pool has atoms
that vaporize off its surface at thesc high temperatures and electronic excitation
could be significant in the vaporized atoms at these temperatures. Besides this. the
vaporization of titanium results in a vapor comprising of a monoatomic species.
where the only applicable energy modes of a particle are the translational and
clectronic modes. Thus, the transfer of energy between these modes could affect
the simulated physics considerably when compared to a case where only the trans-
lational mode is modeled. [t is thus considered important to assess the possible
impact of including electronic energy in the simulations. and to follow it up by
modeling this mode of energy if necessary.

Before proceeding further, it is necessary to consider the terminology used in
this dissertation in the context of electronic energy. An atom or a molecule has
many electrons present in various orbital shells around the nucleus or nuclei. with
the electrons in each orbital shell possessing the quantized energy corresponding
to the orbital shell. This is referred to as an energy state in the context of the
phyvsical state of the atom or molecule. Each orbital shell may possess energy states

with slightly different energies and degeneracies. In section 3.3, it is explained how
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these states are combined into one “super-state” for computational purposes. This
super-state is referred to as an energy level in the context of the computational
particles in the simulations. Electrons in the physical atom or molecule can be
transferred between two energy states with different energies through the process
of excitation and de-excitation. The energy-state with the lowest energy is termed
the ground state and electrons in this state can only be excited to higher energy
states. The ground state is thus used as a reference for the energies of the higher
states. The excitation energy to an energy state is hence numerically equal to the
clectronic energy content of that state. By this definition, the electronic energy of
the ground state is zero. Some of these points are discussed in greater detail later
in this chapter.

In this chapter, we first make a case for the inclusion of electronic energy in
the vapor deposition modeling of titanium. This is done by considering the rel-
ative magnitudes of the translational and electronic modes and by considering a
simplistic calculation of expansion of a titanium vapor with these energy modes.
This is followed by the details of the selection of energy levels for inclusion in the
DSMC simulation and the computational model for collisional electronic energy
exchange in the DSMC method. Finally, the concept of the electronic tempera-
ture is introduced as a tool to analyze the importance of electronic energy in the

sitnulations.

3.1 Quantifying the effect of electronic energy

Evaporation processes into low pressures, such as the vaporization of titanium from

the molten pool, are normally characterized by rapid expansion from the vapor
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source. The temperature of the gas in such expansions falls rapidly, thus leading
to a large variation in the temperature across the domain. In order to consider the
inclusion of electronic energy in the DSMC simulations, it is necessary to evaluate
the fraction of the flow energy present in the electronic mode over the temperature
range of interest. Figure 3.1 shows a comparison between the average translational
and clectronic energy per particle of titanium in an ambient temperature range
of 10 - 3000 K. The translational energy of the particle varies as (3/2)kgT, from
kinetic theory.

At equilibrium. the electronic energy of a particle can be analyzed using the

Boltzmann distribution:
A =< [kgT
N, g,e” "

‘/\T Z yje—(,/k[;r
J

where N, and N are the number of particles. or the population, of clectronic level

(3.1)

4 and the whole system respectively. The degeneracy of level j is represented by
g, and its excitation energy. or electronic energy content, is represented by €.
This equation specifies the fractional population of each energy level in a system
of particles in equilibrium at a temperature T and thus provides a measure of the
excitation of this system. The total energy content of this system of N particles
in cquilibrium is thus 3, €, N, where €;/V; is the energy content of cach level.
The average electronic energy per particle is thus given by 3, (]‘—X%. When the
clectronic energy of titanium atoms is expressed in units of temperature, the first
four energy levels lie at values of 0. 244.79. 556.65 and 9612.17 K above the ground
state (Table 3.1). These values are obtained from an analysis of the experimentally
measured excitation energies of titanium, as explained later in this chapter.

The low excitation energies of the first three levels cause a rapid excitation to

these levels at low temperatures. In Figure 3.1, this explains the rapid increase
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Figure 3.1. Average energy of a particle in the translational and electronic modes

in the electronic energy in the low temperature range (0 - 500 K). The higher
levels have very small population fractions in this range. as a very small fraction
of particles have energies high enough to excite electrons to these higher levels.
At higher temperatures. excitation occurs more easily to the higher levels. Since
the excitation to the higher levels occurs from the lower levels. the populations
of the ground and the first two excited states drop accordingly (Figure 3.2), thus
increasing the electronic energy content of the system. Thus the average electronic
cnergy increases rapidly at temperatures above 2000 K.

The ratio of the electronic to the translational energy of a particle is significant
(> 15 %) in the high temperature range. which is characteristic of the region
above the melt surface. At a source temperature of 2500 K, a simulation that

considers both translational and electronic energy will have 21% more energy than
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a corresponding simulation that considers only translational energy. At the lower
temperatures (< 500 K), the ratio of the electronic to the translational energy
is as high as 35 %. This low temperature range is characteristic of a large part
of the flow domain, as the flow undergoes rapid expansion. The extra energy
considered in a simulation with electronic energy could make a difference to the
expansion of the vapor. Besides this. the high ratios throughout the flow domain
indicate that the transfer of energy between the electronic and translational modes
may be significant. Such a transfer of energy could affect the flow significantly by
causing an increase in the macroscopic flow velocity and a change in the flux to the
substrate. which is of primary importance in this study. Thus, the consideration
of the electronic mode of energy in the DSMC method could be crucial for the

accurate modeling of the flow.

3.2 Theoretical Analysis

Using the principle of energy conservation, it is possible to make an estimate of
the change in flow properties when electronic energy is considered. This is done
by considering the expansion of a vapor from the surface of the melt, where it has
zero mean velocity. For simplicity, the vapor is allowed to expand until it attains a
temperature of 0 K, which corresponds to perfect (or total) isentropic expansion.
Henee the energy of the vapor at the melt surface is converted completely into
kinetic energy. In this analysis, the temperature of the melt is taken to be 2500 K
and the molecular weight of titanium is 47.9 kg/kmol. When electronic energy is
not considered. the energy balance can be written as:

2

CpTo = CpT + 32— (3.2)
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where Cp is taken in units of J/kg-K. When the vapor is expanded to a temperature

of 0 K, this reduces to :

Substituting the above values, the maximum attainable velocity of the vapor with-
out consideration of electronic energy is calculated to be 1473 m/s.

When electronic energy is considered, the energy equation can be written as:
v?
CpTy + (EE)TO =CpT + (EE)T + > (34)
Since the atoms are completely de-excited at 0 K. the electronic energy content at
this temperature, (EE)r—q. is zero. The maximum attainable velocity in this case

reduces to:

tmaz = \/2(CpTo + (EE)1,) (3.5)

From Figure 3.1. the ratio of the eclectronic energy to the translational energy
at. 2500 K is calculated to be 0.21. Using this in Equation (3.5), the maximum
attainable velocity is calculated to be 1620 m/s.

Thus the maximum attainable velocity is seen to increase by nearly 150 m/s
when electronic energy is considered, representing an increase of 10 % over the
value when only translational energy is considered. This difference is extremply
important to resolve in the flow domain.

This analysis provides an idea of the change in flow velocity when electronic
energy is included and excluded. under isentropic conditions. This behavior is
unlikely to be true in the real flow due to various non-equilibrium effects and the
variation in the temperature across the source. However. this can be used to obtain
an estimate of the effect of inclusion of electronic energy, for subsequent comparison

with the simulations.
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Based on this analysis and the discussion in Section 3.1, it is concluded that
the inclusion of electronic energy may affect the simulations significantly. It is
thus important to obtain a computational model for the inclusion of electronic
energy in the DSMC simulation. The details of this model are explained in detail

in Section 3.4.

3.3 Selection of energy levels

In order to accurately model the electronic energy of an atom in the simulation,
it is necessary to input an accurate representation of its electronic states to the
simulation. The data for the electronic states of an atom are available in literature
in the form of spectroscopic measurements. The spectroscopic data for titanium
arc presented in references [94] and [120]. with the energy levels being measured by
the number of spectroscopic lines per unit measure of length. These are converted
to energy levels through a simple conversion factor of 8065.479 crn~!/eV', or 1.4387
K /emn=! for clarity of comparison. The data is presented as energy states grouped
by electronic configuration. with each energy state having an associated total an-
gular momentum quantum number J. The various energy states corresponding
to a given electronic configuration can have very comparable energies. Hence. an
approximation is carried out by averaging the energies of all the states to yield
the excitation energy to that orbital shell configuration. The degenecracy of this
configuration is obtained by summing the degeneracies of each state contained in

it. where the degeneracy of each state is given by:

g=2J+1 (3.6)
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This reduced representation of the excited states of the atom may thus be trans-
lated to the computational model, with each computational electronic level corre-
sponding to a reduced orbital shell configuration. The energy of the computational
level equals the excitation energy corresponding to the reduced configuration. The
degeneracy of the computational level equals the sum of all the degeneracies that
contribute to the reduced configuration. This is done to conserve the total number
of states in the physical atom.

The selection of energy levels depends on two criteria — the populations of the
cuergy levels and the electronic energy contained in each energy level. This can
be analyzed using Equation 3.1, to vield the equilibrium distribution of particles
over the energy levels at various ambient temperatures. When the equilibrium
distributions are plotted on a semi-log scale of the average population of the energy
states in a level (ﬁ%@-) vs the energy of the levels, they vield straight lines. The
slopes of the distribution lines are inversely proportional to the temperatures of
the distributions. The equilibrium distributions must be analyzed at temperatures
that cover the range found in the fAow field. This provides an idea of the levels of
excitation that can be expected at different points in the flow field.

Since a DSMC simulation is statistical in nature, the error associated with
sampling is proportional to the inverse square root of the population. Also. the
chance that a level may be sampled at any given time is inversely proportional
to its fractional excitation (or fractional population). For example, a simulation
mayv have 10°% particles at any time, with each particle having an average residence
time of 100 time steps. If we have a sampling period of 10000 time steps, there
would be total of 10° x 10000/100, or 108, individual sampled particles. Thus if

an eclectronic level had a fractional population of 107®, one might expect to sce
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Figure 3.2. Boltzmann distribution of titanium at various temperatures

one particle excited to this level among the sampled data. The error associated
with the sampling of this level is large and the resolution may in general be coarse
for the higher energy levels with low fractional populations. Thus. the analysis
of the fractional populations of the energy levels. as predicted by the Boltzmann
distribution (Eq. 3.1) provides an idea as to which levels may be included in a
sitnulation in a statistically significant manner.

Although the analvsis of the fractional population of an energy level offers
a pood vardstick for its consideration. its energy plavs an important role too.
Some high energy levels with high excitation energies and/or high degeneracies
may contain a significant fraction of the total energy of the system. despite their
low fractional populations. In order to correctly represent the energy distribution

across various levels, it is thus necessary to consider the clectronic energy content
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Figure 3.3. Electronic energy content in the Boltzmann distribution of titaninm

At various temperatures

of each level in addition to the fractional population. The electronic energy content,
in this case is simply the product of the population of the level and its excitation
cnergy.

The reduced representation of the electronic levels of titanium are listed in
Table 3.1. From (Eq. 3.1), the fraction of atoms in any energy level depends on
the temperature. the energy and the degeneracy of the level. The ambient flow
temperature of the system under consideration is low compared to the excitation
cnergy of the higher cnergy levels. which are in excess of 10000 A in units of
temperature. The temperature at the molten pool of titanium, which serves as an
inflow to the simulation. varies between 2700 and 3000 K. Since the titantum vapor
undergoes expansion. the temperature in the flow domain is always lower than the

inflow temperature. The populations of the higher energy levels fall exponentially.
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Table 3.1. The first 16 reduced energy levels of titanium

Energy Level Energy (K) Degeneracy

1 0.00 5
2 244.79 7
3 556.65 9
4 9612.170 35
D 10439.89 )
0 12245.26 9
7 16761.80 21
8 17436.53 9
9 20264.21 15
10 21815.48 27
11 23218.71 45
12 24444 .45 35
13 25100.06 5
14 25996.48 9
I5 26077.22 33
16 26313.02 9
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This provides a rough estimate of the number of levels that need to be included
in the analysis. In the case of the problem considered. 16 levels of titanium are
taken into consideration, as listed in Table 3.1. The energy of the first level (the
ground state) is zero by the convention used. while the highest level considered is
on the order of 35000 K. The Boltzmann distribution for these 16 levels is then
calculated at equilibrium temperatures of 1000. 2000, 3000 and 5000 K. This is
done to get a fairly complete picture of the distributions at different temperatures
that could be present in the flow. The distributions of the population fractions
(Fig. 3.2) and the energy content of each level (Fig. 3.3) are plotted against the
excitation energy of each level. The plots are then analyzed to select the energy
levels to be included in the simulation. The population and energy distributions at
an cquilibrium temperature of 5000 K are considered conservatively as this value
is a little higher than the expected upper bound of the range of temperature in the
simulation. From Fig. 3.2. the population fraction of the seventh energy level is
on the order of 1073, which can be resoived accuratelv by sampling a large enough
number of particles. This level also has a larger degeneracy than its neighboring
levels. which causes it to contain a larger fraction of the energy. The fraction of
the total energy in the higher energy levels at this temperature is assumed to be

negligible. Hence the first 7 levels are considered for the simulation.

3.4 Computational model

Every particle in the simulation is assigned a number of flow properties, including
the velocities along the three axes and the electronic level. The clectronic levels of

a particle are quantized and are assigned as a property of the particle. The energy
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and the degeneracy of the particle’s electronic level are thus implicitlv defined using
an input data file for these properties. When a particle undergoes a transition in its
clectronic level, its associated electronic energy is changed implicitly by a change
in its clectronic level property. However, the energy is explicitly used for collisions

of the particle with other particles or walls.

3.4.1 Assumptions

Electronic excitation is a phenomenon that has been investigated extensively. How-
ever. considerable ambiguity exists regarding various physical parameters involv-
ing electronic excitation and collisions between particles in various excited states.
These parameters have not been measured for all systems. The electronic energy
model used iz this work employvs a few simplifving assumptions to clearly define
the scope of electronic excitation and electronic energy transfer during collisions.

First, the underlying principle behind the excitation of particles is considered to
be purely a process of local thermal equilibriation in accordance to the Boltzmann
distribution (Eq. 3.1). Elaborating on this. whenever a particle is assigned an
energy level. this property is obtained based on probabilities predicted by the
Boltzmann distribution alone. There is no contribution to this process from any
other factors. By this assumption, excitation from photons is effectively ignored
in the simulation. as is the excitation caused by the electron beam used for the
vaporization process. This is true of the excitation of particles generated through
ambient or inflow conditions. Another phenomenon that is not considered is the
spontancous de-excitation of particles or energy loss through photons emitted by
the particles undergoing de-excitation. NMany excited states decay rapidly. with

lifetimes of the order of 107 to 1078 seconds. On the other hand. metastable
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states of an element have longer lifetimes, which are of the order of 10~3 seconds
or higher [73]. The electronic levels considered are metastable states of titanium.
Since the time step for movement and collisions used in the DSMC simulation is of
the order of 1077 seconds, the decaying of the excited states may be ignored in this
time interval. This is consistent with the assumption allowing only the Boltzmann
distribution to control the excitation of particles in the low domain.

One parameter that is important in the collision mechanics calculations is the
collision cross section. This parameter affects the probability of collision on the
whole. and thus the energy exchanged between all energy modes of the parti-
cle. The current literature does not throw any light on the relations between the
collision cross section of the ground state and those of various excited states of
titanium atoms. Hence an assumption is made regarding this relationship. The
collision cross sections of particles in any excited level is assumed to be the same
as the ground state cross section. The hard sphere diameter of the titanium atom
is taken to be 4 A, which is very close to that of argon. This value is considered
as the molecular weights of titanium and argon are very similar.

An analysis of the Saha equation (Eq. 3.7) leads to an assumption regarding the
ionization in the flow domain. The Saha equation predicts the ionization fraction
of a system at a certain temperature. This equation is represented as:

n, 372

2
— =24 x 104 -T——e-"-/" ul (3.7)
n T,

where 1, and n are the number densities of the ionized species and the total system.
The ionization energy is represented by U,. Assuming that n, < n. this equation
simplifies to:

1/2

n, = [2.4 x 102 nT 20/ Ko T] (3.8)
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For titanium. the ionization potential is 6.83eV, which translates to 79228 K. Tak-
ing approximate values of n and T at the melt surface as 1 x 1023#/m? and 2000K

respectively, we get:
n; = 1.16 x 10"%#/m> = 1.16 x 107°% (3.9)

Taking the values of n and Tat the substrate as 5 x 10'8#/m?® and 200K respec-
tively. we get:

n; = 1.46 x 10 #/m* = 2.92 x 107'% (3.10)

These ionization fractions are extremely low and are lower than the fractional
excitation of many of the energy levels from Table 3.1 that are not considered in the
simulation. This is entirely understandable as the highest energy level considered
in Table 3.1 has an energy of approximately 35000k while the ionization potential
is much higher. Thus, the ambient temperatures are too low to allow any of the
clectrons in the titanium atom to gain sufficient energy to escape from their orbits
around the nucleus. On the basis of this analysis, it is assumed that ionization

does not play any role in the flow physics in this case.

3.4.2 Ambient and inflow conditions

A particle can be introduced into a DSMC simulation in two ways. It can either be
generated in the low domain as a part of the ambient fluid or it can be generated at
the inflow plane during the course of the simulation. In either case. the electronic
level is assigned to the particle in the same way. When a particle is introduced
into the simulation, it is assumed to be a part of an equilibrium distribution at the
relevant temperature of the ambient or inflow condition. The partition function

(given by the denominator of the Boltzmann relation) is calculated for this temn-
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Table 3.2. Example of cumulative probabilities for electronic levels

Energy Level 0 1 2 3 4

Probability 0.1 03 0.2 03 0.1

Cumulative probability 0.1 04 0.6 09 1.0

perature and the value is stored. as it is a constant for the relevant flow condition.
Further. the probability of occupation of every energy level is calculated. This
is then converted to a cumulative probability table for each level 7 by suiming
the probabilities for levels 0 to 3. For greater clarity. an illustrative example is
presented in Table 3.2.

Next. a random number is generated and is checked against the table of cumu-
lative probabilities to see which range it falls into. The energy level corresponding

to that range is thus chosen and assigned as a particle property.

3.4.3 Wall collisions

Once a particle has been introduced into the simulation with an assigned electronic
level and other flow properties. it can change its properties only through collisions.
There are two kinds of collisions that a particle can undergo — wall collisions and
particle-particle collisions. Collisions between particles are described in detail in
Section 3.4.4.

\When a particle collides with a wall. it may be reflected specularly or diffusely.
Each wall has an accommodation coefficient in the range 0-1, that determines if

the reflection of the wall is specular or diffuse. In the case of a specular reflection,
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the electronic energy of the particle is unchanged after reflection. In the case of
a particle reflecting diffusely off a wall, the electronic mode of energy is assumed
to equilibrate at the wall temperature. Hence the electronic levels can be assigned
using exactly the same procedure used in the initialization of particles at the inflow
or in an ambient condition. The electronic levels are assigned using the Boltzmann
distribution at the wall temperature. Once the new level of the particle is assigned.
the net energy transfer to the wall is calculated. The walls in the simulation can
have a sticking coefficient in the range 0-1, which represents the probability of a
particle sticking to the wall upon collision. When a particle sticks to the wall, it
is remmoved from the simulation and the energy of the particle is added to the heat

flux to the wall.

3.4.4 Collisional electronic energy exchange model

The Borgnakke Larsen scheme [28] is a widely used approach for DSMC modeling
of collisional transfer of energy between different modes. During every collision, the
particles are assumed to be in local thermodynamic equilibrium and the particle
properties are altered according to the probabilities from the appropriate Boltz-
mann distribution. The scheme emploved here uses quantized energy levels to
describe the electronic mode and follows the work of Bergemann and Boyd [11]
on the quantized harmonic oscillator model of vibrational energy exchange. Other
approaches include the work done by Anderson et al [3], where a method was
developed for treating electronic and electronic -translational energy transfer.

The first step in generating an energy dependent probability is to convert the

discrete Boltzmann distribution to a continuous one. This is achieved using the
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Dirac Delta function. The Boltzmann relation can then be expressed as:
fe ox gz = /k8§(e, — €. ;) (3.11)

During a collision, energy may be exchanged between the electronic mode of the
colliding atoms. and the translational collision energy. The translational collision
energy is weighted by the collision selection procedure, which in turn relies on the
form of the intermolecular potential. Using the Variable Hard Sphere model of Bird
[24]. the collision-weighted equilibrium probability distribution for the translational

cnergy of the pair of particles is:
(3/2"“-’)6(—(:/‘137‘) (312)

froxe

The probability distribution of the total energy is the product of the translational

and electronic probability distributions.
fe= fi-f. (3.13)
Noting that the collision energy is the sum of the individual modes of energy :
€c =€ + €, (3.14)
Using Equations 3.11. 3.12 and 3.14 in Equation 3.13. we get:
fo x y,((r _ r,,)(-"/'-"“")(z("--/“11"‘)(5((,. — ("-1) (3.15)

For anyv particular collision, the temperature is taken to be constant for the dis-
tribution and hence the exponential term is a constant. The degeneracies of the
levels act as a weighting function in the distribution. The easiest way to make
the distribution dependent. on only one variable — the electronic cnergy - - 1s to

consider the weighting separately. Hence the degeneracies of the energy levels are
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taken into account just before the acceptance-rejection procedure and a probability

distribution can be defined based only on the electronic energy:
P = Cle. — €)1 5(e, — e, ;) (3.16)

Analyzing this, the magnitude of the probability depends only on the term (e. —
€.)32=)_which is a monotonically decreasing function of ¢, for the usual values
of w. Hence the probability is maximum when the particle is in its ground level.

Taking €, , = 0, this maximum value is given by:
Pz = CeP/27) (3.17)

Referring to this value of probability as P, and normalizing, (Eq. 3.16) reduces

to:

P N\ B2
= (1 — (—) e — €. ) (3.18)

P"l(l.l,' (('

This continuous distribution can then be converted easily to a discrete one by

combining the delta function and the magnitude of the probability:

] (3/2-2)
P (1 - “'1) (3.19)

Pma:r ((‘

The maximum permissible energy level is then determined by the truncation of
the collision energy. The degeneracies are accounted for by selecting a state ran-
domly from the total number of states included in the permissible energy levels.
This provides the weighting that is required in the electronic energy distribution
function. To achieve this, the number of allowed states for transition has to be
calculated for the truncated collision energy. This is available from the number of
allowed states stored for each electronic level during initialization. The values are
sitnply the cumulative sums of the degeneracies for all levels up to the level under

consideration. An example is presented in Table 3.3 for better clarity:
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Table 3.3. Example of cumulative sum of degencracies, as used in the modeling

Energy Level 0 1 2 3 4

Degeneracy 1 3 2 1 2

Allowed states 1 4 6

=1
Ne)

‘Since the maximum level for transition is known, the values of the allowed
states can be normalized by the number of allowed states for the maximum level.
This provides a range between 0 and 1 which is split into intervals corresponding to
allowed levels. The width of the interval is directly dependent on the degeneracy
of the corresponding level. Thus a random number is generated in the range
[0.1] and the level corresponding to the chosen interval is selected for transition.
The acceptance-rejection procedure is then applied to the selected state using the
normalized probability obtained from (Eq. 3.19).

When a collision occurs. the particles are considered one at a time and their
clectronic transitions are handled sequentially. The first interaction considers the
sum of the translational collision energy of the pair and the electronic energy of the
first particle. As a result of this first interaction. the translational collision energy
will change if the electronic energy of the first particle is changed. This updated
value of the translational energy is then used together with the electronic energy
of the second particle to determine the second interaction. For ecach interaction.
the maximum permissible level for electronic transition is computed based on the
total collision energy and a candidate post-collision energy is selected statistically.

The acceptance-rejection procedure is applied to the probability of electronic tran-
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sition for the selected level. If the transition is accepted, the collision energy is
changed appropriately, taking into account the difference in the pre-collision and
post-collision electronic energy of the first particle. A similar process is applied to
the second particle. The resulting translational collision energy is then used for
translational energy exchange. It may be noted that throughout these procedures,

the total energy in the collision is conserved.

3.5 Electronic temperature

One important aspect of modeling electronic energy in the DSMC simulation is
to provide a means to quantify its effect on the flow-field in a manner similar to
other flow properties. Besides this, it is also important to compare the electronic
and translational energy in the simulation in order to determine the mechanics of
cnergy transfer between the two modes. In the DSMC simulation. the translational
energy is represented by means of the translational temperature. Hence, an elegant
solution to quantify electronic energy is to represent it using a temperature-like
construct. This has the added advantage. as mentioned at the end of this section.
of being an easy quantity to calculate from experimental measurements.

The macroscopic concept of temperature can be obtained from a microscopic
viewpoint only when the system under consideration is in equilibrium. For ex-
ample. the translational temperature of a gas is a measure of the spread of the
Maxwellian distribution of velocities, and the Maxwellian distribution exists only
in a svstem in equilibrium. However. the system may be in non-equilibrium in many
cases. which makes the resolution of many macroscopic flow properties impossible.

An engineering assumption of equilibrium is often made in DSMC simulations to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



resolve these properties, and a similar assumption is made in the case of electronic
temperature.

For a system under equilibrium at an ambient temperature, the distribution of
particles in various electronic levels follows the Boltzmann distribution (Eq. 3.1)
at that temperature. Using the assumption of equilibrium, the Boltzmann distri-
bution can then be used to provide a definition for electronic temperature. In the
simulations, it is possible to calculate the fractional excitation to various electronic
levels at any point in the flowfield. If we consider a hypothetical system in equilib-
rium at some temperature. it is again possible to calculate the fractional excitations
to various levels in this theoretical system. If these fractional excitations in the
theoretical svstemn can be matched to their corresponding simulated values, then
the local flowfield in the simulations may be considered to be represented by the
theoretical svstem. In this case. the local electronic temperature of the flowfield
is the ambient temperature of the theoretical equilibrium system. The electronic
temperature of a simulated system is thus defined to be the value of the ambient
temperature of an equivalent system in equilibrium that produces the same frac-
tional excitation to various electronic levels as those calculated in the simulated
systenl.

In order to obtain an analvtical expression for electronic temperature. it is
necessary to take some statistical issues into consideration. The Boltzmann dis-
tribution predicts that the fractional excitation of electronic states decays expo-
nentiallv with the energy of the state. This is represented by a straight line with
negative slope when the fractional excitation is plotted on a semi-log scale against
the energy of the state. as seen in Figure 3.4, The simulated system undergoes

statistical fluctuations as well as deviations from equilibrium. Under these con-
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Figure 3.4. Examples of theoretical and simulated population level distributions
of titanium

ditions. a corresponding plot of the fractional excitation of the simulated system
may not fall on a straight line (Fig. 3.4). This makes it difficult to compare it to
a theoretical distribution, as suggested in the definition of electronic temperature.
[t mayv be observed that the fractional excitation of the ground state is always the
highest among the energy states. and that of the first excited state is lower than
only this value. Hence, these two states are likely to be the most populated states
in the statistical flowfield, thus making them the most accurate states statistically.
Hence a straight line on the semi-log plot that includes the ground state and the
first excited state may be considered for comparison with the theoretical system,
as seen in Figure 3.4.

Considering the fractional excitation of the ground state by substituting j = 0
in the Boltzmann distribution (Eq. 3.1), we get:

‘,\fo goc—m/kBT

— = = 3.20
N oY gemu/kel (3.20)
7

Similarly. an expression may be obtained for the fractional excitation of the first
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excited state:

N giera/keT
- = T (3.21)
N Zg]e t'J/ B
J
Dividing Equation 3.20 by Equation 3.21, we get:
No 90 ¢, /k
—_ = _e(l/ BT 3-22
N,y 0 ( )
as ¢g is zero by definition. This expression then simplifies to:
F—l/kB
T, = ———~ (3.23)
g1 /Ny
In (gtl)/No)

This definition of electronic temperature is extremely sensitive to the populations
of the ground level and the first excited level due to the logarithmic factor in
the denominator. Thus extensive sampling of these two electronic levels needs to
carried out in the simulation.

This definition of an electronic temperature is a very useful tool to compare
the relative amounts of translational and electronic energy. However, it has its
limitations due to the mathematical sensitivity and the assumption of equilibrium.
Thus this definition is more of a tool for qualitative comparison than a quantitative
one. It is also extremely useful for comparison with the laser absorption data from
the experimental facility where the measured fractional excitations of the ground

and first excited electronic levels allow the electronic temperature to be calculated

in the same manner.
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Chapter 4

Titanium Vapor Deposition Simulations

The numerical simulations of the Experimental Test Facility (ETF) constitute the
computational part of a joint effort with Lawrence Livermore National Laborato-
ries to study the process of vapor deposition. The computational work addresses
various aspects of modeling the physical system. A primary area of focus was on
the importance of electronic energy on the simulations. The first set of results
presented in this chapter detail the comparisons between simulations where elec-
tronic energy is included among and excluded from the energy modes of a particle.
The next section describes the phenomenon of backscattering of particles into the
melt. and the importance of its modeling for accurate computational results. Fur-
ther comparisons are made between computationally calculated and experimentally
measured deposition profiles in order to link the computational and experimental
aspects of the study. Finally, sensitivity analyses are performed on certain physical

parameters used in the model to validate the assumption made in their regard.

4.1 Inflow profiles

The numerical simulations are carried out using a DSMC code called MONACO
[51]. which is discussed in Section 2.2. The simulations are performed on a R4400

processor and involve more than 200,000 particles, using a grid (Figure 4.1) with
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Figure 4.1. Grid used in simulations of the flow domain. All dimensions in m

nearly 2000 cells.

The flow domain is modeled using a refined. unstructured. triangulated grid.
shown in Fig. 4.1. The mesh is generated using an algorithm called the Advancing
Front Method (AFA) [95].[87].{109]. The cells in the grid are scaled to the order
of the local mean free path of particles. The vaporization from the molten pool is
modeled through multiple inflow conditions, as described later in this section.

In the real svstem. the vaporization of titanium atoms does not occur at a
uniform rate across the surface of the molten pool. The evaporation profiles were
obtained through a computational model developed at LLNL, in collaboration with
the University of Washington [40]. This model used finite clement methodology
to model the evaporation from the molten pool. The modeling used a deformable
mesh to determine the shape of the pool surface and the transport phenomena

occurring within the melt. The results from this study were used as input to the
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Figure 4.2. Inflow profiles of the temperature, flux and surface used in the DSMC
simulation

DSMIC simulations described in this chapter. The temperature and flux distribu-
tions across the melt surface. as well as the profile of the surface. are shown in
Fig. 4.2.

The eclectron beam traverses the surface of the ingot in a circular path at a
distance of 2.33 cm from the axis. This causes intense heating of the material at
this point, as shown by the peak in the temperature profile. Various transport
phenomena occur within the molten pool. The heat transfer within the liquid
metal. primarily due to radiation and convection. creates the temperature profile
shown. In the case of evaporating sources. the specific evaporation rate can be

expressed [118] as function of temperature:

ANV
a, = a.4.4 x 107K, (T_) e Ka/Te (4.1)

- -g . - ) . -
where a, is the specific evaporation rate in gem™=s_;, a is the evaporation cocef-

ficient. A is the molecular weight of the evaporant, T, is the source temperature
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of the evaporant in degrees Kelvin, K| and K, are matter constants that define
the relationship of the saturated vapor pressure to the temperature for the element
in question. The vaporization is thus exponentially proportional to the source
temperature. The resulting vapor source is spatially very peaked around the loca-
tion where the electron beam strikes the ingot. The process of evaporation occurs
through the breaking of the surface bonds between the evaporating particle and
the melt pool. As the particles leave the melt surface, they impart momentum
to the surface in the direction opposite to their motion. This momentum transfer
results in a pressure and shear stress distribution across the melt surface due to
the outgoing particles. The momentum transfer thus causes a deformation in the
shape of the surface. with a depression forming at the point where the maximum
momentum transfer occurs. Since this occurs at the points of highest vaporization.
the depression occurs at the location where the beam hits the surface. Hence the
clectron beam acts as a medinum of energy transfer to the metal. Since the mass
of an clectron is five orders of magnitude smaller than that of a titanium atom,
momentum transfer between the electrons in the beam and the liquid metal is neg-
ligible. The temperature and flux profiles are shown in the upper half of Figure 4.2.
The lower half of this figure shows an exaggerated view of the surface profile for
visual clarity, and this can be noted by the difference in the scales on the axes.
This data is input to the DSMC simulation by the use of multiple inflow con-
ditions. The surface shape is incorporated into the grid by sub-dividing the profile
into piecewise linear components and using these linear segments as the inflow side
in different grid cells. as scen in Figure 4.3. Each of these cells is assigned a different
inflow condition so as to capture the flux and temperature profiles. In this study.

the electron beam is modeled as a ring source. though in reality it traverses the
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Figurc 4.3. Detail of the inflow cells in the computational grid

surface at a frequency on the order of a few kilohertz. However, the primary effect
of the electron beam is energy transfer. with the resulting temperature causing the
vaporization and thus the surface shape. as described in the previous paragraph.
Since the electron beam does not provide momentum transfer to affect the surface
profile, and since significant heat transfer cffects are likely to occur at a larger
timescale than the scanning frequency of the electron beam, the energy transfer at
a particular location on the path of the beam may be regarded as nearly constant.
The temperature. flux and surface profiles shown in Figure 4.2 may thus be as-
sumed to remain constant with time. The molten surface is thus considered to be
an axisyvmmetric source. The flow domain is considered to be axisymmetric too.

The walls of the ETF are assumed to be perfectly sticking for titanium atoms.
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4.2 Comparison of Flowfield Properties

The results presented in this study are obtained from two simulations. Both sim-
ulations are carried out using titanium atoms as the lone species. One includes
clectronic energy, with the consideration of the first seven energy levels of titanium,
given in Table 4.1. The other simulation includes only the ground state, which has
an clectronic energy of 0 K. Thus, there was no clectronic energy contained in the
flow domain in this simulation, climinating any effects of this mode on the flow.
It must be noted that the total energy content of the flow in these simulations is
different. Figures 4.4, 4.6 and 4.9 show comparisons between the flowfield contours
from the two simulations, thus illustrating the effect of electronic energy on the
flow.

The flow in the ETF is characterized by extremely rapid expansion. Figure 4.4
shows a comparison between the number density contours in the cases with and
without electronic energy. In both cases, the density drops through three orders
of magnitude. from O(10%') to O(10'"). due to expansion. For clarity, the num-
ber density in the two cases is plotted along the axis of symmetry in Figure 4.5.
The flow shows a slightly higher degree of expansion when electronic cnergy is
considered. as seen by the lower densities in the flow domain.

The higher degree of expansion is also seen in Figure 4.6. The contours shown
here correspond to the absolute velocity. The collisions in the flow convert the
thermal energy into macroscopic flow velocity, thus causing the acceleration seen in
t he absolute velocity contours. The off-axis velocity peaks in these contours are due
to the off-axis source from which expansion occurs. These peaks are pronounced

as the atoms vaporize off the melt surface with no directed velocity. Hence the
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Table 4.1. Computational energy levels of titanium

Encrgy Level Energy (K) Degeneracy

1 0.00 5
2 244.79 7
3 556.65 9
4 9612.17 35
2 10439.89 )
6 12245.26 9
7 16761.80 21
No Eiectronic energy T With Electronic energy
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Figure 4.4. Contours of number density (#/m?) for simulations including (right)
and excluding (left) electronic energy
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Figure 4.5. Number density along the axis of svmmetry

axial and radial components increase at comparable rates causing the absolute
velocity profiles shown in Fig. 4.6. The atoms vaporize off the surface and expand
to velocities above 1300 m/s. The expansion is seen to occur to a higher degree
when electronic energy is considered. In this case. the maximum velocity achieved
is nearly 1400 m/s. which is an increase of 80 m/s (6%) over the corresponding
value for the case without electronic energy.

The velocity profiles in both cases show a very sharp increase in the region just
above the melt. This can be treated as a Knudsen layer that lies just above the
sonrce. Knight [81] has analyzed the Knudsen layer as a region where translational
equilibrinm is approached after evaporation from a source. This arises from the
fact that the velocity of the evaporating particles normal to the source form a part
of a distribution function that consists of a half -range Maxwellian with a zero mean
velocity. The distribution functions of velocities tangential to the inflow surface

consist of full -range Maxwellians with zero mean velocities. Immediately after a
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Figure 4.8. Absolute velocity in the Knudsen layer

particle leaves the melt surface. it undergoes collisions that tend to alter the dis-
tribution function towards translational equilibrium. This adjusts the distribution
function of the normal velocity to a larger finite value, thus creating the Knudsen
laver. In reference [80], the Knudsen layer is treated as a gas-dynamic disconti-
nuity. A close -up view of the flow (Figure 4.8) above the melt surface shows that
the velocity immediately above the melt is finite, which is consistent with Knight's
prediction of a Knudsen layer.

As seen in Figure 4.7, the axial velocity along the axis of symmetry is higher
when electronic energy is considered.  After a sharp increase in velocity in the
Knudsen laver. the profiles tend toward an asymptotic value in both cases. This
occurs due to a lack of enough equilibrating collisions in the flowfield. The dif-
ference between the profiles is a measure of the electronic energy converted into

kinetic energyv. In the simulation, the maximum velocity attained is governed by

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



64

the lack of collisions in the flow, rather than on the perfect isentropic expansion
discussed in Section 3.2.

Analyzing the contours of translational temperature (Fig. 4.9), it is seen that
the translational temperatures are higher in the flow domain when electronic energy
is considered. This is an indicator of the higher energy content of the simulation
with electronic energy. Figure 4.10 shows that the translational temperature along
the axis scems to approach a constant value, or “freeze”. Once again, this is due
to the lack of enough collisions that allow the flow to expand further.

As expansion occurs. the translational temperature drops in both cases. When
clectronic energy is present. the electronic temperature also decreases as the expan-
sion takes place. This is indicative of a higher proportion of the particles being in
the lower excited states after expansion. or a reduction in the overall excitation of
the low. The total energy content in the electronic mode is thus reduced and there
is a significant amount of energy transferred from the electronic to the translational
mode. This is the mechanism through which the higher energy content manifests
itself as higher translational temperatures in the simulation with electronic energy.
This is also manifested in the velocity contours due to conversion of this energy
into kinetic energy.

A comparison is made between results obtained from the simulation and ex-
perimental measurements. These measurements are taken using laser absorption
spectra of the vapor in the ETF. A discussion of laser absorption spectroscopy
and the measurement of How properties from the measured spectra is presented
in Chapter 5. Table 4.2 shows good agreement between the measured and com-
puted values of the velocity of the vapor. The simulation including electronic

energy shows better agreement with the experiment than the other case. How-
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Table 4.2. Comparison between simulations and experimental measurements

Flowfield property Experiment Simulation With EE Simulation Without EE

1" (m/s) 1400 + 10 1393 1326
T, (K) 160 + 10 85 60
T, (K) 190 + 10 280 _

ever. both simulations compute values for the perpendicular temperature that are
significantly lower than the experimental measurement. The simulation including
clectronic energy has the higher of these values because of the net transfer of energy
fromn the electronic to the translational mode. In this case. the computed internal
(i.c. electronic) temperature is higher than the measured value. This secems to
indicate that the rate of transfer of energy between the two energy modes is not
captured adequately in the simulations. This behavior is related to the collision
rate and hence. the collision cross section. which could vary depending on the ex-
cited state of the atom. In this study. the cross sections for all electronic states
are taken to be equal to the ground state cross section. for want of better data.
This comparison indicates that the simulation including electronic energy gives a
better prediction of the measured flow-properties than the corresponding case that
excludes electronic energy.

The expanding Aow shows a high degree of non-equilibrium. In order to demon-
strate this. Fig. 4.11 shows a comparison of the electronic and translational tem-
peratures in the flow domain. [t must be noted that both contour plots in this
fipure are results from the simulation that includes electronic energy. The flow

expands from a collisional regime near the molten pool to a near free molecular
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region near the substrate. The corresponding Knudsen numbers based on cham-
ber radius are 0.025 and 0.5 respectively. As the expansion takes place, there
are fewer collisions, leading to non-cquilibrium effects. The translational temper-
atures measured along the directions perpendicular and parallel to the axis are
defined as T, and T respectively. It is the perpendicular component of the tem-
perature that was measured by laser absorption spectroscopy. Under equilibrium,
the Maxwellian distribution is spherically svmmetric and the components of the
translational temperature are equal in all the coordinate directions. In the absence
of enough collisions, the velocity distribution may deviate from the equilibrium
Maxwellian form. In this case. it is not possible to apply the equilibrium concept
of a temperature. Fitting the sampled data in the simulations and the spectro-
scopic measurements to a Maxwellian distribution may lead to different values for
the temperature in different coordinate directions. This is an indication of non-
equilibrium conditions in the flow. In the flow. T, decreases due to the increasing
arca in the geometry of the flow domain. The equilibration of T, and T} occurs
through collisions. As the flow becomes increasingly free molecular, a degree of
non-cquilibrium arises between these two components of translational temperature
(Fig. 1.12). The equilibration of the electronic energy to the translational energy
also oceurs through collisions and hence non-equilibrium is also seen between this
mode and the translational mode.

Figures 4.13 and 4.14 show the variation of the three components of the trans-
lational temperature for the simulations that include and exclude electronic energy
respectively. In both cases, the perpendicular temperature components are differ-
cut from the parallel temperature. which is indicative of non-equilibrinm. Near the

melt. the parallel temperature is lower than the melt temperature due to the Knud-
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Figure 4.13. Translational non-equilibrium along the axis -— Simulation with elec-
tronic energy

sen laver. The perpendicular mode quickly equilibrates with this mode through
collisions. However, the flow is never really in translational equilibrium and this
fits in very well with predictions made by Knight [81]. Knight notes that the evap-
orating flow is expected to be subsonic and should accelerate to supersonic speeds.
The acceleration of the subsonic flow at the surface is accompanied by an increase
in entropy. and hence the flow is generally not in translational equilibrium. The
results from the simulation agree extremely well with Knight's theory.

An examination of Figures 4.6 and 4.9 shows that the vapor expands to a max-
imum velocity of 1326 m/s and a parallel temperature of 232 K in the case without
clectronic energy. For the case where electronic energy is included, the correspond-
ing values are 1394 m/s and 311 K respectively. Assuming a source temperature

of 2500 K and the final temperature after expansion as detailed above, the post-
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Figure 4.14. Translational non-equilibrium along the axis — Simulation without
clectronic energy

expansion velocities are calculated from isentropic theory to be 1402 and 1502 m/s
for the cases excluding and including clectronic energy, respectively. The lower val-
ues calculated in the simulations are indicative of a number of factors. First. the
non-equilibrium nature of the flow does not allow for complete expansion as calcu-
lated by the isentropic theory. The flow expands from the near-continuum to the
free molecular regime. Thus collisions between the particles become increasingly
rare and this does not allow for expansion in the isentropic seuse. Again. the dif-
ference between the theoretical values for the post-expansion velocities of the two
cases is nearly 100 m/s whereas the corresponding difference from the simulations
is approximately 80 m/s. This secems to indicate that the electronic energy in the
simulations is not being converted into kinetic energy as much as theory predicts.

which is a consequence of the non-equilibrium effect. This may also be a conse-
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quence of the fact that the actual collision cross section may be larger than the
corresponding value with the consideration of only the translational mode. Also.
the melt surface has a temperature profile associated with it where the tempera-
tures vary by a few hundred degrees. The theoretically calculated values do not
account for this. The actual source temperature required in these calculations is
not obvious, thus making the calculations approximate. The order of magnitude
of the velocities predicted in each case by theory and simulations is the same. This
is also true of the difference between the velocities for the two cases, as predicted
by theory and simulations. The comparison between thecory and simulation thus
shows reasonable agreement while emphasizing the importance of the simulations

in capturing the physics of the flow.

4.3 The Backscatter Phenomenon

The backscattering of particles is a phenomenon that occurs in the highly collisional
arca above the evaporating surface. As indicated in Figure 4.15, after a collision,
some particles attain velocity components that direct them back towards the melt.
When the particles strike the melt surface, they are re-absorbed into the liquid
pool. This causes a reduction in the net evaporating flux. In this study. it is
assumed that all particles that are backscattered into the melt are reabsorbed
into the liquid pool. This is in accordance with Williams® [133] claim that this
is gonerally the case for metals with monoatomic vapor, as is the case here with
titanium.

The calculation of the backscatter into the melt is an important issue in this

studv. In the experiment. the rate of vaporization of titanium into the ETE was
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Figure 4.135. Schematic of the backscatter phenomenon
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Figure 4.16. Backscatter flux to the melt
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measured from the feed rate of the titanium ingot. The ingot itself was modeled in
an independent study, as mentioned earlier [40]. The vaporization rate provided by
that study matched the experimental value without considering any backscatter
to the melt. The profiles computed from that study were input to the DSMC
simulation, in which particles were scattered back to the melt. This caused a
reduction in the net inflow rate, which did not match the experimental value. Hence
the inflow profiles are corrected by the amount of backscatter flux to simulate the
same conditions as the experiment. This information is also important for the
modeling of the pool itself as the backscattering vapor transfers momentum and
energy to the pool, thus changing its properties. Figure 4.16 shows the flux of
particles scattering back into the melt. The profiles show that the backscatter
fraction is a significant part of the inflow profile considered, which re-iterates the
importance of modeling this phenomenon. The amount of backscatter flux is higher
when electronic energy is considered. and the value is 17.40% of the inflow flux.
In comparison, this value is only 15.98% when no electronic energy is considered.
The difference in these two values can be explained by the fact that in the former
case, the vapor has a higher energy content. Due to the collisional nature of this
flow region, there is a transfer of energy between the electronic and translational
modes. As expansion takes place, this results in a net transfer of energy into the
translational mode. This causes more energy to be present in the translational
mode as compared to the case without electronic energy. This is manifested as
higher temperatures and velocities in the former case. The number of collisions in
the region is proportional to the relative velocity between atoms. which is higher
when the translational energy is higher. The fraction of particles scattered back

in to the melt is dependent on the number of collisions in the flow region and
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Figure 4.17. Pressure and shear stress exerted on the melt by backscattering par-

ticles

henee the case with electronic energy has a higher backscatter fraction than the
corresponding case without electronic energy.

Figure 4.17 shows the pressure and the shear stress exerted by the backscatter-
ing particles on the melt surface. It is clear that the particles exert more pressure
and shear stress on the surface when electronic energy is included in the simula-
tion. The pressure is greatest at the location where the evaporating flux is the
highest. since this is also where the highest backscatter flux is present. This would
contribute further to the depression of the surface at this point. Figure 4.18 shows
the energy flux carried by the backscattering particles into the liquid pool. The
particles with electronic energy carry more energy back into the melt due to the
higher backscatter fraction as well as the additional mode of energy considered

in this case. This data would prove very useful to a comprehensive model of the
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Figure 4.18. Energy flux carried to the melt by backscattering particles

liquid melt pool. such as the finite element model [40] that provided the inflow

flux. temperature and surface shape profiles described in Figure 4.2.

4.4 Surface Deposition

The experiments at LLNL yvielded measurements of the thickness of material de-
posited on the substrate and this was used for comparison with the results of the
DSMC simulations (Fig. 4.19). The simulation results vield the vapor flux at the
substrate. The time of operation of the ETF is known, and the deposition profile
was measured during the experiment after an operating time of nearly two hours.
The computational flux can thus be converted to a deposition thickness using the

operating time. the molecular weight of titanium and the density of the deposited
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Figure 4.19. Deposition thickness on the substrate: Comparison between computed
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material. The computed deposition profile shows very good agreement with the
experimental measurements. The number density along the substrate (Fig. 4.20)
is lower when clectronic energy is considered due to the higher expansion in the
flow. The greater degree of expansion also causes the flow velocity to be higher at
the substrate (Fig. 4.21). The combined effect of the number density and the flow
velocity the flux, and thus the computed deposition thickness. The thickness of
the film deposited is lower when electronic energy is considered. This is explained
by the fact that the translational temperature is higher. both along the substrate
(Fig. 4.22) and in the flow domain for this case, leading to an increased amount of
radial expansion. The higher flow energy content in the simulation with electronic
energy causes a higher translational temperature at the substrate than the other

case. As more of the translational energy is converted to kinetic energy, the axial
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Figure 4.20. Number density along the substrate

and radial velocities at the substrate are higher when electronic energy is consid-
ered (Figures 4.23 and 4.24). As seen in Section 4.2, this is true of the entire flow
domain. Since the radial expansion is greater when electronic energy is included. a
greater part of the flow is directed towards the walls in this case. This is confirmed
by looking at the flux to the walls of the flow domain (Fig. 4.23). For purposes of
qualitative comparison, the thickness of the film deposited on the wall is plotted
against. the radial distance of the wall from the axis, with the shape of the wall
being depicted for clarity. It is seen that the wall flux. which is proportional to
the deposited filim thickness, is greater when electronic energy is considered. This
explains the lower deposition to the substrate in this case. The close agreement
between the computed values and the experimental measurements also suggests
that assuming a perfectly sticking substrate, with a sticking coefficient of 1. is

reasonable.
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The pressure and shear stress distributions caused by the flow on the substrate
are shown in Figure 4.26. The pressure distribution is caused by the particles
striking the substrate and it shows a variation similar to the flux profile across the
substrate. This is because the pressure distribution depends on both the number
of particles striking the surface and the velocity normal to the surface which is
the axial velocity in this case. The axial velocity profile (Fig. 4.23) shows that
this component decreases with increasing radius, as expected. The shear stress
across the substrate (Fig. 4.206) is obtained from the radial velocity and the flux.
In this case. the flux decreases with increasing radius. The radial velocity, on the
other hand. increases with increasing radius (Fig. 4.24). As a result, there is a
peak in the shear stress away from the axis of symmetry. The pressure and shear
stress values are almost identical for the cases with and without electronic energy.
This mayv be explained by the fact that the flux is lower when electronic energy is
considered while the velocities are higher. The net effect balances these opposite
trends, thus creating nearly equal stresses on the substrate. The energy flux to the
substrate is significantly higher when clectronic energy is considered. despite the
fact that the flux is lower. This is partly because the translational energy depends
on the square of the velocity, which is higher in this case, and partly due to the
additional mode of energy present. It is important to obtain the stresses and the
heat flux to the substrate as they are often important data for the monitoring of

manufacturing processes.
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Figure 4.26. Pressure and shear stress exerted on the substrate
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4.5 Sensitivity Analysis

Sensitivity analyses are often performed on various systems for a wide range of pur-
poses. A computational model of a system can become a powerful replacement for
experimental and analytical techniques by changing various parameters in the com-
putational model. This is usually cost-efficient and faster than the experimental
counterpart. A sensitivity analysis performed on an ill-defined physical parameter
can lead to effective phenomenological models of the parameter in question. This
approach provides a solution that is hard to obtain using other methods. Another
purpose of performing seusitivity analyses is to validate assurnptions made in the
computational model, as is done in this case.

Simulations of physical systems can depend on many physical parameters. Some
of these parameters are difficult to determine, experimentally or otherwise. As-
sumptions often have to be made to accommmodate these parameters in the simu-
lation. The validity of the simulated result can be strengthened by performing a
sensitivity analyvsis on these parameters. This is often done by comparing simulated
results between cases where a single parameter is allowed to vary. This approach
does not account for non-linear effects due to coupling of parameters, but it pro-
vides a good indicator of the sensitivity of the results to individual parameters.

In this section. three parameters are considered for the sensitivity studies. First.
the effect of the collision cross section on the flow is studied. This provides an
idea of how the deposition may be affected through the consideration of different
values of the collision cross section for different excited states. Another assumption
regarding the sticking coefficient is tested here by varyving this parameter. In the

absence of perfect sticking, particles may reflect off the walls of the chamber to
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affect the deposition of the substrate. Finally, the effect of the deformation of the
molten pool is considered. The profile of the pool causes particles to evaporate in a
direction that is locally normal to the surface, thus directing the particle velocities
non-uniformly in the axial direction. The deposition on the substrate may thus be

affected by the deformation in the evaporating surface.

4.5.1 Collision cross section

The modeling of the EB-PVD system under consideration involves several key
assumptions involving a few parameters. One of these parameters is the collision
cross section of titanium atoms. The atomic diameter of titanium has been assurned
to be 4 x 10719 1n. It is assumed that this value is a reasonable one as it is close
to that of argon. which has a molecular weight close to that of titanium. The
cross section for collisions involving excited states is not known. The value of the
collision cross section has been taken to be uniform for collisicns between any two
excited states. A sensitivity study was performed, comparing the base results with
a case where the atomic diameter is 5.844 x 107'%mn, as predicted by Fan et al [GO].
The results of this sensitivity analysis are presented in Figures 4.28-4.30.

The collision frequency for a system of particles may be expressed as an average
of the product of the relative velocity of collision. g. and the collision cross section.
a:

O=n<go> (4.2)

where O is the collision frequency and n is the number density. The cross section
in general can vary with the energy of the collision. When the VVHS collision model
is used. the variation in the cross section with the collision energy (i.e. the relative

velocity of the collision) is given in Equation 2.7. The sensitivity study considers a
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Figure 4.28. Number density contours (#/m?): Base case (left) and increased cross
section (right)
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Figure 4.29. Absolute velocity contours (m/s): Base case (left) and increased cross
section (right)
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\"HS reference cross section that is 2.13 times larger than the base reference cross
section.

The probability of a collision occurring in the DSMC algorithm is directly pro-
portional to the collision cross section (Eq. 2.5). An increase in the collision cross
section thus leads to an increase in the number of collisions in the flow. In this
case. only the collision cross section is allowed to vary between the two cases. As
a result of doubling the collision cross section in the test case, this simulation has
roughly twice as many collisions as the base case. The higher number of collisions
leads to greater redistribution of energy between the clectronic and translational
energy modes and also causes more thermal energy to be converted to kinetic en-
ergy. The collisional region is also larger in this case. This leads to a greater degree
of expansion than the base case. as seen by the lower number density. higher ve-
locity and lower temperature in the flow domain. The expansion is also increased
in the radial direction with an increase in the collision cross section. This results
in a significant change in the substrate flux profile. as seen in Figure 4.31. The
deposition is lower than the base case near the axis and higher at larger radii. The
difference is significant enough to suggest that the collision cross sections of the
species nnder consideration play an important role in predicting the behavior of
these flows. There is currently no data available on the cross sections for colli-
sions involving different excited states. The availability and use of such data may

considerably improve the accuracy of simulated results.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



88

4.5.2 Sticking Coefficient

The sticking coefficient of vapor particles impinging on a surface may be expressed

in terms of the fluxes (I') incident to and reflected from the surface:

rrcflc»:t:tcd (4 3)

s=1-—
Fincidcnt

This parameter that is not known exactly is the sticking coefficient of titanium
atoms on the walls of the vacuum chamber. This value is very close to 1. A
small decrease in this value in the simulations would mean that some titanium
atoms reflect diffusely off the walls, thus affecting the flowfield near the walls.
The sensitivity analysis for this paramecter involves the base case with a sticking
coefficient of 1.0 and another with this value set to 0.95.

Figures 4.32 to 4.35 indicate that the flowficld properties are affected signif-
icantly when the sticking coefficient is changed from 1.0 to 0.95. The number
density near the wall in the latter case is slightly higher than the corresponding
value in the base case. This is because a small fraction of the atoms that strike
the wall are reflected diffusely back into the flow domain. The increase in number
density is most apparent immediately next to the wall, as this is the region where
the reflected particles are mostly found. This reflection causes some particles to
have velocities directed away from the wall, in a direction different from the bulk
flow. Thus. the velocity distribution function is broadened in this region. leading
to a reduction in the flow velocity and an increase in the translational temperature
near the walls. These properties change significantly in the vicinity of the sub-
strate. However, a comparison between the flux to the substrate in the two cases
(Fig. 1.35) shows very little difference, which could casily fall within the range

given by experimental measurements. Since only 5% of the flux incident on the
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Sticking coetf = 1.0 T Sticking coeff = 0.95

Figure 4.32. Number density contours (#/m*): Base case (left) and decreased
sticking coefficient (right)

walls is reflected. the number of particles that are reflected onto the substrate is
very low. Besides this, the wall temperature is low (300 K7). The particles that
reflect off the walls have low velocities as they are sampled from an equilibrium
distribution with zero mean velocity at the wall temperature. Hence the flux of
reflected particles to the substrate is too low to significantly affect the simulated
deposition profile. Thus, the assumption of perfect sticking at the walls is justified

in the simulation.

4.5.3 Shape of the molten pool surface

In EB-PVD processes, intense heating from an electron beam liquefies and vapor-
izes metal from an ingot. The momentum imparted by atoms vaporizing off the

surface causes a deformation in the surface of the molten pool. as seen in Fig-
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Figure 1.33. Absolute velocity contours (m/s): Base case (left) and decreased
sticking coefficient (right)
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Figure 1.34. Translational temperature contours (K): Base case (left) and decreased
sticking coefficient (vight)
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Figure 4.35. Deposition on the substrate: Comparison between the base case
(sticking coefficient=1.0) and decreased sticking coefficient (0.95)
ure 4.2. In the simulations of such svstems. this curvature may affect the flowfield
properties as the evaporating particles have velocities that are normal to the evap-
orating surface. However, the deformation in such syvstems is usually very small.
Approximating the surface of the pool to a flat profile may save computational
effort and minimize the complexity of the problem. especially when such data is
hard to obtain. Comparisons are thus made between cases where the melt pool
surface is deformed and flat, in order to check the sensitivity of the results to the
physical shape of the pool surface.

The flowfield contours show that the flow properties are not changed signifi-
cantly when the deformation in the pool is approximated with a flat surface. The
velocity contours show a slight variation, but this is on the order of a fraction of

1%. The substrate flux does not change significantly either. Only the deposition
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Figure 4.36. Deposition on the substrate: Comparison between the base case
(deformed) and the flat melt pool shape

profiles are shown here in Figure 4.36. Since the deformation in the pool surface
is very small. the velocities of the particles evaporating from a flat surface are di-
rected in a direction that is not much different from a similar evaporation from a
deformed surface. Also. the presence of the Knudsen layer and the collisional region
above the evaporating surface ensure that the particles lose the small contribution
to their velocities from the shape of the surface. As a result, the two cases provide
nearly identical results. This indicates that applving the melt pool temperature
and influx profiles to a flat surface vields accurate results without having to deal

with the complexity of a deformed surface.
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4.6 Conclusions

The physical vapor deposition of titanium on a substrate was modeled using the
DSMC method. The effect of electronic energy on the simulations was studied.
The high temperatures of the evaporating surface cause considerable excitation in
the electronic states of the particles and the energy content in the electronic mode
is significant when compared to the translational energy of the particles. The
evaporating flow showed rapid expansion, with a rapid decrease in density, a rapid
increase in velocity and a sharp decrease in temperature. The expansion occurred
to a greater degree when electronic energy was included in the simulations, due
to the extra energy content of the flow. The translational temperature was higher
in this case due to the transfer of energy from the electronic to the translational
mode. The velocities in the flowfield were also higher as more energy was available
for conversion fromn thermal to kinetic energy. A comparison of the computed
flowficld properties and experimental measurements showed excellent agreement
when electronic energy was considered. This suggests that electronic energy is an
important factor to include in the modeling of this process. These comparisons also
suggest that the rate of transfer of energy from the electronic to the translational
mode is lower than the actual flow. and better estimates of the collision cross
section may be needed.

The flow considered was extremely rarefied and there was considerable non-
equilibrium between the energy modes. Translational non-equilibriuin was also
seen and this originated in the Knudsen layer that was formed immediately above
the evaporating source. The lack of enough collisions in the flowficld led to the

non cequilibrium behavior. The velocity and temperature showed a rapid change
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in the Knudsen layer and later showed very small changes. thus suggesting the
freezing of these properties due to the lack of collisions.

An important factor to consider in modeling of flows of this nature is the
backscatter to the molten pool, which reduces the net inflow rate in the simu-
lation. The backscatter fractions were high — 17.40% when electronic energy was
considered and 15.98% when only translational energy was considered in the simu-
lations. The backscatter flux increased with the inclusion of electronic energy due
to the greater number of collisions above the evaporating surface.

The deposition profiles obtained computationally showed good agreement with
the experimentally measured values. The deposition was found to be lower with
the inclusion of electronic energy in the simulation. This was caused by the higher
translational temperatures in the domain leading to more radial expansion. A
larger fraction of the flow was thus directed away from the substrate towards the
walls of the domain.

A sensitivity study of the collision cross section showed that the deposition and
the flowfield were significantly affected by changes in the cross section. Higher cross
sections caused more collisions to oceur in the flowfield. thus leading to greater
expansion and more radial spreading. The deposition on the substrate did not
change significantly when the sticking coefficient at the walls was changed from
1.0 to a value of 0.95. Though the flowfield properties were affected significantly.,
it was shown that the flux of particles reflected from the walls onto the substrate
was negligible. The shape of the evaporating surface was shown to have nearly no
effect on the flowfield properties and the deposition on the substrate. This was
hecause the collisional area above the melt surface caused any directed velocity

arising from the deformation of the surface to be equilibrated through collisions.
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Chapter 5

Atomic Absorption Spectra

One of the challenges encountered in an experimental vapor deposition system is
the measurement of the flow properties and the flux of the vapor plume. Atomic
absorption spectroscopy is an important tool that is used extensively for this pur-
pose. The absorption spectra generated through experimental measurements are an
important means of comparing computational simulations of these systems with ex-
periments. The means of making such comparisons are outlined below. The Monte
Carlo simulations allow calculations of individual particle velocities and positions.
which can be reduced to a distribution function. This in turn can be converted
to an absorption scan for comparison with experimental measurements. In this
chapter. the phenomenon of absorption is first introduced. Next. the method of
obtaining computational absorption spectra is described. Finally, the computa-
tional results are compared to the experimental absorption spectra. and the effects

of having baffle plates and an argon backpressure in the flow domain are examined.

5.1 The Absorption Phenomenon

Absorption spectroscopy is a tool that is used in many areas of research and indus-
try [4].[93].[131]. This provides an accurate and non-intrusive method for identifica-

tion of chemical structures. composition of substances, chemical reaction dynamices
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and quantitative analysis of atoms, vapor plumes and solutions. Many of the cur-
rent applications of absorption spectroscopy have been made possible by the use
of lasers. Laser light has special characteristics like coherence, directionality, high
intensity, monochromaticity and wavelength tunability that make lasers a preferred
source of radiation over conventional spectral lamps and black-body light sources.

Absorption spectroscopy is the study of attenuation of electromagnetic radia-
tion by matter. The subject matecrial is placed between the source of radiation
and the spectrometer. Radiation of certain frequencies corresponds to the energy
required for the transition of the subject atomns/molecules from one quantum state
to another. Under these conditions. some amount of radiation is absorbed by the
subject matter. The intensity of the radiation is reduced by the same amount
through cach path length of the beam. This is an exponential relationship known
as Lambert’s law:

[(x) = [he™ " (5.1)

where [, is the intensity of the incident light. [ is the intensity of the beam after
traversing a length z of the subject material and « is a constant known as the
absorption cocfficient. The attenuation of the beam intensity in the ETE is shown
in Figure 5.1. The ordinate plotted represents the ratio of the intensity transmitted
through the chamber to the original beam intensity. while the abscissa represents
the Doppler frequency shift of the signal from an experimental reference frequency-.

A particle that absorbs radiation undergoes a transition to a higher cnergy
fevel of its energy modes. In the case of a molecule. this excitation can occur to
a higher rotational, vibratioual or electronic level. while in the case of atoms. it
is restricted to electronic transitions alone. The frequencies at which electronic

transitions occur in atoms usually correspond to the visible and ultra-violet ranges
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Figure 5.1. Transmission ratio of the laser in the ETF

of the spectrum. This process obeys the law of energy conservation:

~~
(4]
o

hi = (Elu_qh _ El()w)z-[:;r_ + (Elugh _ Elaw)m_b + (E/ugh _ Elmu)rm

These transitions occur in many different ways. However. the mechanisms of tran-
sition are bevond the scope of this study.

The absorption spectrum of a substance from a continuous source shows many
peaks. corresponding to the frequencies absorbed by the substance. These peaks
usually have a finite width due to broadening. At very low pressures (< 1072 Torr),
Doppler effects contribute most to the broadening. This happens when a particle
has a velocity in the direction of the beam. The frequency absorbed is slightly
different from that absorbed by a stationary particle of the same species. When
the particle velocities follow a Maxwellian distribution function, the broadening of

the absorption peak is in the shape of a Gaussian. At higher pressures. collisions
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between particles can cause the broadening. Broadening can also occur due to the
natural lifetime of excited states of the subject particles.

The Doppler line-shape function [115] is given by the Gaussian:

n2/x\?
flv) = (ﬂ) exp (J“ZQ(:/-UO)?) (5.3)

8 % D

where vy is the frequency absorbed by a stationary particle, v is the frequency
absorbed by the moving particle and 7vp is the full width at half maximum (FWHM)

for the line-shape function. The FWHM, ~p is given by:

2 /CBI
o = =1/22Bn2 5.5
D=y 2 , n (5.4)

where X is the wavelength of the radiation. T is the equilibrium temperature and
m is the molecular weight of the particle. Using equation (5.4) in equation (5.3),

we get an alternate form of the Doppler line shape function:

a2\ 2 2
fv) = ( mA > crp (— ma (v — 1/(,)2> (5.7

2whkpT 2kpT

(4}
ol
"

[n order te convert the results of a DSMC simulation into a form that is com-
parable to experimental absorption spectra. it is worth looking at the Maxwellian

velocity distribution function:

2

m 172 m ” _
f('b) = (m) crp (—anT(?' - l,r()) ) (.).G)

This is the distribution function in one dimension. which is the appropriate choice

since the Doppler shift occurs only due to the velocity of a particle in the direction
of the laser.

In equation (5.3), the term (v — 1) refers to the frequency shift due to the
motion of a particle in the path of the laser. This motion is relative to a zero

velocity in the direction of the laser. Hence the velocity vo in the Maxwellian
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distribution (Eq. 5.6) is zero. The Doppler shift of a frequency due to the motion

of the source/observer is given by:
v—uy =t/ (5.7)

Hence the exponential terms in equations (5.3) and (5.6) are the same. This leads

to the relation:

flv) = Af(v) (5.8)

Equations (5.7) and (5.8) provide the means to convert a velocity distribution func-
tion into an absorption scan. Plotting f(v) against (v — vg) vields the absorption
scan. This can be converted to a plot of the absorptivity. which involves the scaling
of f(1v) by a few constants. For the purposes of this work, the distribution function

f(17) is computed for comparison with experimental measurements.

5.2 Computation of absorption spectra

Absorption spectra can be calculated from the results of numerical simulations
where the flowfield properties such as the velocities and temperatures are known
along the coordinate directions. Simulations using the DSMC method involve the
motion of individual particles. The properties of these particles can be used to
compute an absorption scan directly from the simulation. However, this can be
a complicated procedure. A simpler method can be used, which applies to any
numerical method where the macroscopic flowfield properties are computed. This
requires the assumption that the flow is in equilibrium in the vicinity of the laser’s
path. The idea of translational temperature and a Maxwellian velocity distribution

apply only in these cases. However, non-cquilibrinm effects are often seen in flows.
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When the DSMC method is used for these computations, the concepts of temper-
ature and Maxwellian distributions functions are often applied, so as to provide
some measure of understanding of the flow physics. Without these assumptions,
there would be no way of quantifying the flow temperature. The same idea is used
in the method described below.

The first step in the computation of the absorption spectra is to extract the
flow propertics along the path of the laser. If the direction of the laser does not
correspond to one of the coordinate directions, then the velocity along the direction
of the laser can be computed from the available data. The other flowfield properties
needed are the translational temperature in this direction and the number density.
This data can be extracted from contour plots by many data visualization software
packages, using inbuilt functions.

The flow velocity and temperature are obtained in a DSMC simulation from
the individual velocities of particles, with the computed temperature using the
assumption of equilibrium. The individual particle velocities cause the Doppler
broadening of the absorption spectrum. as described above. Hence it is necessary
to obtain the distribution functions along the laser’s path. This can be done by
considering a Maxwellian distribution using the macroscopic velocity and trans-
lational temperature in the direction of the laser (Eq. 5.6). This must be done
for velocities in the range of at least two standard deviations on cither side of
the macroscopic flow velocity. The distribution function provides only a fractional
distribution of particles at a certain temperature and macroscopic velocity. This
must be multiplied by the number density at the corresponding location in order
to compute the absorption at a certain energy (or individual particle velocity). A

summation of this quantity nf(v) along the path of the laser provides the total ab-
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sorption. This spectrum can then be normalized for comparison with experimental

data.

5.3 Results

The Experimental Test Facility (ETF) at Lawrence Livermore National Labora-
tories has been used to study physical vapor deposition of titanium. The ETF is
equipped with 2 laser ports, one of which is used to determine the flow velocity
and temperature. The location of the ports is shown in Figure (5.2). where the
domain has been rotated through 90° for computational purposes. The domain
has baffle plates in place, with the upper plate having slits for the vapor to pass
through. The substrate is placed at the location of the upper plate. The results
here are obtained from the laser path at the location x = 0.482Gm in the flow
domain depicted in Figure (5.2).

The flow contours are shown in figures (5.3)-(5.6). These figures show a com-
parison of the properties in a domain without the baffle plates and in a domain
with the baffle plates in place. The flow expands through the lower part of the
domain in a nearly identical manner in the two cases. As discussed in Chapter .
the density drops through three orders of magnitude in the first 0.4/n of expansion.
The mean free path at this stage increases from around 0.001mn to lm. The col-
lision rate in the flow drops due to expansion and there are very few collisions in
the vicinity of the slits. The absence of collisions prevents the flow from expanding
around the sharp corners provided by the plates in the latter case. Since the walls
are assumed to be perfectly sticking, the particles cannot reflect off the walls into

the region behind the slits. Hence these regions have very few particles in them.
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Figure 5.2. Boundaries of the flow domain. Al dimensions in m

The number densities in these regions is more than 6 orders of magnitude lower
than the source number density. When the flow passes through the slit in the
upper plate. it is collimated into a nearly collisionless beam. The lack of collisions
prevents particles from having a transverse velocity with respect to the beam. thus
limiting the spreading of the beam. This is scen in the form of extremely large
gradients in the number density at the edge of this beam beyond the upper slit.
The velocity in the flow domain increases due to expansion from the few collisions
that take place. while the translational and clectronic temperatures drop. There
is a large gradient in these properties at the edge of the beam due to the lack of
collisions.

The upper laser is used to determine the properties of the vapor in the region
above the upper slit. The bulk of the absorption is caused by the collimated beam

as there is an extremely low density in the other parts of the domain that the
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Figure 5.3. Number density contours (#/m*) in the domain with and without slits
(right and left respectively)

Figure 5.4. Absolute velocity contours (m/s) in the domain with and without slits
(right and [eft respectively)
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Figure 5.5. Translational temperature contours (K) in the domain with and with-
out slits (right and left respectively)

Figure 5.6. Electronic temperature contours (K) in the domain with and without
slits (right and left respectively)
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Figure 5.7. Flow properties along the laser’s path. in the plane of the laser

laser passes through. The absorption spectrum obtained from the experiments
was reduced to an analvtical expression by fitting it with a Gaussian distribution.
These distributions are available implicitly through the macroscopic flow velocity
and translational temperature that define them. The experimental data presented
in Figure (5.8) is the Gaussian profile associated with these fits of the absorption
spectra. obtained from the flow velocity and temperature.

The profiles in Figure (5.8) plot the velocity distribution of particles in the
path of the laser against the shift in the frequency of the laser caused by their
motion. The z-axis can be superimposed on a larger range with the abscissa r =0
coinciding with the laser frequency. Then the r-axis would represent the true
frequency. For the purposes of this study. the frequency shift is used. This has no
bearing on the results presented. The profiles show double Gaussian peaks as the

particles escape through a slit placed a little distance away from the axis. This
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Figure 5.8. Absorption spectra in the ETFEF without a backpressure.

causes them to have a net radial velocity, causing the distributions to be centered
around a non -zero frequency shift. The two peaks correspond to the openings on
cither side of the axis in the plane of the laser, where the radial flow velocities are
cequal and opposite in direction.

The experimental profile has a radial flow velocity of 356 m/s and a temperature
of 207 K. In comparison, the computed profile shows a radial velocity of 460 m/s
and a temperature of 74 K. This discrepancy is to be expected because of the
details involved in the modeling of the ETFE. In the experiment. an argon gas
bleed was used in the vicinity of the laser. This caused the presence of a low
velocity argon cloud, which was at room temperature. Collisions between the
argon cloud and the titanium vapor scatter the particles in the radial direction,
thus increasing the spread of the Maxwellian distribution. This could increase the

temperature measured through the scan. In order to evaluate the effect of argon
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Figure 5.9. Absorption spectra in the ETF when an argon background is present.

in the system, a simulation is carried out with argon as a background gas. with
a background density of 2 x 10'%#/m*. The resulting absorption scan from this
simulation is shown in Figure 5.9. As seen in this figure, the absorption spectrum
of the titanium vapor is very different from that shown in Figure 5.8. The radial
velocity in this case, when argon is present, is 1207 /s, which is much larger
than the experimental value, and the computed value in Figure 5.8. The increased
radial spreading above the slit is seen in the number density and absolute velocity
contours in Figures 5.10 and 5.11 respectively. The velocities in this region arce
higher when an argon back pressure is present, thus increasing the radial velocity
computed in the absorption scan. The increased radial spreading above the slit is
also seen in the higher translational temperature values (Figure 5.12) when argon
is present in this region.

Although a discrepancy is seen between the measured and computed velocities
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from the absorption scans, the temperature of the titanium vapor is calculated to
be 232 when argon is present (Figure 5.9), which agrees very well with the exper-
imental measurement. The discrepancy in the velocity arises from the uncertainty
in the modeling of the argon background vapor. In the current set up. the argon
background above the slit has no mean velocity. However, the experiment has the
argon bleed from an orifice which is positioned on one side of the chamber. The
background argon thus has a mean velocity in the radial direction. which could
cause the titanium vapor to be scattered with a lower radial velocity. The model-
ing of this set up is difficult. but it can be seen that some of the discrepancy in the
temperature can be explained by the presence of the background argon gas. The
flow properties computed by the simulation are also sensitive to the collision cross
section used. A higher value of the collision cross section would result in more

collisions in the beam above the slit, thus creating a higher temperature profile.
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5.4 Conclusions

The absorption profiles were computed for the configuration used in the experi-
ment. The baffle plates used in the flow domain served to collimate the beam due
to the lack of collisions in the flowfield. Large gradients were scen at the edges
of the collimated beam because of this reason. The low collisionality of the beam
passing through the upper slit causes a low temperature to be computed. The com-
puted value of the flow velocity was higher than the experimental value, while the
computed temperature was lower than the experimentally measured value. This
discrepancy could be explained in part by the experimental set-up. The experi-
ments included an argon gas bleed which could scatter the collimated vapor above
the slit. thus causing a higher temperature to be measured. Absorption spectra
computed with this condition in place could immprove the agrecement between the

experimental and computational spectra.
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Chapter 6

The Line Of Sight Method

Although the DSMC method is an extremely powerful tool used to solve engincering
problems. it requires a lot of computing power and takes a long time to vield
solutions to a flow problem. Many engincering processes require fast turn-around
titnes for solutions, and may also require a nuinber of simulations covering a range
of values of a particular flow parameter. In such cases. it is advantageous to use a
simpler method that can provide quick and inexpensive solutions to the problem
at hand. The Line Of Sight (LOS) method has been developed with this objective.
and is meant to serve as an alternative to the DSMC method for flows in the near-
collisionless and free molecular regimes. This chapter introduces the LOS method,
desceribes the LOS algorithm and explains a few procedures used in the algorithm

in detail.

6.1 The need for the LOS method

Among its applications, the DSMC method is often used in simulations of flows that
involve very few collisions in the flow domain. These flows are often characterized
by Knudsen numbers close to 1. The flows may be entirely collisionless or may
have the collisions being restricted to a few regions (e.g. rapidly expanding rarefied

flows). The collisional phenomena may be largely irrelevant in the simulations of
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these flows. It must be noted that some of these flows may be necar free-molecular
in nature but the collisional phenomena may still be very important (c.g. charge
exchange collisions in Hall thrusters [125]). Despite being well suited to handle
collisionless and near-free-molecular flows, the DSMC method has the drawback of
a huge computational requirement, both in terms of processor time and real time.
The DSMC algorithm involves many steps that may become redundant in the case
of a collisionless low. The basic steps of the DSMC algorithm are:

1. Assign collision pairs among the particles in each cell of the dom&iin

2. Calculate of the collision probability and loop through a conditional accept-
reject routine for each selected collision pair

3. Move the particles through an incremental distance corresponding to the
particle velocity and the time-step of the simulation.

While the collision dyvnamics involves a lot of computational effort, there is
the additional burden of moving particles through very small distances. This is
hecause the time-step has to be small enough to capture the physics accurately.
which often results in particles residing in a single cell over multiple time-steps.

The simulation of a collisionless flow can thus be made faster by eliminating
the first two steps listed above and by moving the particles through the domain
without the constraint of the time-step. This is the basic structure of the Line-
Of-Sight method. which addresses the need for accurate simulations of collisionless

flows at a fraction of the computational cost of the DSMC method.
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6.2 The scope of the LOS method

The LOS method is a tool that can be used in many ways. It is possible to have
a stand-alone LOS simulation for a flow domain. Alternatively, a LOS simulation
can take its input from a DSMC simulation, which would in effect divide the
flow domain into collisional and collisionless regions with each being handled by
a different algorithm. The way in which the LOS simulation is performed would
depend on the nature of the flow. If the flow is collisionless, then a stand-alone
LOS simulation would vield an accurate result. If however, the flow has regions
that are collisional and collisionless, it is necessary to use the LOS simulation only
in those regions where the collisional phenomena are unimportant. The latter case
would involve running DSMC simulations on small parts of the flow domain and
LOS simulations on the remainder of the domain. Each could conceivably take
input. from the results in other parts of the flow domain. For example, a rapidly
expanding flow could have a DSMC simulation performed on its collisional regions.
where the physics could be accurately captured. The resulting particle velocities
and positions at the interface boundary of this simulation could be used as input to
the LOS simulation of the other (collisionless) part of the flow domain. This could
he advantageous in two ways. First, the overall simulation would be faster than
an equivalent DSMC simulation. Also, the smaller DSMC simulation performed
could be done with greater accuracy due to the reduced scale. and possibly due to

more uniform length scales of the flow through the small domain.
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6.3 Variations of the LOS method

The LOS method involves the movement of particles through a flow domain based
on their velocities and initial positions. Since the motion of each particle is com-
pletely de-coupled from that of any other particle, the time-step is an irrelevant
quantity in these simulations. Thus, the motion of particles can be handled sequen-
tially by the processor, from the point of origin to the point of termination of the
particles’ paths in the flow domain. This simply uses the fact that the chronology
of particle motion can be ignored. The computation of the path of each particle can
he done based on its velocity and initial position, but this can be done in different
wavs for different purposes. The advantage with a grid-based simulation is the
availability of information at every cell in the flow domain, which leads to a clear
understanding of the flow-field in the domain. This is also a necessary for compari-
son with experimental absorption scans that are measured in the flowfield. On the
other hand, a simulation which calculates only the end-point of the particle path on
the domain boundary provides information on flux to the walls. This simulation
can be performed at very high speeds and has low computational requirements.
The LOS method can easily be adapted to fit either of these situations.

In a boundary based simulation. the savings in cost include the savings in
generating a computational grid. Knowing the particle position and velocity will
lead to a unique termination point on the boundary. The boundary will need to be
divided into intervals to sample the particles at each location along the boundary.
Also. in a steady flow. the flux of particles entering a flow domain is constant and
equals the Aux of particles incident on the boundary (as collisions do not change the

path of the particles). Hence the flux along the boundaries can be determined casily
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and the computation is greatly simplified. A grid based simulation provides more
detail on the flow-field. The path of each particle passes through a number of cells in
the grid. If these cells are not of uniform size. then the residence time of a particle in
cach cell in its path is different. Since the data such as the number density Ain a cell
are weighted according to the residence time of a particle in the cell, it is necessary
to factor this in the calculations. Hence for each particle trajectory, it is necessary
to determine the cells the particle passes through, the residence time in each of
these cells and sample the data based on the particle properties and residence
timmes. This calculation is more intensive than the boundary based simulation but
it has the advantage of providing detailed information. The computation is faster
than an equivalent DSMC simulation since it ignores collisions and does not rely
on a time-step for the progress of the simulation.

The version of the LOS method that is described in this chapter is grid based.

This method vields flowfield contours which are presented in Chapter 7.

6.4 The LOS algorithm

The LOS algorithm shares many aspects of the DSNMNC method. Both methods deal
with the movement of particles through a computational grid. with macroscopic
properties obtained through the sampling of particle properties. However. the two
methods have a fundamental difference that leads to different structures in their
algorithms. As explained in Chapter 2. the DSMC algorithm decouples particle
movement from particle-particle collisions. The interaction between particles in
the svstem ensures that every particle has to be treated as a part of a collective

whole. The properties of a particle change at the same instant as those of every
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other particle in the system. Thus, the basic unit of forward propagation of the
algorithm is the time step of the simulation. As the simulated time is incremented
by the time step, the system evolves through its constituent particles.

On the other hand, the LOS algorithm is completely collisionless in nature.
The lack of interaction between particles ensures that a particle’s properties in a
svstem are completely unaffected by anything else in the system (assuming the
lack of body forces on the particles). This eliminates the need for a particle to
be analvzed at the same instant as other particles in the system. Particles are
thus regarded in the context of a collective whole only for the calculation of the
macroscopic properties of the flowfield. The lack of time dependence in the system
implies that particles may be analyzed one at a time, by evaluating their complete
transit through the flow domain. Thus, the basic unit through which the LOS
algorithm marches forward is the particle itself.

A schematic of the LOS algorithm is given in Figure 6.1. The first step in
the algorithm is the initialization of the simulation. During initialization, the grid
representing the flow domain is read and the grid dependencies between neighboring
cells and boundary edges are determimed. In addition, the physical parameters
controlling the simulation are read from datafiles and various physical routines are
initialized. Since the inflow fluxes are known. and the total number of particles
considered in the simulation are known. it is possible to calculate how much time
waould be required in the real systemn for the specified number of particles to be
introduced through the inflow surfaces. This parameter is important in particle
generation as well as in sampling, and hence this time is calculated in the next
step of the simulation. The algorithm then proceeds to handle the particles one by

one.
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Figure 6.1. The Line Of Sight algorithm
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As mentioned earlier, the particle loop controls the forward progress of the
simulation. First, cach particle is generated at the inflow boundary. The parti-
cle properties are determined in a manner similar to the DSMC algorithm. The
particle position is determined at a random location along an inflow edge and its
velocities along the coordinate directions are sampled from equilibrium distribu-
tions specified by the inflow conditions. The internal energies are also sampled
from the appropriate equilibrium distributions. Once the particle has been gen-
crated. it is moved through the computational domain, one cell at a time. To
do this. the intersection of the particle’s trajectory is calculated with the sides of
the cell it is present in. The time for the intersection is calculated along with the
location along the cell side. The particle properties are then sampled for the cell.
as explained later in Section 6.6. The particle properties are then updated to move
it from its old location to the new one. At this point, the particle can either pass
into another cell. or encounter a boundary edge. In the case of a reflection off a
wall. the particle stays in the flow domain. All other boundary conditions result in
the particle exiting the simulation. After a wall reflection or transit into another
cell. the movement procedure is repeated until the particle exits the flow domain.
The particle loop counter may then be incremented to handle the next particle.

Once the particle loop has been completed. the sampled information from all
the cells is converted into macroscopic flow properties. Since the sampled data
is collected in cach cell of the flow domain. it is possible to generate flowfield
contours for the simulation. In addition, ali boundary interactions of the particles
are sampled and these data can be converted into boundary fluxes. stresses and

heat transfers.
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6.5 Particle movement

The LOS method requires a fast and efficient means of computing a particle’s
trajectory through a flow domain. The motion itself can be reduced in a com-
putational algorithm to a change in the particle’s location after a time interval,
rather than explicitly tracing the exact motion through the domain at all instants
of time. The methods described below can be applied to both grid based and
boundary based simulations, as a cell and the domain boundary are both simply
closed arcas surrounding the particle. The representation of axisymmetric flows
using a two-dimensional computational domain makes the motion more complex
than the relatively straightforward two-dimensional flow case. Hence, these cases

are described separately in the subsections that follow.

6.5.1 Two-dimensional flows

When a particle is enclosed in a closed domain. its motion must lead it to intersect
one. and onlv one of the boundary edges of the domain. [t is then helpful to
consider the intersection of the particle’s trajectory with a line segment. as shown
in Figure 6.2. Consider a line segment between points (x4, yy) and (x;.y,). and a
particle at a location (z,.y,) with a velocity Vo= ui + 1j. Its motion leads to an
intersection with the line segment at a location (7. y,). This intersection can be
considered to lie at a fractional distance A from (rg. yy), where A = 0 at (zg. yo)

and A =1 at (x,.y;). The intersection lies on the line segment if and only if:

0<A<1 (6.1)
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Figure 6.2. Intersection between a particle’s trajectory and a line segment
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From the principles of interpolation,

Ty — I Yp —
P 0 =\ = ./p Yo (62)

Iy —To Y1 — Yo
Now, considering the time taken for the particle to move from (z,, y,) to (z,, y;)

to be ¢,

T, =TI, +ut (6.3)
Y, = Yp + vt (6.4)
Using Equations 6.3 and 6.4 in Equation 6.2. we get:

(o — zp) + Az, — x0)

t = 6.5
) (6.3)
Yo — Yp) + Ay — y0
¢ — Mo = Yp) + Ay — y0) (6.6)
v
Equating these two expressions for ¢ and solving for A, we get:
v(rg — r,) — uw(yy — Yy, _
\ = («xo ;) (%o J;) (6.7)
u(yr — yo) — v(x1 — To)
Applyving the inequality in Equation 6.1 to Equation 6.7. we get
u(yr — yo) — v(xy — xa) < vl(zo —1p) — ulyo —yp) <0 (6.8)
OR
w(yy — yo) — v(xy — x9) > v(xy — -"-'p) — u(yo — ;'/p) >0 (6.9)

Another condition needs to be applied to choose between these two options.
An analysis of Figure 6.2 shows that the velocity vector must include an acute
angle with the outward normal vector 75, to the cell side. Mathematically. this is

expressed as:

V>0 (6.10)

~
-
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where the outward normal is expressed as:

£ o= (y1 — Yo)i — (z: — T0)J

n = = (6.11)
\/(371 — z0)? + (11 — yo)?
Equation 6.10 thus reduces to:
u(y, — yo) —v(xy —1¢) >0 (6.12)

which validates the condition given by Equation 6.9.

This condition can be used with any cell or boundary side. Only one of the
edges will satisfy this condition for a closed, convex domain. The intersection
point on the edge can then be determined using Equation 6.2 and the time taken

to intersect the side can be obtained through Equation 6.5

6.5.2 Axisymmetric flows

In an axisymumnetric flow. the macroscopic properties do not vary in the azimuthal
direction. A two -dimensional grid with an axis of symmetry is thus used to rep-
resent any azimuthal plane in the flow. A particle’s movement in the azimuthal
direction causes it to leave the plane represented by the grid. The computational
vrid is thus rotated to contain the azimuthal plane containing the particle’s location
after its motion. During the motion, the particle’s distance from the axis changes
as a result of its velocity components perpendicular to the axis. Considering the
initial radial position to be y,. the velocity components in the Y and Z directions
to be ¢ and u respectively. and the radial position after the rotation of the axis to

v T TR
be . we have:

y, = \/(y,, + vt)? + (wt)? (6.13)
The direction of the particle’s motion is then changed relative to the new az-

imuthal plane under consideration, which indicates that the velocity components
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v and w change. The new velocity components v' and w' are given by:

, v(y, + vt) + wit
\/(yp + vt)? + (wt)?
and
, w1
' Jr (6.15)

v \/(y,, + vt)? + (wt)?

The axial coordinate and velocity are unaffected by the rotation. The new axial
position is given by Equation 6.3. Repeating the analysis used in Section 6.5.1 for

this case. Equation 6.2 expands to:

r, + ut —r
f"_f_i’___J_‘l =\ (6.16)
ry — Iy
[(yp + vt)? + (wit)?]V/? — yq
Y1 — Yo

= A (6.17)

Using Equation 6.5 in Equation 6.16, we obtain a lengthy quadratic expression
in A. which is not represented herc. The solution to this quadratic is discussed
in detail by Dietrich and Bovd [51]. This procedure uses an efficient method for
checking the intersection conditions with the cell sides. and for the calculation of

the location and time of intersection.

6.6 The sampling procedure

The sampling of particle properties is necessary in the LOS algorithm in order to
obtain the macroscopic flowfield properties from individual particle properties. The
important macroscopic properties to resolve are the number density, the velocities
along the coordinate directions and the temperature.

During sampling, cach cell has an array of the sums of the particle propertics.

Particles contribute to these sums as they transit through the cell. The time taken
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for a particle to transit through the entire domain can be considered as a series
of infinitesimal time intervals. The residence time of the particle in a given cell
is thus composed of a number of such intervals. If the sampling was carried out
once in every time interval, then the number of times the particle’s properties are
sampled in the property sums is proportional to its residence time in the cell. The
residence time in this case is simply the time taken for the particle to transit from
one cdge of the cell to another, or the time of intersection detailed in Section 6.5.

The number density is calculated from a sum that counts the particle at every
time interval. Thus, the value added to the sum is the time of intersection, t,,;.
The velocities in each direction are calculated from the mean value of the velocity
distribution function. The sum in question counts the particle velocity at every
time interval, and the value added to the property sum is the product of the particle
velocity and ¢, The temperature is calculated from the spread of the distribution
function. The spread is the average distance of the particle velocity from the mean
value. and the values to be summed are the product of the square of the particle
velocity and f,,,. as well as the carlier sum used for the mean velocity.

[n order to obtain the macroscopic properties. the property sums must then be
averaged by an appropriate quantity. The number density in a cell is simply an
average of the number of particles counted in the cell at every infinitesimal time
interval. Since the sums are carried out for the duration of the simulation, they
must be averaged by the total time taken for all the particles to be introduced at
the given fluxes. This quantity is calculated before the particle movement routine,
as mentioned in Section 6.4. The number density in a cell is thus expressed through

the proportionality relation:

v
n x —hint (6.18)

ttr)tnl
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The velocity and temperature arise from the velocity distribution function. Each
particle contributes once to the distribution function and hence the relevant sums

must be averaged by the residence time for the particle in the cell. The velocity is

obtained using:

thint
<U>X —— 6.19
Stint ( )

The temperature is obtained from the spread of the distribution function:

(6.20)

Zvetint (thint ) 2
“ —

Ttine Ytint

The sampling must be done carefully in the case of an axisymmetric simulation.
Since the particles do not follow straight-line trajectories in the computational
domain. the velocities perpendicular to the axis of symmetry change during the
particles transit through the cell. Hence the average velocities in these directions
during the transit through the cell must be the values sampled for the property
SUILIS.

Boundary sums are straightforward to sample. The boundary flux is obtained

directly from the number of particles N incident on a boundary edge through the

whole simulation:
NI,

6.21
-4ttotn1 ( )

flur =

where 1Wp is the particle weight and A is the area of the boundary edge. The
pressure. shear stress and heat flux are obtained through similar expressions for

the momentum and energy transfer at the wall.
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Chapter 7

Simulations Using the Line Of Sight

Method

This chapter describes the application of the LOS method to the flow in the Ex-
perimental Test Facility. The results described here were obtained from a grid
based LOS algorithm, which is described in Chapter 6. An emphasis was placed
on using the LOS method in conjunction with the DSMC method to improve the
cfticiency of solutions to the flow problem. The first set of results presented in this
chapter pertain to the validation of the LOS algorithm through comparisons with
non collisional DSMC simulations. The next section describes results for the flow
in the ETF. which illustrate how the LOS and DSMC methods can be combined
to provide an effective solution. Finally, the issues of performance and savings in

computational effort are discussed.

7.1 Code validation

A task to be addressed before using the LOS method is the validation of the al-
gorithm. This is achieved by comparing a LOS simulation of a flow problem with
an equivalent DSMC simulation where collisions between particles have been disal-

lowed. The resulting DSMC simulation does not include interactions between par-

126
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Pure LOS T Caollisioniess DSMC

Figure 7.1. Code validation: Number density comparisons (#/m?)

ticles and performs only the particle movement routine described in Section 2.1.2.
A DSMC simulation is appropriate for use as a benchmark in this case, as it has
been extensively validated for many flow conditions (references in Chapter 2).
The comparisons detailed in this section pertain to simulations of the ETF
domain using the LOS and collisionless DSMC methods. These results are pre-
sented in Figures 7.1 - 7.5. Figures 7.1 - 7.4 show the flow contours of the LOS
simulation on the left and the collisionless DSMC simulation on the right. The
contours of number density for these two methods (Figure 7.1) show very good
agreement with one another, and the expansion occurs at the same rate in the
two simulations. An analysis of the absolute velocity contours shows only minor
differences between the two simulations. The initial expansion proceeds at the
same rate. The flow contours show statistical fluctuations in the two cases, which
are related to lower particle counts in the expanding domain. The magnitudes
of the velocity are very comparable in the domain and the variation between the

values in the two cases is less than 0.5%, which is acceptable for a margin of error.
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Figure 7.2. Code validation: Absolute velocity comparisons (mn/s)
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Figure 7.3. Code validation: Translational temperature comparisons (/')
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Pure LOS T Collisionless DSMC
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Figure 7.4. Code validation: Streamlines in the domain

The translational temperature contours (Figure 7.3) show very good agrecement
too. The translational temperature value decreases at the same rate in the two
simulations. There are minor fluctuations in both the simulations. However, as in
the case of the velocity contours, these values of the translational temperature in
the flow domain are close enough to be acceptable. An analysis of the streamlines
in the flow (Figure 7.4) show the expansion taking place with very similar stream-
line patterns. The streamlines close to the evaporating source show the curvature
of the particle trajectories in the axisymmetric model. Finally, Figure 7.5 shows
excellent, agreement in the flux to the substrate in the two simulations.

The above discussion confirms that the LOS and collisionless DSMC model
produce very similar results for the flowfield properties. Further, the computed
substrate flux from a collisionless DSMC model is matched by that from the LOS
method. which is much less expensive. These results validate the LOS method

and prove it to be an acceptable alternative to the DSMC method in collisionless

regimes.
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Figure 7.5. Code validation: Substrate flux comparisons (#/m?s)
7.2 The Hybrid DSMC-LOS method

The LOS method offers considerable savings in computational effort over the
DSMC method. Hence it is advantageous to use it in place of a DSMC simu-
lation. as long as the accuracy of the results is not compromised. The previous
scection illustrates how the LOS method offers an accurate alternative to the DSMC
method for collisionless flows. However. many flow problems that are simulated
using the DSMC method fall into the near-collisionless and free -molecular flow
regimes. The LOS method can be used in regions of the domain where such condi-
tions of low collisionality exist. with the DSMC method being applied to the more
collisional parts of the domain. In such flows. a hybrid DSMC -LOS method would
provide accurate results at a fraction of the cost. In order to obtain hybrid simula-

tion results. it is necessary to separate the domain into collisional and collisionless
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parts. As mentioned earlier, the DSMC method is used on the collisional part.
The resulting properties at the DSMC-LOS interface can then be used as input to
the LOS simulation, where the flow is treated in a collisionless manner.

The next sub-section describes the collisionality of the ETF flow domain and
the choice of the location of the interface. The following sub-section compares
the results of the hybrid DSMC-LOS simulations with those of a pure DSMC

simulation. The performance issues are discussed in the last sub-section.

7.2.1 Collisionality of the flow domain

As mentioned in Chapter 4. the flow in the ETF undergoes rapid expansion. The
flow density drops through three orders of magnitude, the flow velocity increases
and the translational temperature decreases due to the expansion. Figure 7.6
plots the collision frequency and the number density in the flow domain along the
axis. The number density at the axis increases in the region immediately above
the evaporating surface and then starts decreasing, because the vaporization at the
axis is lower than the off-axis peak value. The collistons just above the evaporating
surface scatter particles in all directions. and the particles scattered towards the
axis cause the initial increase in number density. The expansion occurring beyvond
this region causes the rapid decrease in the number density. The collision frequency
follows the same trend as the number density for the same reasons.

Figure 7.7 plots the fraction of collisions occurring upstream of an axial location
in the flow domain. The ordinate is a cumulative fraction of the number of collisions
in a subdomain from the evaporating source to a given axial location compared to
the teotal number of collisions in the whole domain. This fraction increases sharply

in the vicinity of the melt and then increases at a slower rate as the domain becomes
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Figure 7.6. Collision frequency and number density along axis of symmetry

mmore and more collistonless.
The Knudsen number based on the variation in number density along the axis
is shown in Figure 7.8. In this definition, the scale length used in the Knudsen

munber is based on the variation in number density. The relation is expressed as:

A
[\"’Ln = NUTIT YT (T. 1)
n/Il 2|

The Knudsen number plot shows fluctuations due to the derivative of the number
densitv. It is seen that this value rises sharply from the near-continuum regime
value of less than 0.01 to higher values that lie in the transition regime. The plot
suggests that the flow does not become entirely free-molecular. This can be seen
by the fact that there are still a few collisions at the upper end of the domain,
though these collisions are very few in number. Figures 7.9 and 7.10 show the
variation of flow properties with the radius at the axial location of 0.3 . [t is seen
from these figures. and the rest of the flow domain, that the mean free path at a

certain axial location increases with increasing radius, as the number density in
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Figure 7.7. Fraction of collisions upstream of an axial location in the flow domain
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Table 7.1. Collision fractions at various axial locations

Reference Axial Upstream Mean free Knudsen
name location (m) collision fraction path (m) number
A 0.1 87.77 % 0.0107 0.2458
B 0.2 95.97 % 0.0355 0.3048
C 0.3 98.46 % 0.0773 0.4532

the domain decreases. The Knudsen number increases to a value of nearly 3. which
indicates that the flow becomes more rarefied at the outer parts of the flow domain.
The sharp drop in the Knudsen number in Figure 7.10 is due to the slight off-axis
peak in the number density (Figure 7.9), which leads to very small derivatives in
Equation 7.1.

For this study. four cases are considered. The first is a comparison between
the DSMC simulation described in Chapter 4 and a LOS simulation of the whole
domain. The next comparison is between the DSMC simulation and a hybrid
DSMC LOS simulation where the interface is located at an axial distance of 0.1 m.
This simulation is referenced by the letter A for convenience. The collision frac-
tion at this location is 0.8787. i.e. 87.87% of collisions in the flow domain occur
upstream of this axial location. The third comparison has this interface located at
an axial distance of 0.2 m, labeled as case B. The collision fraction at this loca-
tion is 0.9597. The last comparison locates the interface at 0.3 m (case C) with a
corresponding collision fraction of (0.9846. Hence. only 1.5% of all collisions in the
domain occur downstream of this interface. This information for the four compar-

isons in summarized tn Table 7.1. These comparisons provide an idea of how the
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collisionality of the domain affects the choice of an interface between the DSMC

and LOS simulations.

7.2.2 Flowfield comparisons

The results presented in this section show comparisons between a hybrid DSMC-
LOS simulation and a pure DSMC simulation. In all figures with flow contours that
follow. the right half shows the results obtained through a pure DSMC simulation.
The half on the left depicts the hybrid simulation under consideration.

The first case analvzed is the comparison between a pure DSMC and a pure LOS
simulation. As seen in Figures 7.11 - 7.13. the flow shows a much higher degree
of expansion in the DSMC simulation that includes collisions. when compared to
the collisionless LOS simulation. The number density in the DSMC simulation
(Figure 7.11) decreases much more than is attributable to the geometric effect
of expansion. which is the mode of expansion in the LOS simulation. A closer
look at Figure 7.11 shows this difference in the nature of the expansion in the
two cases. The number density contours for the LOS simulation are spherical in
nature. which corresponds to the collisionless. non-directed. spherical expansion
from an evaporating source. On the other hand. the DSMC simulations show
number density contours that are less spherical in nature. These contours indicate
a directed expansion, with an axial velocity component at the source. This effect
arises from the collisional region above the source. where the thermal energy of the
evaporating vapor is converted to kinetic energy. with a large velocity component
in the axial direction.

The region just above the evaporating source shows a much higher increase in

velocity in the DSMC simulation (Figure 7.12), which is a result of the collisional
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Figure 7.11. Complete LOS domain: Number density comparisons (#/mn?)
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Figure 7.12. Complete LOS domain: Absolute velocity comparisons (m/s)
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Pure LOS ) Pure DSMC

Fignre 7.13. Complete LOS domain: Translational temperature comparisons (K')

interaction between particles. This factor does not contribute to the increase in
velocity in the LOS simulation. As a result, the maximum velocity in the LOS sim-
ulation is more than 350 m/s (25%:) lower than the corresponding maximum value
in the DSNIC simulation. Figure 7.13 shows how the translational temperature
in the DSMC simulation is affected by the transfer of energy from the electronic
mode. This energy transfer does not occur in the LOS simulation as collisions are
not considered.

The substrate fluxes in the two cases (Figure 7.14) show a large discrepancy.
The deposition on the substrate in the collisional DSMC simulation is nearly dou-
ble that of the equivalent deposition in the LOS simulation. An analysis of the
flux to the chamber walls (Figure 7.15) explains this discrepancy, as the wall flux
is correspondingly lower in the DSMC simulation when compared to the LOS sim-
ulation. This difference in the calculated results arises due to the collisionality of
the DSMC simulation. The collisionless, non -directed expansion in the LOS simu-

[ation allows the flow to expand more uniformly in the axial and radial directions
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than in the DSMC simulation. This directs a larger proportion of the flow away
from the axis and the substrate, thus increasing deposition on the walls. On the
other hand. the collisions in the DSMC simulations direct the flow in the axial
direction. thus causing a larger substrate flux.

The results presented above show that there are large differences between the
collisional DSMC and collisionless LOS simulations. These variations illustrate
the effect of the collisional phenomena on the expansion and deposition, and the
importance of modeling the collisional interaction between the particles in the flow.
Thus. a pure LOS simulation does not capture the expansion satisfactorily, and a
hvbrid method must be used to model the collisional region above the evaporating
source.

The next case considered is the comparison of the DSMC simulation with the
hvbrid simulation A. As mentioned in the previous sub-section. nearly 88% of all
collisions in the flow domain occur between the evaporating surface and this axial
location. Hence. a significaut portion of the collisional region is captured in this
case through the use of the DSMC method in this region. The macroscopic flow
properties calculated at the interface from the DSMC simulation are input into
the LOS simulation as inflow parameters, and the LOS simulation is performed on
the rest of the domain. The composite view of these simulations is presented in
Figures 7.16 7.18.

[t is seen that the flowfield properties are much closer to the corresponding
values in the DSMC simulation. when compared to the results in Figures 7.11 -
7.13. The number density contours (Figure 7.16) in the hybrid simulation agree
very well with their counterparts in the DSMC simulation. In this case, a directed

expansion is seen in the LOS domain as the collisional phenomena are captured
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Figure 7.16. Interface at Y = 0.1 m: Number density comparisons (#/m?)
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Hybrid LOS - DSMC ) Pure DSMC

Figure 7.18. Interface at Y = 0.1 m: Translational temperature comparisons (R’)

to a large extent in the initial DSMC part of the hybrid simulation. The absolute
velocity contours (Figure 7.12) show a slightly lower level of expansion in the LOS
domain. In the pure DSMC simulation. collisional expansion continues to occur in
the upper regions of the ETF. although the rate of expansion is much lower than in
the region above the melt. This effect is absent in the LOS simulation. An analvsis
of the translational temperature contours (Figure 7.13) shows that this property
decreases faster in the LOS domain than in the pure DSMC simulation. This is
caused by the absence of energy transfer from the electronic to the translational
energy mode in the LOS simulation. Once again. this occurs because the remainder
of the collisional expansion is not captured in the LOS simulation.

The deposited thickness in the hybrid simulation shows good agreement with
the pure DSNIC result. There is a slight discrepancy in the two profiles though.
as seen in Figure 7.19. The higher deposition in the LOS simulation is a result
of the lower translational temperatures in the domain. In the pure DSMC case.

the higher translational temperature is indicative of higher radial expansion. which
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Figure 7.19. Interface at Y = 0.1 m: Deposited film thickness comparisons (cm)

recluces the substrate lux. The discrepancy is low because of the low values of the
translational temperature in the upper part of the ETFE.

The vast difference between the results from this hybrid simulation and the pure
[.OS simulation described earlier indicates that the modeling of the collisional re-
gion above the source is extremely important. The hybrid simulation described
above captures a majority of the collisions that drive the expansion. which yvields
sood agreement in the number density contours and deposition profiles. However.
a better match for the flowfield properties can be obtained by extending the colli-
sional DSMC domain to include a larger fraction of the collisions in the domain.

The third set of comparisons described in Figures 7.20 - 7.23 involve the hybrid
simulation B. where the collisional DSMC region is extended to an axial location
of 0.2 m. In this case, less t han 3% of the collisions in the pure DSNC simulation

are ignored in the hybrid simulation. Again. in this case, the number density
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contours from the hybrid simulation agree very well with the DSMC simulation
(Figure 7.20). The contours indicate a directed expansion that is consistent with
the collisional DSMC simulation. The number density decreases by nearly an order
of magnitude in this case through the geometric effect of expansion. The absolute
velocity contours (Figure 7.21) in the hybrid simulation show good agreement
with their DSMC counterparts. The maximum value of the velocity in the hyvbrid
simulation is less than 0.5% lower than the corresponding maximum value in the
DSMC case, which is within an acceptable margin of error.

The translational temperatures (Figure 7.22) in the LOS domain are slightly
lower than the corresponding values in the DSMC simulation. Once again. the lack
of collisional energy transfer from the electronic to the translational energy mode
explains this discrepancy. The results in Chapter 4 showed that the electronic tem-
perature in this region is much higher than the translational temperature. Hence.
collisions in this region result in a significant increase in the translational temper-

ature. The collisions that have been ignored for the hybrid simulation serve this
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purpose. The deposited film thickness (Figure 7.23) in the hybrid simulation shows
excellent agreement with the DSMC result. A comparison between the computed
and experimentally measured absorption scans (Figure 7.24) shows a slight discrep-
ancy in the perpendicular temperature and the radial velocity, but the profile is
very similar to that computed using the DSNMNC method (Figure 5.8). These results
suggest that the collisions that are modeled in the hybrid simulation capture the
bhulk of the expansion phenomena that contribute to the substrate flux.

Placing the interface for the hybrid simulation at this location leads to very
good agreement overall between the DSMC and hybrid simulations. Since more
than 93% of the collisions in the DSMC simulation are included in the LOS simu-
lation. it is safe to sayv that the results reflect the collisional phenomena that are
important for deposition. However, one further simulation is performed to support
this argument.

The last set of results included in this section show the comparisons between

the DSMC case and the hybrid simulation C. In this case. 98.5% of the collisions
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modeled in the DSMC simulation are included in the hvbrid simulation. This is
reflected in the flowfield comparisons shown in Figures 7.25 - 7.27. As in the pre-
vious set of comparisons, the number density contours calculated in the DSMC
simulation are captured accurately in the LOS simulation. with the flow showing
directed expansion due to the collisions modeled in the DSMC part of the hybrid
simulation (Figure 7.235). The contours of absolute velocity (Figure 7.26) from the
two cases show excellent agreement, and the peak values of velocity are captured
accurately in the LOS domain. The translational temperature contour compar-
isons (Figure 7.27) still show some discrepancy. However. the comparison of the
deposited film thickness on the substrate shows excellent agreement between the
hvbrid and DSMC simulations. Figure 7.29 shows a comparison between the com-
puted and experimental absorption scans. The computed scan in this case shows
better agreement, with the experimental scan, when compared with the results from
case B (Figure 7.29).

This set of results shows improvements over case B. However, the deposited film
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Figure 7.29. Interface at Y = 0.3 m: Absorption scans

thickness in the hybrid simulations B and C compare equally well with the DSMC
simulation and the improvement in the flowfield properties is only marginal. This
is expected as the last set of results includes only 1.5% more of all the collisions
in the domain, and the important collisional phenomena driving the expansion are
captured. Hence it may be advantageous to use the hybrid simulation with an

interface at 0.2 mn to model this system.

7.2.3 Performance comparisons

The LOS method has been developed as a cheaper and more efficient way to simu-
late collisionless flows, when compared to the DSMC method. In this section. the
reduction in computational effort using the LOS method is quantified throngh com-

parisons with the collisionless DSMC method. It has been shown in Section 7.2.2
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that sirnulating the ETF flow domain using the LOS method alone does not model
the expansion correctly. Hence, the time savings through the use of hybrid simu-
lations is discussed later in this section. The comparisons of computational time
involved only the main loop of the LOS and DSMC algorithms, and excluded the
initialization and saving of information at the end of the simulation. These routines
are performed once during the simulation and the computational effort involved in
their execution is minimal when compared to the main loop of the algorithm in
question.

The first comparison is carried out to quantify the amount by which the LOS
method outperforms a collisionless DSMC simulation. The only operations on
a computational particle are the movement routines that allow the particle to
translate through the flow domain. The DSMC method advances the particle
through a specified time step, which often results in more than one calculation of
the particle’s trajectory in a specific cell during successive time steps. In contrast.
the LOS method calculates the trajectory of the particle through the entire cell
without the constraint of a time step. This prevents the particle from following its
trajectory through a cell in a series of short hops.

The standard used to compare the performance of the LOS and DSMC move-
ment routines is the total time taken for the computation of a single particle’s
trajectory in the simulation. It has been shown in Section 7.1 that the LOS and
collisionless DSMC methods produce results that show very good agreement with
cach other. Hence, it may be assumed that the same fraction of generated parti-
cles in these simulations transit through corresponding regions of the flow domain.
Therefore. the number of generated particles is a convenient parameter to use in

the caleulation of the standard mentioned above. This parameter has the added
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advantage of being easily controlled through the input data-files. In both methods,
a large number of particles are generated at the inflow boundaries and are trans-
lated through the flow domain by the move routines. Assuming the time taken for
all these move routines to be the total time taken for the simulation, it is possible
to calculate how much time is spent, on an average, in the calculation of the move

routines associated with a single particle. This is expressed as:

. Tror
Tp = 7.9
2 Np (7.2)

where Tp is the average time spent in the movement of a single particle through
the whole simulation, Tror is the total time taken for the simulation and Np is
the total number of particles generated at the inflow.

For the LOS method. the number of particles generated is set at 1 million.
The time taken for this simulation is calculated to be 977.15 seconds (16 min-
utes). Hence the average time spent in calculating a single particle’s trajectory is
9.77 x 107 seconds. from Equation 7.2. The DSMC method has nearly 7.3 million
particles generated through the course of the simulation, with the total simulation
time being 23218.18 sceconds (6 hours. 27 minutes). Hence the average time per
particle in this case is 3.18 x 107 seconds. It is seen that in the LOS method, the
calculation of a single particle’s trajectory takes only 30.7% of the corresponding
time in the DSMC calculation. The real time comparisons give the LOS method
a savings of 96% over the DSMC method. Even if the sampling in the DSMC
method is reduced by an order of magnitude the LOS simulation will be much
faster than the DSMC simulation. These savings of uearl_\'. 70% of the movement
calculation and an order of magnitude in the real simulation time make the LOS

method extremely attractive for collisionless flows.

The next set of comparisons involves the collisional DSMC simmnlation of the
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Figure 7.30. Domain volume upstream of an axial location

entire flow domain. and the three hybrid simulations described in Section 7.2, In
order to compare the DSMC and hybrid simulations. the rate of particle generation
at the DSMC inflow boundary is kept constant. The LOS parts of the domain also
have equal numbers of generated particles. Hence, the computational savings are
determined by the relative geometric parameters of the different simulations.
Two geometric parameters for the ETF are represented in Figures 7.30 and
7.31. The former shows the volume of a subdomain from the evaporating source to
the axial location plotted as the ordinate. Thus. this is the volume of the DSMC
part of a hyvbrid simulation where the interface is placed at the axial location in
question. Since the domain is axisvinmetric and roughly conical in nature. the
upstream volume increases as the square of the radius of the chamber. The volune
fractions of the DSMC parts of the three hybrid simulations are given in Table 7.2.

The cells in the domain are scaled by the mean free path of the flow. Due to the
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Table 7.2, Cell and volume fractions of the DSMC part of the hybrid sitnulations

Case  Interface location (m) Volume fraction (%) Cell fraction (%)

A 0.1 3.57 95.597
B 0.2 20.59 65.75
C 0.3 49.83 78.79
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Table 7.3. Comparison of simulation times for the hybrid DSMC-LOS methods

Simulation time (seconds) Fraction of
Case DSMC LOS Total full DSMC (%)
Full DSMC 16389.37 — 16389.37 —
C 12508.01 197.64 12705.65 77.52
B 8990.22 363.09 9353.31 57.07
A 5052.35 680.67 5733.02 34.98

rapid expansion, the mean free path increases very quickly in the axial direction
(Figure 7.8). Thus, the cell size also increases dramatically. as seen in the grids
shown in Chapter 4 (Figures 4.1 and 4.2). The area near the evaporating source
has a cluster of very small cells, while the region near the substrate has much
larger cells. The number of cells upstream of an axial location in the full DSMC
simulation is plotted in Figure 7.31. It is seen that the upstream cell fraction
increases rapidly near the source and varies at a lower rate in the outer regions
of the domain. The cell fraction data for the hybrid simulations are shown in
Table 7.2.

The results of the computational time for the hybrid simulations are presented
in Table 7.3. It is seen that the time taken for the LOS part of the hybrid simulation
increases as the interface is placed nearer the source, as in case A. Each generated
particle in this case has to pass through a larger number of cells. which increases
the average time spent in the movemnent of each particle. This increases the overall

time for the LOS simulation. However, these LOS simulation times are much
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smaller than the corresponding values for the DSMC simulation, which are higher
by an order of magnitude. The DSMC simulation times follow the opposite trend
to the LOS times for the three cases, as they simulate the complementary part of
the domain. Thus. the smallest DSMC simulation, Case A, has less than one-third
the simulation time of the full DSMC simulation, since it simulates roughly half
the number of cells as the latter case. Case C, on the other hand has nearly 75% of
the full DSMC simulation time. and it simulates particles in nearly 80% of the cells
included in the full DSMC simulation. Another factor in the savings is the fact
that the number of particles at any given time in the DSMC simulations decreases
down the column. As particle generation rates are held constant. the number of
particles in the domain is higher for larger subdomains. This does not compromise
the accuracy of the smaller DSMC simulations, as the full DSMC simulation has
roughly the same number of particles in the corresponding subdomain.

The total time for the hybrid simulations is dominated by the DSNC part. By
comparing the simulation times for the hvbrid and the full DSMC cases. it is seen
that placing the interface at 0.2 m (Case B) provides the desired results 1.75 tunes
faster than the full DSMC simulation. In real time, this translates to a savings of
nearly 2 hours over the full DSMC simulation. which took more than 4.5 hours.
This is a considerable savings. especially when repeated simulations are necessary.
Case A produces the desired results nearly three times faster than the full DSMC
simulation. corresponding to a real time savings of 3 hours over the full DSMC
simulation. If the deposition profile is the only quantity that is desired, then Case
A provides this result with reasonable accuracy at one-third the cost of the full
DSMC simulation. Case C does not significantly improve the accuracy over Case

B. and offers a speed-up of a factor of only 1.29. In this case, it is better to use
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configuration B when accurate flowfield predictions are required, and Case A when
only the deposition profile is desired.

The hybrid simulations will have shorter execution times if a boundary based
LOS method is used instead of the current grid based approach. If absorption scans
are needed, a single row of cells along the laser’s path could provide information on
the flow properties in this region. However, the overall execution times in Table 7.3
will not change significantly as these values are dominated by the DSMC part of
the simulation.

The flow in the ETF has a higher pressure than some other physical vapor
deposition applications [59]. In such cases, the flow domain is even less collisional
than the ETF, and the interface could be moved closer to the evaporating source
without compromising accuracy. The savings in computational effort would be
more dramatic in such cases than the results shown above. as the LOS part of the

hvbrid simulation would be quite large.

7.3 Conclusions

The Line of Sight method was developed for application to near-collisional and
free molecular flow regimes. The algorithm was validated by comparing it to a
collisionless DSMC simulation. The LOS results showed very good agreement with
the DSMC results both for the flow field and filin properties.

The flow in the ETF was investigated using a hybrid DSMC-LOS approach.
A comparison of a pure LOS and a pure DSMC simulation illustrated the impor-
tance of modeling the collisional region above the evaporating source. The collisions

served to convert, the thermal energy of the vapor to kinetic energy, and the result-
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ing expansion was directed axially. A pure LOS simulation did not capture this
effect, and necessitated a hybrid approach.

Placing the DSMC-LOS interface at a distance of 0.1 m from the source cap-
tured a majority of the collisions modeled in a pure DSMC simulation. However,
the remainder of the collisions caused further expansion, which was not captured
adequately in this hybrid simulation. The interface was then placed at a distance of
0.2 m from the source. In this case, the flowfield properties compared well with the
DSMC results and the substrate deposition was modeled accurately. A sufficient
number of collisions were modeled to predict the expansion accurately in this case.
This was verified by placing the interface at a distance of 0.3 m from the source.
The accuracy did not improve significantly over the second hybrid simulation.

The LOS method offered a significant savings in the particle movement routine
when compared to a collisionless DSMC simulation. and was faster by an order
of magnitude in the simulation time. Using a hybrid DSMC-LOS method instead
of a DSNC simulation offered considerable savings in computational effort. When
the DSMC-LOS interface was placed 0.1 m from the source, the desired results
were obtained nearly three times faster than the full DSMC simulation.  This
configuration is attractive when only the deposition profile needs to be modeled
accuratelyv. Placing the interface at 0.2 m increased the overall simulation speed
by a factor of 1.75 without compromising the accuracy of the results. The third
configuration offered an increase of a factor of 1.29 without significantly improving
the accuracy over the previous case. The second configuration is thus suggested

for the modeling of the flow in the ETF in a fast, accurate and efficient manner.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

The physical vapor deposition of titanium was modeled in this study using the
Direct Simulation Monte Carlo (DSMC) method and a collisionless Line Of Sight
(LOS) technique. The electron beam evaporation of titanium from a molten pool
created a source flow with a very high temperature. The relative magnitude of
the translational and clectronic energies at the temperatures of interest in the flow
domain indicated that a significant fraction of the energy of the evaporating par-
ticles was contained in the electronic mode. Hence. a model for the consideration
of electronic energy and its exchange was developed for the DSMC method, and a
reduced electronic configuration of titanium was chosen for the simulation through
an analvsis of its energy levels. The effect of inclusion of clectronic energy was
studied throngh comparisons with simulations that did not include this mode of
cnergy.

The evaporating flow was characterized by extremely rapid expansion. The re-
gion immediately above the evaporating surface was extremely collisional and the
collisions directed the expanding vapor in the axial direction. The number density
in the low domain showed a rapid decrease through four orders of magnitude. The

inclusion of electronic energy was shown to have a significant effect on the expand-
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ing flow. The energy transfer from the electronic mode increased the translational
cnergy and the velocity of the vapor, thus increasing the expansion in the flow.

The flowfield properties showed good agreement with experimental data when
electronic energy was considered. The experimental absorption spectra were mod-
eled using the results from the DSMC simulation. Some of the discrepancy in
the measured and calculated temperature was shown to arise from the presence of
background argon vapor in the experimental set-up.

The expanding flow showed a high degree of non-equilibrium. The non-equilibrium
behavior was studied in the Knudsen layer formed at the evaporating surface, where
a finite velocity was present at the surface due to collisions in this region. The ve-
locity and temperature along the axis of the vapor jet showed evidence of freezing.
thus indicating the low collisionality of the flow away from the source.

The backscatter phenomenon was modeled in this study. This was caused by
particles being scattered back into the melt through collisions. The backscatter
fraction modeled was significant, and the inflow conditions were corrected by this
fraction to model the experimental evaporation rate correctly. The backscatter
fraction was shown to be higher when electronic energy was considered, as the
additional energy of the vapor increases the collisionality of the region above the
evaporating surface.

The simulations showed good agreement with the experimentally measured de-
position profile. The inclusion of electronic energy caused a reduction in deposition.
The translational temperature in the domain increased due to the energy transfer
from the clectronic mode. This in turn caused more radial expansion, thus causing
more deposition on the walls and less on the substrate. The DSMC method was

shown to be an important numerical too! in the modeling of vapor deposition prob-
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lems, and the consideration of electronic energy in the DSMC method was shown
to model the physics of the problem more accurately.

The sensitivity of the results to various parameters was investigated. The flow
properties and deposition were affected significantly by changes in the collision
cross section. An increase in the cross section led to an increase in the number
of collisions and more radial expansion, which in turn led to reduced substrate
deposition. The sticking coefficient on the walls was shown to affect the flow
properties near the walls, but not the deposited film thickness. Thus, the use of a
value of 1 for the sticking coefficient was validated by this study. The deformation
in the surface of the molten pool was shown to have no significant effect on the
expansion and the deposition.

The nature of the expanding flow led to a lot of wastage of computational
effort on the near-collisionless parts of the flow. The LOS method was developed
to provide a faster, cheaper and more efficient way to sitnulate flows with very low
collisionalitv. This method was validated through comparisons with the results
from a collisionless DSMC simulation.

A comparison of the LOS result with the DSMC simulation showed that the ex-
pansion is not captured satisfactorily using the LOS method alone. The expansion
simulated in this case was spherical in nature. as opposed to the directed expansion
found in the flow domain. This comparison illustrated the importance of modeling
the collisional region imnmediately above the evaporating surface.

Hyvbrid DSMC-LOS simulations were modeled in order to capture the high
collisionality of the initial expansion. This region was modeled using the DSNC
method and the expansion in the far-field was modeled using the LOS method

with input from the DSMC results. It was shown that a judicious choice of the
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DSMC-LOS interface simulated the flowfield with high accuracy. The nature of
the expansion was shown to be collisional near the source, and gecometric in the
far-field.

The LOS and hybrid simulations were compared with a pure DSMC simula-
tion to quantify the savings in computational effort. An analysis of the particle
movement routines in the LOS and collisionless DSMC simulations showed that the
LOS method modeled the particle trajectory in a much more efficient manner. The
use of a hvbrid method decreased the computational time considerably. Thus, the
vapor deposition simulations were performed in a more efficient manner without a

loss of accuracy.

8.2 Future Work

The work presented in this dissertation demonstrates the modeling of the physical
vapor deposition process using methods that capture the flow physics and improve
the efficiency of the computation. Although the simulated results show good agree-
ment with the expertinental data. there are some discrepancies that arise in the
modeling of the svstem. Various simplifving assumptions have been detailed in
the study. and these show scope for improvement. This section outlines ways to
improve the accuracy of the simulation and increase the computational efficiency
of the modeling.

The collision cross section of titanium is a parameter that is not well docu-
mented in literature. Although some work has been done in this area, a consider-
able amount of uncertainty is present in the value of this parameter. An assumption

made in this study considers the cross section of excited states to equal that of the
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ground state. A sensitivity analysis study has shown the simulated results to be
affected considerably by the collision cross section. Hence, a useful contribution
to the study of vapor deposition, and many other physical problems, would be to
quantifv the cross sections of the ground and excited states of titanium. This could
be achieved by studying the variations of known cross sections of the ground and
excited states of other elements.

The scientific community studying electron beam evaporation has long sus-
pected that the electron beam increases the excitation of the vapor that it passed
through. This effect has not been considered in the present study. Hence, a use-
ful contribution towards understanding the process of electron beam evaporation
would involve the development of a physical model for electron beam excitation.
This model could use a simplistic approach towards the energy transfer from the
beam to the vapor, or apply phenomenological models for energy transfer from
clectrons to neutral atoms through collisions.

This study does not consider spontancous de-excitation and energy loss through
photons. Hence. an extension of this study could incorporate these phenomena into
the electronic energy model when the data regarding these effects are available.
This study also ignores skip electrons. These electrons from the electron beam are
reflected off the surface of the molten pool and typically have a lower energy than
the beam. Since they undergo collisions with the vapor. they cause some excitation.
Modeling the skip electrons could improve the accuracy of the simulation.

One parameter which is currently not known is the probability of energy transfer
from the electronic to the translational mode. The electronic relaxation rate is also
not well defined in literature. An interesting problem that arises from this would

apply phenomenological modeling of these parameters to improve the accuracy of
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the simulated data.

The flow in the ETF shows evidence of freczing of some flow properties. Early
rescarch on the transition from a collisional to a free molecular regime has ad-
dressed the issue of freezing of the components of the translational temperature
[55]. While the freezing of the parallel translational temperature occurs for a spher-
ical flow. axisymmetric flows show a variation in this property even after the flow
becomes completely collisionless [70]. The expansion in the ETF fits neither a truly
axisvminetric nor a spherical model due to the off-axis nature of the source and
the complexity of the domain. However. a mathematical analvsis of axisyvinmet-
ric freezing applied to this problem could throw some light on a parameter that
could be used to decide when the flow becomes sufficiently collisionless for the LOS
method to be used. In this study. a collision analysis has been performed without
considering such a parameter. The development of such a parameter could provide
a useful vardstick to decide where to place the interface for a hybrid DSNMC-LOS
simulation.

The hyvbrid simulations improve the efficiency of computation. but additional
work can be done on improving this model. Currently. the macroscopic properties
calculated from the DSMC simulation are used as input to the LOS simulation.
Since the flow in the DSMC part of the hybrid domain is often in non-equilibrium.
the temperature calculated has very little physical meaning. Instead of translating
the particle properties in the DSMC simulation to macroscopic properties across
the interface, the hybrid model could be developed to accept individual particle
properties from the DSMC computations for the simulation of these particles in
the LOS analysis. In the current set-up, the DSMC simulation is exccuted to

completion, the properties are extracted and the LOS simulation is then initiated.
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Although this is performed very quickly using script files, it would be a definite im-
provement to have the DSMC simulation feed seamlessly into the LOS simulation.
A hybrid model could also be developed where the interface is adjusted adaptively
during the course of the simulation, possibly through the use of the breakdown
parameter mentioned earlier.

This work has extremely practical applications in the materials processing in-
dustry, with a potential for siinulations with quick turn-around times. The incor-
poration of some of these suggestions would increase the accuracy and efficiency of
the method developed in this study. This would help extend the envelope in the

modeling of physical vapor deposition problems.
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