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Chapter 1 

Introduction

1.1 Overview of vapor deposition techniques

The needs o f modern technology have led to rapid developments in materials pro­

cessing techniques. The second ha lf o f the twentieth century saw the emergence 

o f vapor phase m anufacturing processes. W hile  trad itiona l techniques in materials 

processing involved solid and liqu id  phase m anufacturing, the vapor phase pro­

cesses offered a paradigm sh ift in this industry and contributed to the development 

o f materials th a t solid and liqu id  phase m anufacturing could not produce. These 

processes revolutionized the semiconductor industry w ith  the next generation of 

electronic m aterials and have* also enabled advances in aerospace technology.

The aerospace industry is developing M etal M a trix  Composites (M M C ) to meet 

the need for the next generation o f aerospace materials. These composites consist 

o f layers, matrices or other rnicrostructural arrangement s o f different materials [6]. 

Common M.MC's include alloys o f titan ium  like T iA lG V 4. (Ti> .-11)r \ b ( i _ T) and 

T i rM o (t_T) [90],[113].(119]. These materials are used in a ircra ft engine* compo­

nents. where they enable an increase in engine power and enhance* a irc ra ft perfor­

mance*.  Tlrnse composite materials also have high strength to-w eight ratieis. thus 

offering an im p o rta n t aelvantage when used in a ircra ft structures. Such applica- 

tiems use m aterials like fiber reinforced composite's, an e;xample* being SiC fibers

1
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2

coated w ith  a tita n iu m  alloy. Vapor deposition has been the method o f choice for 

the production o f these M M C ’s. Another im portan t application o f advanced ma­

teria ls to a ircra ft engines is found in the development o f Therm al B arrie r Coatings 

(T B C ) [92]. A  ceramic layer o f a material like T iN  or T iC  is vapor deposited on 

the turb ine blades used in the post-combustion zone o f an engine. This material 

provides an insu la ting layer to the turbine blade and reduces the temperature o f 

the blade. In addition . T B C ’s protect the blade against oxidation from the hot, 

reactive gases in the engine, thus increasing the life o f the engine. The microstruc- 

ture o f these applications is extremely im portant [85]. Vapor deposition processes 

provide the means to control the composition and m icrostructurc o f T B C :s and 

M M C 's. thus m aking them im portan t materials processing tools in the aerospace 

indust ry.

Vapor deposition processes are used extensively in the semiconductor indus- 

t i v [50]. The manufacture o f semiconductor devices often includes masking, etching 

and vapor deposition processes, which are combined to create features on a silicon 

chip. Vapor deposition techniques are used to deposit metal interconnection layers 

between semiconductor devices on a chip [134],[l3o],[13G]. Vapor phase manufac­

tu ring  also revolutionized the development o f th in  film  transistors. These manu­

facturing techniques allowed the deposition o f th in  film s o f silicon on a substrate 

[105].[129],[130]. which was not possible* through older m anufacturing processes. 

The kinetic energy o f the adsorbed atoms and molecules plays an im portant role 

in im proving the quality  o f the deposited layer in many applications, thus mak­

ing vapor phase m anufacturing attractive in these applications. Some vapor phase 

processing methods also offer non-line-of-sight deposition, which make these the 

method of choice in many applications. Vapor deposition processes are also used
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in mam' o ther industria l applications, like laser isotope separation [66] and the 

m anufacture o f wear resistant or op tica l coatings on a substrate.

Vapor deposition techniques have evolved considerably over tim e w ith  the de­

sign requirements o f new applications. The main classification o f these methods 

separates them  in to  physical vapor deposition (P V D ) and chemical vapor deposi­

tion  (C V D ) techniques [41], w ith  some amount o f overlap between the two cate­

gories. C V D  techniques often involve gas-phase reactions or reactions o f molecules 

in the vapor at the substrate. Various ion im p lan ta tion  and plasma processing 

techniques have evolved p rim a rily  for use in sem iconductor doping and manufac­

tu ring  [86].

PVD techniques typ ica lly  involve the creation o f a vapor o f an atom ic o r a 

molecular species, and its  subsequent transport to  a substrate. Adsorp tion  anti 

adat.om diffusion at the substrate create the deposited layer. E arly  P V D  methods 

like spu tte ring  d id not provide the m ateria l properties required in many advanced 

applications. P VD  techniques like molecular beam ep itaxy (M B E ) [111] and vapor 

phase ep itaxy (V P E) are used to grow th in  films fo r sem iconductor applications. 

In these methods, the m ateria l to be deposited impinges on a substrate in the 

form  o f a nearly collisionless beam o f atoms and molecules. These processes arc 

characterized by low growth rates, which are im po rtan t for con tro lling  the th in  film  

deposition. Supersonic beams have also been used to fac ilita te  th in  film  grow th 

at low temperatures [48]. In this case, the adatoms use the ir high kinetic: energies 

rat her than therm al energy to overcome the activation barrier for th e ir adsorption.

E lection beam evaporation techniques were developed to address many chal­

lenges in the applications o f vapor deposition. The development o f high vacuum en­

vironm ents led to  a surge in electron beam evaporation technology, as the electrons
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require large mean free paths for the efficient heating o f a m ateria l [118]. H igher 

chamber pressures lead to  collisions between the electrons and vapor atoms, which 

dissipate the electron energy in the vapor ra ther than in  the evaporating source. 

Low pressure environments thus help increase the efficiency o f the electron beam 

heating. These techniques have gained in po pu la rity  due to the high deposition 

rates a tta ined, the app licab ility  o f the technique to  various metals, the efficiency o f 

evaporation and the non-reactive nature o f the evaporation [74], Th is  non-reactive 

nature is advantageous in the case o f the evaporation o f h ighly reactive metals like 

tita n iu m  and niobium, as the vapor source is unaffected by chemical reactions w ith  

the beam at the high temperatures o f evaporation. The evaporation o f m u ltip le  

species enables the deposition of alloys on a substrate. The multi-species cvapo- 

i at ion technique from a single crucible uses a source ingot composed o f the a lloy 

to be deposited [119]. However, the evaporation needs to be controlled carefu lly  

as different metals have different vapor pressures, and thus evaporate at d ifferent 

rates. The resulting vapor is often not uniform  in the composition o f the different 

species. M u ltip le  beam sources have' been used to  evaporate different species from 

ind iv idua l crucibles in some applications [GO]. In th is c;ise. the deposition on the 

substrate* is relatively uniform  in species com position in regions where the vapor 

plume's from the different sources overlap.

One' drawback o f electron beam evaporation lies in the fact th a t the high vac­

uum conditions emsure on ly line-of-sight deposition. As e;ollisiejns are? ne>t. cemmiou 

in the expanding vapor, very few particles are scattered into shadow regions. Th is 

ran le*ael to uneven surface* coatings in some' applications where the entire surface 

o f the* substrate is not expose'd d irec tly  to the vapor source. Deposition in the 

tre'iie.he's o f semiconduc:tor devices also require non-line-of-sight eleposition to  take

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



place. Th is drawback has been overcome in certain variants o f the evaporation 

process. The techniques o f je t vapor deposition [68] and directed vapor deposi­

tion [67] use a carrier gas to transport the evaporating species from the source 

to the substrate, and have proved effective in obta in ing  non-line-of-sight coatings. 

The number density d is tr ib u tio n  o f the evaporating vapor has been described in 

lite ra tu re  by a cosine d is tr ib u tion  [43],[44],[88]:

N(6)  = N 0 cos" 6 (1.1)

when' N {0) is the number density in a d irection 6 degrees from the normal to 

the evaporating surface, A'0 is the number density along th is normal d irection 

and n is an exponent which has been reported to have a value o f 2,3,4 o r more. 

However, deviation from  the cosine law is common due to  the com plexity o f the 

problem. Electron beam scanning patterns rarely create po in t sources th a t produce 

these perfect cosine d is tribu tions o f number density. The pressure in the chamber 

has been reported to affect th is d is tribu tion  [57]. Sometimes, collisions in the 

evaporating vapor create a v irtua l source which causes a deviation from the cosine 

d is tr ib u tio n .

Th is  study is part o f an effort in the scientific com m unity to understand the 

process o f electron beam evaporation, and to add to the development o f th is  pro­

cess. The next, section explores the m otivation behind th is study, as well as the 

specific objectives pursued in th is work.

1.2 Motivation

Electron beam evaporation systems have been studied in the past by the scientific 

com m unity through experimental, theoretical and com putational efforts. Differ-
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ent methods have been used to model this process numerically. Continuum  fluid 

dynamics using the Navier-Stokes equation has been applied to  expansions in low 

density flows, but this approach has a drawback in the h ighly rarefied flow regimes 

found in E B -P V D  systems. In high vacuum conditions, atoms have large mean 

free paths, which are on the order o f the characteristic length o f the system. Thus, 

the gradients in the Navier-Stokes equation break down a t these low pressures, 

and a solution through this method becomes d ifficu lt. D irect simulations at the 

m olecular level do not have this lim ita tio n  and have been applied to the vapor 

deposition problem. The Direct S imulation Monte Carlo method has been used 

extensively to model various transition flows, and various simulations o f electron 

beam evaporation systems have been reported in the lite ra ture  [62],[63],[98],[100].

Though earlier modeling efforts have provided a good insight into the cvapora- 

tion process, they fall short of capturing some physical effects tha t prove im port ant 

in the flow. Experiments by Asano et al [5],[124] show tha t the mean atom ic ve­

locities in the electron beam evaporation o f uranium , titan ium  and copper exceed 

the m axim um  flow speed of the gas under adiabatic expansion. Asano argues that 

the electronic states o f the atoms in these vapors are therm ally  excited to  higher 

levels, w ith  this energy being converted to k ine tic energy during  expansion. The 

extra  energy accounts for the increase in velocity, w ith  uranium  having tlu* highest 

increase by v irt ue of its high degree of excitation. The increase in the case o f t ita ­

n ium  evaporation was significant, while the velocity increase for cropper was quite 

low because o f copper’s low excitation. Experimental evidence of electronic: exci­

ta tio n  has also been reported by Nishimura c t al [99], and acknowledged in other 

studies [61]. [124]. However, very lit t le  work has been done on the inclusion the* 

e lectronic mode* o f energy in numerical simulations. The consideration o f th is  mode
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o f energy is im po rta n t in understanding the physics o f electron beam evaporation, 

and th is task is addressed in th is dissertation.

Besides a ttem p ting  to  fu rthe r the understanding o f the evaporation process, 

a more practica l aspect o f the problem is considered here. In the m ateria ls pro­

cessing industry, the development and refinement o f the evaporation process as 

a m anufacturing technique often requires a large number o f experiments a n d /o r 

sim ulations. The numerical modeling o f the system under consideration is often a 

more cost-effective way o f studying the evaporation, but the numerical s im ulations 

have the drawback o f requiring large com putation times. The intensity o f the com­

pu ta tion  is often wasted in the nearly collisionless evaporation process. Hence, a 

more practica l and elegant approach to  the numerical modeling is developed in th is  

study, w ith  an emphasis on developing a method tha t produces accurate results 

while reducing the tim e o f com putation.

1.3 Description of the vapor deposition system

Tin* work described in this dissertation constituted the numerical component o f 

a jo in t study w ith  the Lawrence Liverm ore National Laboratories (L L N L ) on the 

physical vapor deposition o f tita n iu m . The experiments on the vapor deposition 

system were carried out in the Experim ental Test Fac ility  (E T F ) at LL N L  [40]. The 

E TF  flow dom ain is described in th is section w ith  the schematic given in Figure L .l. 

The adaptation o f an unstructured com putational grid to the geometry o f the E TF  

is described in Chapter 4.

The E TF  consists o f an u ltra  high vacuum chamber where the evaporation and 

deposition process take place. Like many other electron beam evaporation systems.
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Figure 1.1. Schematic: o f the Experim ental Test Facility  (E T F )
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the chamber pressures in the E T F  are on the order o f 10-3 T o rr  (10-1 Pa),  which 

is nearly six orders o f magnitude below atmospheric pressure. An electron gun 

generates a high-energy electron beam tha t causes the evaporation in the system. 

The electron beam is bent in the chamber by a magnetic field, which is generated 

by scan coils outside the chamber. The beam then strikes the surface o f a metal 

ingot placed at the bottom  o f the chamber. Variations in the magnetic field, 

which are achieved by con tro lling the scan coils, a lter the path o f the electron 

beam through the chamber. The beam thus traverses the surface o f the ingot in 

a c ircu la r pa ttern  at very high frequencies, which are often on the order o f a few 

k ilohertz. The beam causes intense heating o f the metal due to the energy transfer 

from  the electrons. This creates a molten pool a t the top o f the solid ingot. Atoms 

evaporate from  the surface of the pool into the chamber, where they undergo rapid 

expansion. The expanding vapor impinges on a substrate placed at the top of 

the chamber. The resulting adsorption deposits a film  o f the evaporant on the 

substrate. An immobile metal block plate is used as the substrate in the E TF  in 

order to measure the deposition profile in the chamber. M anufacturing processes 

often use trans la ting  substrates to ensure un ifo rm ity  o f deposition on the substrate, 

as the deposition profile in the chamber is rarely uniform .

As the atoms evaporate o ff the surface o f the molten pool, there is a reduction 

in the imiss o f the ingot. The surface o f the pool is viewed through cameras from 

different, angles. These cameras are used to m onitor the height o f the pool surface 

in re la tion to  the rest o f the chamber. A feedback mechanism is employed where 

the data from the cameras are used to contro l the feed rate o f the ingot in to  the 

chamber, which keeps the surface o f the pool a t a constant level. The measurement 

o f the feed rate thus provides the mass flux o f the vapor into the chamber. The
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cameras often have a bleed of argon gas across the lens surface to prevent the 

deposition o f the vapor atoms on the lens. This creates a low background pressure 

o f argon in the chamber.

The thickness o f the deposited film  in the E TF is measured from the block 

plate. In add ition to th is  data, other flow properties are also measured d u rin g  the 

experimental run through laser absorption spectroscopy. In order to achieve this, 

laser beams are passed in to  the chamber through ports in its  side. The lasers are 

tuned to the characteristic frequency o f the atoms constitu ting  the vapor. The 

data from these absorption scans provide the diagnostic inform ation on the flow. 

M u ltip le  lasers arc used to measure different flow properties. Slits placed in the 

block plate collim ate the flow, allow ing the upper laser to measure the flow velocity 

and t ranslational temperature along the direction o f the laser.

1.4 Dissertation structure

This dissertation investigates physical vapor deposition o f titan ium , w ith  an em­

phasis on im proving the flow physics and the numerical efficiency of s im u la ting  the 

problem. A brie f background of vapor deposition, its im portance in the materials 

processing industry, the m otivation behind this study and the specific de ta ils  o f the 

system under consideration are described in this chapter. Chapter 2 is devoted to a 

discussion o f the com putational technique used for a significant part of th is  study - 

the Direct S im ulation Monte Carlo (DSMC) method [17]. Th is study includes the 

electronic mode o f energy in the DSMC simulation. A case for the inclusion o f this 

energy mode is made in Chapter 3. This is followed by a description o f the model 

used for electronic energy in the DSMC method.
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The; results from the DSMC s im ula tion o f the vapor deposition of tita n iu m  are 

presented in Chapter 4. The effect o f electronic energy on the simulated flow is 

quantified in this chapter. Comparisons are made between the s im ulation results 

and experimental measurements o f the deposition thickness and flow properties. 

The phenomenon o f backseattering o f particles in to  the m olten pool is also ad­

dressed in th is chapter. F inally, various sensitiv ity studies are performed in order 

to provide an understanding o f how variations in certain physical parameters af­

fect the results o f the s im ulation. Chapter 5 includes a discussion o f the atom ic 

absorption spectroscopy technique th a t is used to measure the flow properties in 

the domain. The absorption spectra computed from  the D SM C  sim ulations are 

compared w ith  experimental scans in this chapter.

The later portion o f th is study is aimed at im proving the numerical efficiency 

o f the sim ulation for flow problems o f this nature. W ith  th is  objective, the Line 

O f Sight (LOS) method has been developed for near collisioriless flows. Chapter G 

describes the m otivation behind the development o f the LOS method, its scope 

and possible variations in this technique. The structure o f the LOS a lgorithm , the 

main routines involved and some com putational issues are also discussed in this 

chapter. Chapter 7 is devoted to the results o f simulations using the LOS method. 

Th is method is first validated through its comparison w ith  a collisionless DSMC 

sim ulation. The flow in  the E TF  is then simulated w ith greater efficiency using a 

hybrid DSMC-LOS approach. The performances o f the LOS and hybrid methods 

are compared w ith th a t o f the DSM C method to  demonstrate tin? efficiency attained 

bv using the hybrid approach over the com putationally intensive DSMC method. 

The dissertation is drawn to a close in Chapter 8 by sum m arizing the work done. 

Possible extensions to  th is study arc also discussed here.
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Chapter 2 

Computational Modeling

The D irect S im ulation Monte Carlo (DSM C) method forms the backbone o f the 

analysis o f the vapor deposition problem described in th is work. T h is  chapter is 

devoted to a description o f the DSMC method, details o f the physical modeling 

in the DSMC method, its appplica tion to  the vapor deposition problem  and the 

com putational code used fo r the simulations.

2.1 The Direct Simulation Monte Carlo method

The DSMC method [14].[17] is find ing increasing application to engineering prob­

lems in various fields. It has been extrem ely successful in extending the envelope 

o f com putational fluid mechanics by modeling non-equ ilib rium  phenomena and 

t ransition flows. The DSMC method found early applications in m odeling rarefied 

gas flows [20].[128] and shockwave structures [15],[18],[19]. Further w ork has been 

done in thermochemistry [32], spacecraft glow [78] ami radiative? emissions [42]. 

The met hod has also proved useful in modeling nozzle plumes and plum e surface* 

impingement [77], The? a b ility  o f the DSM C method to interface? w ith  the Particle 

In CVIl method [27] has enabled the modeling o f flows w ith  electrom agnetic ef­

fects and charged particle interactions. Examples include the m odeling o f electric 

propulsion dovicc?s [125] such as ion thrusters [12G], H all thrusters [79],[103],[104].

12
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and arcjets [37],[71]. The DSMC method has also been used extensively to in­

vestigate m aterials science problems. The etching processes th a t are v ita l in the 

sem iconductor industry  can be modeled using the DSMC method [54], [65]. The 

hybrid  D S M C -P IC  approach has been used for modeling the charged partic le  flows 

in plasma etch reactors [53],[64],Th is method has also been used in m odeling th in  

film  growth [48],[46], chemical vapor deposition [50],[107], directed vapor depo­

s ition  [67] and other applications in the microelectronics industry [10]. O f late, 

the DSMC method is also being used extensively to simulate flows at very small 

length scales, in applications such as m icro-electro-m cchanical-system s(M EM S) 

[96].[108].[110] and inicrochannel flows [59],[102].

The DSMC method is a particle method tha t is used to model d ilu te  gases. The 

d ilu te  gas condition can be defined by the relative magnitudes o f the mean free 

path o f the flow A, the mean molecular seperation S and the molecular diam eter d. 

Th is condition is commonly expressed as:

A »  6 »  d (2.1)

The mean free path o f a flow is defined as the average distance that the atoms, 

molec ules or particles in the flow travel before undergoing a collision w ith  another 

part icle. The large free path compared to the molecular diam eter im plies that 

b inary collisions dominate in the How. and te rtia ry  collisions arc* extrem ely rare. 

The* real atoms or molecules in a flow are modeled as com putational particles, w ith 

each particle representing a large number o f real atoms or molecules. The DSMC 

method uses the assumption tha t the time taken for a pa rtic le -partic lc  interaction 

to occur, in the form o f a collision, is negligible compared to the time taken for the 

partic le 's movement through one mean free path. The tim e step used in these sim­

ulations is also typ ica lly  smaller than the mean collision tim e for a particle. Thus,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



14

a particle 's m otion can be decoupled from the collisions i t  undergoes. The flu id  

physics are modeled through these collisions and motions, which enable equ ilib ri- 

ation and propagation o f the flowfield properties respectively. The DSM C method 

is sta tistica l in nature. The partic le properties o f mass, positions and velocities are 

averaged s ta tis tica lly  to provide macroscopic properties and to model the mass, 

momemtum and energy transport in a flow.

The DSMC method is applied to rarefied flows, often w ith  the occurence o f non­

equilibrium  phenomena and m ostly in the transition  regime between continuum  

and free molecular flows. The degree o f rarefaction o f a flow is represented by the 

Knudsen number given by:

K n  = ^  (2.2)

where L is the characteristic length o f the flow. The properties o f a pa rtic le  in a 

flow change w ith  every collision it  undergoes, which implies tha t the macroscopic 

properties o f a flow show gradients at the scale o f the mean free path. Under 

continuum conditions, the mean free path is much smaller than the characteris­

tic  length and the flow properties show smooth gradients. Continuum  flows have 

Knudsen numbers o f the order o f 10~‘{ or less and are usually modeled using fin ite  

difference schemes for a partia l d ifferential equation form ulation. As the mean free 

path becomes comparable to the characteristic length, the flow enters the trans ition  

regime where flow properties 110 longer exhib it smooth gradients. Under these con­

ditions. the differential N'avier-Stokes equations used in continuum  flu id  dynamics 

break down, as the d ifferentia l terms represent the gradients which may 110 longer 

be cont inuous. As the Knudsen number approaches unity, non-c , ‘ ' b rium  effects 

may set. in. Flows w ith  K n  >  10* are considered to lie in the free molecular range. 

The DSMC method is often useful in cases where the flow changes in nature from
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a near continuum  to  the tra ns ition  or free molecular regimes very rapid ly.

The m athem atica l fo rm ula tion  behind the DSM C m ethod is the Boltzm ann 

equation. The Boltzm ann equation for a monoatom ic gas is expressed as:

d ( n f ) t  + Uid{nf)xi  + Ftd ( n / ) iq  =  f  f  n2(f[f '2 -  f lf 2)gcrdQdU (2.3)
J — oc JO

where f ( u t, Xi, t)  is the normalized d is tr ib u tio n  function, U{ is the m olecular veloc­

ity . Ft is an external force per u n it mass, g is the re lative velocity o f the co llid ing  

partners, a  is the d ifferentia l cross section, dQ is a solid angle element, dU  is 

an element o f ve locity space, the subscripts 1 and 2 represent the two co llid ing  

part ners and the prim e denotes the post-co llis ion d is tr ib u tio n  functions. The d if­

ferentia l terms represent the transport properties and the integral term  represents 

the collisions th a t a lte r the d is tr ib u tio n  function.

The Boltzm ann equation has been analyzed using many different approaches, 

and some examples o f these are provided bv V incenti and Kruger [127]. One ap­

proach is to analyze a sim pler construct derived from  the Boltzm ann equation.

( sing th is  approach. Bhatnagar et al [12] created a collis ion model — called the 

B G K  model -  by replacing the collision integral in the Boltzm ann equation by 

a simple re laxation model. Another approach is to consider small perturbations 

o f t he d is tr ib u tio n  function in the Boltzm ann equation. The Chapm an-Enskog 

expansion uses small deviations from local transla tiona l equ ilib rium  to reduce the 

Boltzm ann equation to a linearized form. The continuum  assumptions may then 

bo applied to th is approach, where the viscous stress is proportiona l to  the rate o f 

s tra in  and the heat flux is p roportiona l to the tem perature gradient, to yield the 

fa m ilia r set o f continuum conservation equations called the Navier -Stokes equa­

tions. The th ird  approach described in reference [127] assumes a functiona l form 

o f the d is tr ib u tio n  function. T h is  approach is useful over a wide range o f physical
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parameters and is closest in sp ir it to the DSMC form ula tion .

When continuum  breakdown occurs, i t  is s t ill possible to ob ta in  the flowfield 

properties by find ing a solution to  the Boltzm ann equation. A na ly tica l solutions 

are extrem ely d ifficu lt, i f  not impossible, as the equation describes a six-dimensional 

phase space o f positions and velocities. Hence a s ta tis tica l method is an a ttrac ­

tive alternative. The DSMC method simulates the in tegra l part o f the Boltzm ann 

equation though probablistic collisional interactions between particles while the 

d iffe rentia l pa rt o f the equation is modeled through partic le  m otion. Early critics 

o f the DSM C method contended that it  provided an im p lic it solution to the B o ltz ­

mann equation, and that the randomness inherent in the DSMC method could 

lead to a d is to rtion  o f the Boltzmann equation. However, B ird showed tha t the 

DSMC m ethod can be d irectly related to the Boltzm ann equation and is entire ly 

consistent w ith  i t  [21] .

The DSMC algorithm  may be represented as follows:

1) A ll particles are moved through the com puta tiona l domain through distances 

e q u a l  to the product o f their instantaneous velocity components and the tim e step.

2) In each cell o f the domain, particles are paired w ith  one another at random.

3) The probab lity  of a collision occuring between the particles o f a collision pa ir 

are evaluated and the particle properties are replaced by the post-collis ion values.

•1) I f  sam pling is required, the particle properties in each cell are summed to 

provide a large sta tistica l sample.

The various aspects o f the a lgorithm  are explained in greater detail in the 

sect ions tha t follow.
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2.1 .1  T he com p utational particle

Real flows have an extremely large number o f atoms, molecules and constituent 

particles th a t interact w ith  one another. I t  is impossible to model each o f these 

atoms or molecules ind iv idua lly  in a numerical sim ulation. Hence the flow is mod­

eled using a number o f com putational particles, each o f which represents a large 

number o f real atoms or molecules. The properties o f these com puta tiona l pa rti­

cles model the real d is tribu tion  function over the course o f the sim ulation. The 

term  "partic le ” is used often in this dissertation. I t  must be clarified th a t this 

term  refers to the com putational un it in the DSMC sim ulation which represents 

an aggregate o f real atoms and molecules, ra ther than a physical en tity  in itself.

The com putational particles have various properties associated w ith  them. 

They are considered to be point imisses w ith  spherical potentia l fields, which en­

sures tha t collisions between particles do not have any stearic effects associated 

w ith  them. The particles are assigned molecular masses and a molecular d iam ­

eter for the calculations involved in the collision mechanics. Particles also have 

associated positions in space and velocities along three coordinate directions which 

change over t in 1 course o f the sim ulation. They also have internal energies asso­

ciated w ith  them in the form o f rotational, v ib ra tiona l and electronic modes of 

energy. The particle velocities and internal energies change only during a collision. 

The positions, and the velocities in the case o f axisym m etric flows, change during 

partic le  movement. The collisions are modeled using probabilities from kinetic the­

ory. so as to preserve the theoretical macroscopic collision rate. Collisions between 

part icles are explained in greater detail in Section 2.1.3.
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2.1 .2  P article m ovem ent

The movement, o f a particle through the com putational domain in a DSMC sim ula­

tion is independent o f its in teraction w ith  other particles. The pa rtic le  tra jectories 

are computed in each time step and the partic le  position is updated in the flow do­

main. External body forces are usually neglected in a pure DSMC sim ula tion, thus 

g iving the particles no acceleration during the ir m otion. The pa rtic le  tra jectories 

are thus stra ight lines w ith  the final position after the move given by:

■T'ticw — -t-o/d (2-4)

when' r  and V  are the position and velocity vectors o f the partic le  respectively 

and A / is the tim e step used for the move. When coupled w ith  P IC  models where 

electromagnetic fields affect charged particles, or when g rav ita tiona l fields exist, 

partic le  motion has an acceleration tha t updates the velocity as well as the position.

Equation (2.4) is applicable for the movement o f particles in the case o f one. 

two and three dimensional simulations. However axisym m etric flows are treated 

in a special wav [o l] to reduce tin* effective' dimensionality from  3 to 2. while 

s till allow ing velocities in a ll 3 dimensions to affect, the movement o f the partic le . 

Th is leads to a more complex particle motion. The two dim ensional plane o f 

the' sim ula tion represents any angular plane around the axis o f symmetry. The 

particle's le'ave the: sim ulation plane: elue to the ir azimuthal velocity and are rotate:el 

back in to  the* sim ulation plane through a transform ation o f th e ir  positions anel 

velocities. The resulting tra jec to ry  in the simulation plane is hyperbolic, w ith  the* 

axis o f sym m etry being the axis o f the hyperbola. The* sim ulations de:scribeel in 

th is study are a ll axisym m etric in nature.

Particle m otion also allows the particle to encounter boundary conditions, which
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represent inflows, outflows, walls and axes o f symmetry. A  pa rtic le  tha t crosses an 

inflow  or an ou tflow  boundary is removed from  the sim ulation. W hen a pa rtic le  

strikes a wall, i t  can either be reflected or removed from the s im ula tion  through 

the use o f a stick ing  condition. Reflections range from  being fu lly  specular to  fu lly  

diffuse in nature through the use o f a wall accommodation coefficient. In a specular 

eollison w ith  a w all, particles are reflected w ith  the angle o f incidence equalling the 

angle o f reflection. On the other hand, a diffuse reflection causes the reflected 

partic le  to have its  velocity components sampled from  an eq u ilib riu m  M axw ellian 

dist r ib u tion  function  a t the w all temperature, irrespective o f the incom ing ve locity 

o f the particle. P a rtia l accommodation leads to  a fraction o f the collisions being 

specular in nature and the remainder being diffuse. The stick ing  conditions at 

the walls are modeled though a wall sticking coefficient, which allows the walls to 

fall in the range between being perfectly reflecting and perfectly sticking. P artia l 

st icking c onditions employ a procedure s im ila r to pa rtia l accommodation, when* a 

fraction o f the particles are removed from the sim ulation.

2.1 .3  P article C ollisions

Collisions in a real flow occur at the level o f a mean free path, which is also the 

length scale for gradients in the flowfield. In order to model th is  closely, collisions 

in a DSMC s im ula tion  occur between particles tha t are separated by a distance less 

than one mean free path. Th is  is achieved by d iv id ing  the com puta tiona l domain 

in to  cells whose sizes are a fraction o f the mean free path, th is  fraction usually 

being close to 1/3. and allow ing collisions on ly between particles in the same cell. 

Due to the s ta tis tica l nature o f the DSMC method, particles in the same cell are 

paired w ith  each o ther in a random manner to  form a lis t o f possible collision pairs.
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An actual co llis ion between a pa ir o f particles is then dependent on an accept-reject

scheme.

The collisions in  the DSM C method are modeled to  match the collis ion rate pre­

d icted by k ine tic  theory. E a rly  schemes to  model the collision mechanics included 

the T im e Counter and the No T im e Counter schemes [14]. Another scheme was de­

veloped by Baganoff and M cDonald [7] to  adapt the collis ion mechanics effectively 

on vector com puter architectures. Th is scheme has been used to model collision 

probabilities in  th is  study. The p robab ility  o f collision between two particles using 

the Baganoff-McDonald scheme is given by:

_ NtNjWp^tag
*  C o U  -----

2(2  —  L o )R T re f

m i2
(2.5)

SV'(1 +  ^ )

where V, and N j are the num ber o f particles o f species i and j  respectively. <) is the 

re lative velocity o f the collision pair. // is the reduced mass o f the collision pair. 5  

is the to ta l number o f collision pairs considered in a cell in a single tim e step and 

C is the volume* o f the cell. The delta function is included to avoid counting the 

same* collision pa ir twice in a single species collision. U'/> is the partic le  weight, 

which specifies the number o f real atoms or molecules that are sim ulated by one 

com puta tiona l particle*, and A/, is the tim e step used in the s im ula tion. The collision 

cross section a  and the viscous parameter «,* are dependent on the* collision model. 

'The* parame*t.e*r u; is dependent on the force constant r/ from the inverse power law. 

which is e*xpre\sse*d in expiation (2.9). Th is  relationship is w ritte n  as:

w =  — —~r (2.0)
T) -  1

~* has a value eif zero for the hard sphere model and range’s between 0 and 0.5 for 

the* collision me>de*ls used in the DSMC simulation.

Variems collis ion models are used in DSMC sim ulations to model the collision
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mechanics. The Variable Hard Sphere (VHS) model [24], which has been used in 

th is study, treats particles as solid spheres th a t undergo isotropic scattering. The 

collis ion cross sections o f the particles are variable and are a function o f the relative 

velocity o f the co llid ing  particles.

where jj is a parameter re lating to  the coefficient o f viscosity o f the flu id . Thus, 

the collision cross section decreases for high energy collisions. The scattering angle 

in a VHS collision obc\rs a cosine d is tr ib u tio n  given by:

when* I) is t he im pact parameter in the center o f mass frame o f reference.

Another collision model called the Variable Soft Sphere (VSS) model was pro­

posed by Koura and Matsumoto [82], [83] to deal w ith  certain problems w ith  the 

VHS model. The VHS model correctly represents the repulsive intermolecular 

potentia l according to the inverse power law:

Th is leads to a collision cross section and collision rate consistent w ith  the inverse 

power law. However, the predicted diffusion coefficient in the VHS model does not 

match tha t predicted by the inverse power law. The VSS model addresses th is In- 

varying the d is tribu tion  o f the scattering angle:

Th is favors scattering at smaller deflection angles when compared to the isotropic 

VHS scattering. Various other models like the Generalized Hard Sphere (GHS) 

[72] model extend the scope o f the VHS and VSS models.

(2.7)

X =  2 cos l ( ^ ) (2 .8 )

F  = K / r " (2.9)

(2 .10)
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Collisions in the DSMC m ethod are considered in the center o f mass frame 

o f reference. Momentum and energy are conserved during a collision. The mo­

mentum conservation is achieved by keeping the velocity o f the center o f mass a 

constant during the collision. The collision energy is conserved, bu t i t  can be redis­

tribu ted  among the trans la tiona l and internal energy modes. The energy transfer 

between the internal modes is modeled phenomenologicallv to  match the macro­

scopic relaxation rates for the energy mode under consideration. In th is study, 

only inonoatomic species are considered. Thus, the only applicable mode o f inter­

nal energy is the electronic mode, and the treatm ent o f th is mode is discussed in 

Chapter 3.

Though momentum and energy are conserved in a collis ion, the angular mo­

mentum is not. This occurs because the post-collision velocities are selected at 

random while satisfying the momentum and energy conservation c rite ria . The 

non-conservation o f angular momentum in a collision has been the subject o f con- 

troversy [91]. However, it  ceases to be an issue when cells are scaled properly to 

the mean free path. In this case, the DSMC method has no d ifficu lty  in capturing 

extrem ely rotational phenomena, such as flow's w ith  vo rtie ity  [25].

Though exact tra jectories and scattering angles can be determ ined from  co lli­

sion mechanics, the DSMC method does not follow  this approach to avoid becom­

ing com puta tiona lly  intensive while sim ulating large numbers o f particles. Instead, 

the post-collision velocities o f the scattering particle are chosen s ta tis tica lly  to 

model the scattering angles and velocities predicted by the collision model. In 

th is respect, the DSMC method differs from some other pa rtic le  methods like the 

molecular dynamics method, which uses interm olecular potentia ls to compute the 

exact trajectories o f the scattering particles.
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2 .1 .4  N um erical issues

The DSMC m ethod is a s ta tis tica l method where microscopic properties o f com­

p u ta tio na l particles are changed during the s im ulation. Some form  o f averaging 

is needed to translate these microscopic properties to  the more fa m ilia r macro­

scopic properties. The macroscopic flowfield density, ve locity  and tem perature can 

he obtained from  an equ ilib rium  velocity d is tr ib u tion  function using the zeroth, 

firs t and second moments, which represent the mass, momentum and energy o f 

t he d is tr ib u tio n  function. In a DSMC sim ulation, these moments are obtained by 

sam pling and sum ming the partic le  properties in each cell over the course o f the 

s im u la tion . These sums are la te r averaged over the sample size to  provide the 

macroscopic properties. Since the macroscopic properties are a stastis tica l average; 

o f the microscopic properties, they show a certain amount o f s ta tis tica l error. Th is 

e rro r is proportional to the inverse square root o f the sample size.

e cx N ~ l/'2 (2.11)

Various studies have been performed on reducing the s ta tis tica l e rro r in the DSMC 

m ethod [47].[58]. One; issue in the s ta tis tica l averaging is tha t the macroscopic 

tem perature is obtained using an assumption of equ ilib rium , which may not hold 

in some cases. Under non-equ ilib rium , the temperature has no meaning. The 

results o f the DSM C sim ulation must be analyzed for the breakdown o f equ ilib rium , 

am i the temperature calculated under such non-equilibrium  cond itions must be 

recognized as a numerical extrapo la tion o f an equ ilib rium  concept, ra the r than a 

physical property.

However, there is no real way to avoid th is assumption, and the macroscopic flow 

properties must, be put in the proper perspective when s im ula ting  no n -e qu ilib rium
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flows w ith  the DSM C method.

DSM C sim ulations always have a transient phase where the com puta tiona l sys­

tem o f particles propagates in fo rm ation  through the com putational dom ain before 

reaching a re la tive ly  steady condition. Sampling is usually done after the transient 

phase in the case o f steady flows. Unsteady flows need shorter and more intensive 

sam pling than steady flows to capture the tim e variant nature o f these flows. In 

this case, ensemble averages may be used to reduce the s ta tis tica l error. Ensemble 

averages are generally not used for steady flows, as an extended sam pling period 

generates sta tistics tha t arc ju s t as accurate. Th is effect occurs due to  the inher­

ent randomness o f the DSMC method, which does not a llow  the s im ula tion  to be 

reversed in tim e, unlike some other methods employing d is tr ib u tio n  functions.

2.1.5 A pp lication  o f the DSM C m ethod to vapor d ep osition

The DSM C m ethod is well suited to study the vapor deposition process described 

in th is work. The vaporization o f titan ium  from the m elt occurs a t very low 

densities, which are o f the order o f l()22# /m '{. This is followed by an extrem ely 

rapid expansion o f  the flow, which is dominated by collisions. Thus huge gradients 

exist in the flow near the m elt. The expansion causes a decrease o f 3 to 4 orders o f 

m agnitude in the density. Th is can be analysed quickly through a mass balance:

(Flux.  Area)  m,./t =  (Flux.  Area) snb!itraU. (2.12)

At the m elt, the flux  is o f the order o f 102'# / m 2.v and the diam eter o f the chamber 

is approxim ate ly 0.04m. A t the substrate, the diameter o f the chamber is 0.4m. 

Thus, the flux and the density must, drop through two orders o f m agnitude at the 

substrate* due to  geometric effects alone. There is a fu rthe r decrease in density
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clue to  the increase in velocity th a t occurs during  expansion. Moreover, some o f 

the vaporized tita n iu m  may be lost due to sticking conditions on the walls, which 

contributes fu rthe r to the decrease in density. Overall, these effects could combine 

to cause a decrease in density th a t is greater than 3 orders o f magnitude. These 

low densities and the rapid expansion tha t is observed cause the flow to  fa ll in the 

transition and free molecular regimes. The nature o f the flow thus makes i t  d ifficu lt 

to model using continuum  methods, and makes the DSMC method an ideal choice 

for th is study.

2.2 MONACO - An overview

2.2.1 S tructure

M O N AC O  is a DSM C software package tha t has been developed at Cornell Uni­

versity [51]. Today, the code is capable o f perform ing DSMC sim ulations for two- 

dimensional. axisym m etric and three-dimensional flows, along w ith zero and one 

dimensional sim ulations for testing physical models. It has been designed to  run on 

a wide range o f architectures, ranging from scalar workstation architectures (SGI, 

Sun. IIP ) to parallel machines w ith  scalar architectures (IB M  SP-2) and vector su­

percomputers (C R A Y  Y -M P /C 90 ). The base code is powerful and flexib le enough 

t o be applied to a wide range o f flow situations. Also, the im plem entation philos­

ophy has catered to easy and efficient modifications o f the code for the analysis o f 

specific problems. Th is  has been achieved through an ob ject-oriented paradigm 

using the C program m ing language. A  range o f u tilities  have also been developed 

to interface w ith  M O NACO . These help evaluate macroscopic properties from sam­

pled data and also aid in grid  generation and translation o f the grid form at.
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The ob ject-orien ted paradigm allows M O NACO  to be m odular in nature. The 

various functions th a t are performed by the code have been separated in to  three 

libraries. The kernel lib ra ry  contains the heart o f the D SM C  a lgorithm  and also 

performs tasks perta in ing to coordination o f various routines and m em ory man­

agement. When the code is run on a parallel p la tform , th is  lib ra ry  also coordinates 

communication and message passing among the different processors. The geometry 

lib ra ry  contains routines tha t in itia lize  the g rid  and cell data structures. I t  also 

controls the generation o f new particles at inflow boundaries and tracks the move­

ment o f particles in the com putational domain. The lib ra ry  o f physical routines 

includes models th a t capture the actual physics o f the s im ula tion. These routines 

sort collis ion pairs, perforin the collision mechanics, a llow  transla tiona l and inter­

nal energy exchanges, handle boundary interactions and allow  chemical reactions 

t.o be modeled in the flow. The m odular nature o f the code thus allows easy manip­

u lation o f ind iv idua l routines, an example being the inclusion o f electronic energy 

in the internal energy model. T h is  is described in detail in Chapter 3.

2.2.2 M em ory m anagem ent

M O N A C O  was developed p rim a rily  w ith scalar workstation architectures in mind. 

The memory management differs considerably from tra d itio n a l DSMC implementa- 

tions. which use cross-referenced arrays of cells and particles. Instead. M O N AC O  

uses the cells as a prim ary data structure, w ith  particle data structures being as­

signed to and removed from the cell as the particles tra n s it through the cell. This 

allows the code to  make efficient use of the cache memory on workstations. Thus, 

the processor performs calculations on the data already loaded into memory while 

more da ta  is being reloaded in to  the* memory cache. Th is  form at shows significant
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advantages in performance when compared to  trad ition a l DSMC codes.

The organization o f the cell and partic le data structures necessitates dynam ic 

memory a lloca tion , as opposed to  the use o f static structures. T h is  need is reflected 

in tl*c choice o f the C program m ing language, which has a fu rth e r advantage in 

the inclusion o f architecture-specific options during com pilation o f  the code.

2.2 .3  T h e C om p u tation a l Grid

M O N A C O  allows the use o f unstructured grids in the DSMC sim ulations. U n­

structured grids have many advantages over structured grids, such as adaptation 

to complex geometries and a llow ing easy refinement o f the grid to  the scale o f the 

mean free path. The use o f unstructured grids lends itse lf well to  the localized 

data structures used in M O N AC O . The prim ary purpose o f the g rid  in the DSMC 

sim ulation is to  allocate collis ion pairs among the particles in the flow domain. 

Collisions are on ly allowed w ith in  a cell, which satisfies the physical requirements 

o f a collision occuring w ith in  one mean free path. Hence the cell da ta  s tructu re  is 

organized such tha t the cell is an independent cn ity  w ith in  the flow dom ain, w ith  

only its properties and its connectiv ity  to its neighbors being specified. Th is data 

structure' allows the entire dom ain to be represented efficiently.

The form at used for the representation o f grids in M O N AC O  was developed by 

the National G rid  Project (N G P) [122]. Th is  form at is equally applicab le to struc­

tured and unstructured meshes. In the NGP format, the nodes in a com puta tiona l 

domain are specified. The cells and the edges are defined through connectiv ity  be­

tween the consituent nodes. The NGP form at also includes boundary defin itions 

as part o f the g rid  defin ition. Th is  allows the code to handle a varie ty o f flow prob­

lems and d iffe rent boundary conditions w itho u t any recom pilation or m odifica tion
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to  its  structure.

2 .2 .4  P hysica l M odels

The physical models perta in ing  to various aspects o f the flow physics are present 

in ind iv idua l modules. T h is  enables easy replacement o r augm entation o f a physi­

cal model. M O N A C O  also allows zero-dimensional sim ulations, which are used to 

assess the effect o f various physical models on the sim ula tion. The collis ion me­

chanics employ models fo r the collision p robab ility  and the collis ion cross section. 

As described in Section 2.1.3. M O NACO  employs the Baganoff-M cDonald scheme 

to calculate the p rob a b ility  o f a collision occuring. The collision cross section is 

computed using the VHS model, w ith  the scope for easy extension to the VSS 

model. Translational energy exchange takes place through a random sam pling o f 

post-collision velocities th a t conserves the collision energy. The ro ta tiona l energy 

exchange employs a discrete rig id ro tor model developed by Boyd [29]. V ib ra tiona l 

energy exchange is performed using the Borgnakke -Larsen model for a harmonic 

oscilla tor [2S]. The mechanism o f electronic energy exchange is explained in Chap­

ter 3.
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Chapter 3 

Electronic Energy Modeling

The DSMC method, as described in  Chapter 2, is an extremely powerful too l for 

s im ula ting flows using com putational particles, each o f which represents an aggre­

gate o f molecules. In the trad itiona l DSMC method, these particles are considered 

to possess three modes o f energy - translational, ro tational and v ib ra tiona l. These 

energy modes o f a partic le  are considered to be identical to those o f the molecules 

represented by the particle. The translational energy o f a molecule is representative 

o f its velocity. The ro ta tiona l energy arises as a result o f the angular displacement 

o f its component, atoms about an axis that is fixed relative to the molecule. T in ' 

v ibra tional energy o f the molecule arises from the displacement o f the component 

atoms relative to one another. Hence the rotational and v ib ra tiona l energies arise 

only for polyatom ic species.

In add ition  to the three trad itiona l modes of energy, molecules can also undergo 

elec t ronic excita tion, where electrons in a certain atom ic (or molecular) energy level 

can be transferred to a different energy level through an excita tion process. This 

mode of energy is not usually considered in DSMC simulations. One reason for 

its exclusion from early research using the DSMC method is th a t the tem perature 

regimes o f interest were low enough to ignore electronic excitation. The reasoning 

that could have led to the exclusion o f electronic energy from these calculations 

is that the nature o f the species used may not have made excita tion a significant

29
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phenomenon. A tom ic and molecular species tha t have electronic states w ith  low 

excita tion  energies can have a significant fraction o f the popula tion w ith  electrons 

in the higher energy orb ita ls. A n analysis o f the electronic energy content o f the 

system at the temperatures o f interest, as described in Section 3.1, yields a clear 

picture as to whether electronic energy is im po rta n t in the m odeling or not. The 

consideration o f the trad ition a l three modes is sufficient to accurately model the 

flow physics in cases where exc ita tion  is negligible. In the E B -P V D  process, the 

high energy o f the electron beam causes the metal ingot to be heated to extrem ely 

high temperatures, often in excess o f 2000 K. The resulting m olten pool has atoms 

tha t vaporize o ff its surface at these high temperatures and electronic exc ita tion  

could be significant in the vaporized atoms a t these temperatures. Besides th is, the 

vaporization o f titan ium  results in a vapor comprising o f a m onoatoinic species, 

where the only applicable energy modes o f a particle are the trans la tiona l and 

electronic modes. Thus, the transfer o f energy between these modes could affect 

the simulated physics considerably when compared to  a case where on ly the trans­

la tiona l mode is modeled. I t  is thus considered im portan t to  assess the possible 

impact o f including electronic energy in the simulations, and to follow  it up by 

modeling th is mode o f energy i f  necessary.

Before proceeding further, i t  is necessary to  consider the term ino logy used in 

t his dissertation in the context o f electronic energy. An atom  or a molecule has 

many electrons present in various o rb ita l shells around the nucleus or nuclei, w ith  

t he electrons in each o rb ita l shell possessing the quantized energy corresponding 

to the o rb ita l shell. Th is is referred to as an energy state in the context o f the 

physical state o f the atom  or molecule. Each o rb ita l shell may possess energy states 

w ith  s ligh tly  different energies and degeneracies. In section 3.3, i t  is explained how
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those states are combined in to  one “super-state” fo r com puta tiona l purposes. T h is  

super-state is referred to  as an energy level in the con text o f the com putational 

partic les in the sim ulations. Electrons in the physical atom  or molecule can be 

transferred between two energy' states w ith  different energies through the process 

o f exc ita tio n  and de-excita tion. The energy-state w ith  the lowest energy is termed 

the ground state and electrons in this state can o n ly  be excited to higher energy 

states. The ground state is thus used as a reference fo r the energies o f the higher 

states. The exc ita tion  energy' to an energy state is hence num erically equal to  the 

electron ic energy' content o f tha t state. By this de fin ition , the electronic energy' o f 

( he ground state is zero. Some o f these points are discussed in greater detail la te r 

in th is  chapter.

In th is chapter, we firs t make a case for the inclusion o f electronic energy in 

t he vapor deposition modeling o f titan ium . This is done by considering the rel­

ative m agnitudes o f the translational and electronic modes and by considering a 

sirrip lirst.it: calcu la tion o f expansion of a titan iu m  vapor w ith  these energy modes. 

Th is is followed by the details o f the selection o f energy levels for inclusion in the 

D SM C  s im ula tion  and the com putational model for collis ional electronic energy 

exchange in the DSMC method. Finally, the concept o f the electronic tem pera­

ture is introduced as a too l to analyze the im portance o f electronic energy in the 

s im ulations.

3.1 Quantifying the effect of electronic energy

Evaporation processes in to  low pressures, such as the vaporization o f tita n ium  from  

the m o lten pool, are norm ally  characterized by rap id  expansion from the vapor
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source. The tem perature o f the gas in such expansions falls rapidly, thus leading 

to a large varia tion in  the temperature across the domain. In  order to consider the 

inclusion o f electronic energy in the DSMC simulations, i t  is necessary to  evaluate 

the fraction of the flow energy present in the electronic mode over the tem perature 

range o f interest. F igure 3.1 shows a comparison between the average transla tiona l 

and electronic energy per partic le  o f tita n iu m  in an ambient tem perature range 

o f 10 - 3000 K. The translational energy o f the particle varies as (3 /2 ) k s T ,  from 

kinetic theory.

A t equilibrium , the electronic energy o f a particle can be analyzed using the 

Boltzm ann d is tribu tion :

J

where .'V, and .'V are the number o f particles, or the population, o f electronic level 

j and the whole system respectively. The degeneracy of level j  is represented by 

(jj and its excita tion energy, or electronic energy content, is represented by e,. 

Th is  equation specifies the fractiona l population o f each energy level in a system 

o f particles in equ ilib rium  at a tem perature T  and thus provides a measure o f the 

excita tion o f this system. The to ta l energy content o f th is system o f N  particles 

in equilib rium  is thus where is the energy content o f each level.

The average electronic energy per particle is thus given by VVhen the

electronic energy o f titan ium  atoms is expressed in units o f temperature, the first 

four energy levels lie at values o f 0. 244.79. 550.Go and 9012.17 I< above the ground 

state (Table 3.1). These values are obtained from an analysis o f the experim enta lly 

measured excita tion energies o f titan ium , as explained la ter in this chapter.

The- low excita tion energies o f the firs t three levels cause a rapid excita tion to 

t hese levels at low temperatures. In Figure 3.1, this explains the rapid increase*
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Figaro 3.1. Average energy o f a particle in the translational and electronic modes

in the electronic energy in the low temperature range (0 - 500 K ). The higher 

levels have very small population fractions in this range, as a very small fraction 

o f particles have energies high enough to excite electrons to these higher levels. 

A t higher temperatures, excitation occurs more easily to the higher levels. Since 

the excita tion to the higher levels occurs from the lower levels, the populations 

o f the ground and the first two excited states drop accordingly (F igure 3.2), thus 

increasing the electronic energy content o f the system. Thus the average electronic 

energy increases rapid ly at temperatures above 2000 K.

The ra tio  o f the electronic to the translational energy o f a partic le is significant 

(>  15 %) in the high temperature range, which is characteristic o f the region 

above the m elt surface. A t a source temperature o f 2500 K. a sim ulation tha t 

considers both translational and electronic energy w ill have 21% more energy than
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a corresponding sim ulation tha t considers only transla tiona l energy. A t the lower 

temperatures (<  500 K ), the ra tio  o f  the electronic to the trans la tiona l energy 

is as high as 35 %. T h is  low tem perature range is characteristic o f a large part 

o f the flow domain, as the flow undergoes rap id  expansion. The extra  energy 

considered in a sim ulation w ith  electronic energy could make a difference to the 

expansion o f the vapor. Besides th is , the high ra tios throughout the flow domain 

indicate th a t the transfer o f energy between the electronic and trans la tiona l modes 

may be significant. Such a transfer o f energy could affect the flow s ign ificantly  by 

causing an increase in the macroscopic flow velocity and a change in the flux  to  the 

substrate, which is o f p rim ary im portance in th is  study. Thus, the consideration 

o f t he electronic mode o f energy in the DSMC method could be crucia l for the 

acc urate modeling o f the flow.

3.2 Theoretical Analysis

L’sing the principle o f energy conservation, i t  is possible to  make an estimate* o f 

the change in flow properties when electronic energy is considered. T h is  is done 

by considering the expansion o f a vapor from the surface o f the melt, where it  has 

zero moan velocity. For s im plic ity , the vapor is allowed to expand u n til i t  atta ins a 

t emperature o f 0 K. which corresponds to perfect (or to ta l) isentropic expansion. 

Hence* the energy o f the vapor a t the melt surface is converted com pletely into 

kinetic- energy. In this analysis, the tem perature o f the melt is taken to  be 2500 K 

and the* molecular weight o f tita n iu m  is 47.9 kg /km o l. When electronic energy is 

not considered, the energy balance can be w ritte n  as:

C nT0 = C[>T +  y  (3.2)

with permission of the copyright owner. Further reproduction prohibited without permission.



35

where Cp is taken in units o f J /k g -K . When the vapor is expanded to  a tem perature 

o f 0 K , this reduces to :

V m a x  = \j2CpTo  (3-3)

S ubstitu ting  the above values, the m axim um attainable velocity o f the vapor w ith ­

out consideration o f electronic energy is calculated to  be 1473 m /s.

When electronic energy is considered, the energy equation can be w ritte n  as:

2
CpTo +  (E E ) Tq =  C p T  + (E E ) t  + j  (3.4)

Since the atoms are com pletely de-excited at 0 K. the electronic energy content a t 

th is temperature. ( E E ) p - 0 - is zero. The maximum a tta inab le  velocity in this case 

reduces to:

>'inax =  \J- {CpT0 + (EE)To) (3.5)

From Figure 3.1. the ra tio  o f the electronic energy to  the transla tiona l energy 

at. 2500 K is calculated to  be 0.21. Using this in Equation (3.5), the maxim um  

atta inable velocity is calculated to be 1620 m/s.

Thus the m axim um  a tta inab le  velocity is seen to increase by nearly 150 m /s  

when electronic energy is considered, representing an increase o f 10 % over the 

value when on ly  transla tiona l energy is considered. Th is  difference is extrem ely 

im portan t to resolve in the flow domain.

Th is analysis provides an idea o f the change in flow velocity when electronic 

energy is included and excluded, under isentropic conditions. T h is  behavior is 

un like ly to be true in the real flow due to  various non-equilibrium  effects and the 

varia tion in the temperature across the source. However, this can be used to ob ta in  

an est imate o f the effect o f inclusion of electronic energy, for subsequent comparison 

w ith  the sim ulations.
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Based on this analysis and the discussion in Section 3.1, i t  is concluded th a t 

the inclusion o f electronic energy may affect the simulations significantly. I t  is 

thus im po rtan t to obtain a com putational model for the inclusion o f electronic 

energy in the DSMC sim ulation. The details o f th is  model are explained in  de ta il 

in Section 3.4.

3.3 Selection of energy levels

In order to accurately model the electronic energy o f an atom in the sim ulation, 

it  is necessary to input an accurate representation o f its electronic states to  the 

sim ula tion. The data for the electronic states o f an atom arc available in lite ra tu re  

in the form  o f spectroscopic measurements. The spectroscopic data for tita n iu m  

are presented in references [94] and [120], w ith  the energy levels being measured by 

the number o f spectroscopic lines per un it measure o f length. These are converted 

to energy levels through a simple conversion factor o f 80C5.479 crri~l / e V , or 1.4387 

I \ / r rn ~ l for c la rity  of comparison. The data is presented as energy states grouped 

by elect ronic configuration, w ith  each energy state having an associated to ta l an­

gular momentum quantum number J . The various energy states corresponding 

to a given electronic configuration can have very comparable energies. Hence, an 

approxim ation is carried out by averaging the energies o f all the states to yie ld  

the exc ita tion  energy to tha t o rb ita l shell configuration. The degeneracy o f th is  

configuration is obtained by summing the degeneracies o f each state contained in 

it. when* the degeneracy o f each state is given by:

g = 2 J + \  (3.G)
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This reduced representation o f the excited states o f the atom may thus be trans­

lated to the com putational model, w ith  each com putational electronic level corre­

sponding to  a reduced orb ita l shell configuration. The energy o f the com puta tiona l 

level equals the excita tion energy corresponding to  the reduced configuration. The 

degeneracy o f the com putational level equals the sum o f all the degeneracies tha t 

contribu te to  the reduced configuration. This is done to conserve the to ta l number 

(jf states in the physical atom.

The selection o f energy levels depends on two crite ria  — the populations o f the 

energy levels and the electronic energy contained in each energy level. T h is  can 

be analyzed using Equation 3.1, to yield the equ ilib rium  d is tribu tion  o f particles 

over the energy levels at various ambient temperatures. When the equ ilib rium  

d is tribu tions are plotted on a semi-log scale o f the average population o f the energy 

states in a level ( )  vs the energy o f the levels, they yield stra ight lines. The 

slopes o f the d is tribu tion  lines are inversely proportiona l to the tem peratures o f 

the d istribu tions. The equilibrium  d is tribu tions must be analyzed at temperatures 

that cover the range found in the flow field. Th is  provides an idea o f the levels o f 

excita tion tha t can be expected at different points in the flow field.

Since a DSMC simulation is statistica l in nature, the error associated w ith  

sam pling is proportional to the inverse square root o f the population. Also, the 

chance that a level inay be sampled at any given tim e is inversely p roportiona l 

to its fractiona l excitation (or fractional popula tion). For example, a sim ula tion 

may have 10° particles at any time, w ith  each partic le  having an average residence 

tim e o f 100 tim e steps. I f  we have a sampling period of 10000 tim e steps, there 

would be to ta l o f 10fi x 10000/100, or 108, ind iv idua l sampled particles. Thus if  

an electronic level had a fractional population o f 10-8 , one m ight expect to see
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Figure* 3.2. Boltzmann d is tr ib u tio n  of titan ium  at various tem peratures

one particle excited to th is  level among the sampled data. Tin* e rro r associated 

w ith  t he sam pling of th is  level is large and the resolution may in general be coarse 

for the higher energy levels w ith  low fractional populations. Thus, the analysis 

o f the fractiona l populations o f the energy levels. as predicted by the Boltzm ann 

d is tr ib u tio n  (Eq. 3.1) provides an idea as to which levels may be included in a 

s im ulation in a s ta tis tica lly  significant manner.

A lthough the analysis o f the fractional population o f art energy level offers 

a good yardstick for its consideration, its energy plays an im p o rta n t role too. 

Some high energy levels w ith  high excita tion energies a n d /o r h igh degeneracies 

may contain a significant fraction o f the tota l energy o f the system , despite the ir 

low fractiona l populations. In order to correctly represent the energy d is tr ib u tio n  

across various levels, it  is thus necessary to consider the electronic energy content
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F i l l in '  3.3. E lectronic energy content in the Boltzmann d is tr ib u tio n  o f tita n iu m  
at various temperatures

o f each level in addition to the fractional population. The electronic energy content 

in th is  case is s im ply the product o f the population of the level and its  excita tion 

energy.

The reduced representation o f the electronic levels o f tita n iu m  are listed in 

Table 3.1. From (Eq. 3.1). the fraction o f atoms in any energy level depends on 

tin ' temperature, the energy and tin? degeneracy of the level. The am bient flow 

tem perature o f the system under consideration is low compared to the excita tion 

energy o f the higher energy levels, which are in excess o f 10000 A" in units o f 

tem perature. The temperature a t the molten pool of titan ium , which serves as an 

in flow  to the sim ulation, varies between 2700 and 3000 I\. Since the t ita n iu m  vapor 

undergoes expansion, the tem perature in the flow domain is always lower than the 

in flow  temperature. The populations o f the higher energy levels fa ll exponentia lly.
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Table 3.1. The firs t 16 reduced energy levels o f tita n iu m

Energy Level Energy (K ) Degeneracy

1 0.00 5

2 244.79 7

3 556.Go 9

4 9612.170 35

5 10439.89 5

G 12245.2G 9

7 1G7G1.80 21

S 1743G.53 9

9 202G4.21 15

10 21815.48 27

11 23218.71 45

12 24444.45 35

13 25100.0G 15

14 25996.48 9

15 2G077.22 33

10 2G313.02 9
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This provides a rough estimate o f the number o f levels th a t need to be included 

in the analysis. In the case o f the problem considered. 16 levels o f tita n iu m  are 

taken in to  consideration, as listed in Table 3.1. The energy o f the firs t level (the 

ground state) is zero by the convention used, while the highest level considered is 

on the order o f 35000 K . The Boltzmann d is tribu tion  fo r these 16 levels is then 

calculated at equilibrium  temperatures o f 1000. 2000. 3000 and 5000 K. This is 

done to get a fa irly  complete picture o f the d istributions at different temperatures 

tha t could be present in the flow. The d istributions o f the population fractions 

(Fig. 3.2) and the energy content o f each level (Fig. 3.3) are plotted against the 

excita tion energy of each level. The plots are then analyzed to select the energy 

levels to be included in the sim ulation. The population and energy d istribu tions at 

an equilib rium  temperature o f 5000 K are considered conservatively as this value 

is a l it t le  higher than the expected upper bound o f the range o f temperature in the 

sim ulation. From Fig. 3.2. the population fraction o f the seventh energy level is 

o n  the order o f 10~{. which can be resoived accurately by sampling a large enough 

number o f particles. Th is level also has a larger degeneracy than its neighboring 

levels, which causes it  to contain a larger fraction o f the energy. The fraction o f 

the to ta l energy in the higher energy levels at this tem perature is assumed to be 

negligible. Hence the first 7 levels are considered for the simulation.

3.4 Computational model

Every particle in the sim ulation is assigned a number o f flow properties, including 

the velocities along the three axes and the electronic level. The electronic levels o f 

a particle are quantized and are assigned as a property o f the particle. The energy
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and the degeneracy o f the partic le 's  electronic level are thus im p lic it ly  defined using 

an in p u t data file for these properties. When a particle undergoes a tra ns ition  in its 

electronic level, its  associated electronic energy is changed im p lic it ly  by a change 

in its  electronic level property. However, the energy is e xp lic itly  used fo r collisions 

o f the particle w ith  other particles or walls.

3 .4 .1  A ssum ptions

E lectronic excitation is a phenomenon tha t has been investigated extensively. How­

ever. considerable am bigu ity exists regarding various physical parameters involv­

ing electronic excita tion and collisions between particles in various excited states. 

These parameters have not been measured for all systems. The electronic energy 

model used in this work employs a few s im plify ing  assumptions to  clearly define 

the scope of electronic exc ita tion  and electronic energy transfer du ring  collisions.

F irs t, the underlying princ ip le  behind tint excitation o f particles is considered to 

be purely a process o f local therm al cqu ilib ria tion  in accordance to the Boltzmann 

d is tr ib u tio n  (Eq. 3.1). E labora ting  on this, whenever a particle is assigned an 

e n e r g y  level, this property is obtained based on probabilities predicted by the 

Boltzm ann d is tribu tion  alone. There is no con tribu tion  to this process from any 

o t h e r  factors. By this assumption, excita tion from photons is effectively ignored 

in the sim ulation, as is the exc ita tion  caused by the electron beam used for the 

vaporizat ion process. This is true  o f the excitation of particles generated through 

am bient or inflow conditions. Another phenomenon th a t is not considered is the 

spontaneous de-excita tion o f particles or energy loss through photons em itted by 

the particles undergoing de-excita tion . Many excited states decay rapid ly, w ith  

lifetim es o f the order o f 1 0 "12 to  1()~K seconds. On the other hand, metastable
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states o f  an element have longer lifetimes, which are o f the order o f 10-3 seconds 

or higher [73]. The electronic levels considered are metastable states o f titan ium . 

Since the tim e step fo r movement and collisions used in  the DSM C sim ulation is o f 

the order o f 10-7 seconds, the decaying o f the excited states may be ignored in this 

tim e in terval. Th is is consistent w ith  the assumption allow ing on ly  the Boltzmann 

d is tr ib u tio n  to  contro l the excita tion o f particles in the flow domain.

One parameter th a t is im portant in the collision mechanics calculations is the 

collision cross section. Th is parameter affects the p roba b ility  o f collis ion on the 

whole, and thus the energy exchanged between a ll energy modes o f the p a rti­

cle. The* current lite ra tu re  does not throw  any ligh t on the relations between the 

collision cross section o f the ground state and those o f various excited states o f 

titan ium  atoms. Hence an assumption is made regarding this relationship. The 

collision cross sections o f particles in any excited level is assumed to be the same 

as the ground state cross section. The hard sphere diam eter o f the titan ium  atom 

is taken to be 4 A, which is very close to tha t o f argon. This value? is considered 

as the m olecular weights o f titan ium  and argon are very sim ilar.

An analysis o f the Saha equation (Eq. 3.7) leads to  an assumption regarding the

ionization in the flow domain. The Saha equation predicts the ion iza tion fraction

of a syst em at a certa in temperature. Th is equation is represented as:

— =  2.4 x (3.7)
n 7i,

where n, and n are the number densities o f the ionized species and the to ta l system. 

The ion iza tion energy is represented by U,. Assuming tha t nt <§; n. th is  equation 

simplifies to:

n, = [‘2.4 x lOn n T :i/2c r lJ'/l<”Ty /2 (3.S)
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For tita n iu m , the ion ization potentia l is 6.83eV,  which translates to  79228K . Tak­

ing approxim ate values o f n  and T  at the m elt surface as 1 x  1023# / m 3 and 2000/v 

respectively, we get:

n, =  1.16 x  1016# / 'm 3 =  1.16 x  10_5% (3.9)

Taking the values o f n  and T a t the substrate as 5 x  1018# / m 3 and 200/^ respec­

tively. we get:

nt = 1.4G x 1013# / m 3 =  2.92 x 10_4% (3.10)

These ion ization fractions are extremely low and are lower than the fractional 

exc ita tion  o f many o f the energy levels from  Table 3.1 th a t are not considered in the 

sim ula tion. Th is is entire ly understandable as the highest energy level considered 

in Table 3.1 has an energy o f approxim ately 35000A' while the ion iza tion potentia l 

is much higher. Thus, the ambient temperatures are too low to allow any of the 

electrons in the titan ium  atom to gain sufficient energy to escape from  the ir orb its 

around the nucleus. On the basis o f th is analysis, i t  is assumed th a t ionization 

does not play any role in the flow physics in this case.

3.4 .2  A m bient and inflow conditions

A partic le can be introduced into a DSMC simulation in two ways. It can either be 

generated in the flow domain as a part o f the ambient flu id  or it can be generat ed at 

the inflow plane during the course of the simulation. In either case, the electronic 

level is assigned to the particle in the same wav. When a partic le  is introduced 

int o t he sim ula tion, it  is assumed to be a part o f an equ ilib rium  d is tr ib u tio n  at the 

relevant tem perature o f the ambient or inflow condition. The p a rtit io n  function 

(given by the denom inator o f the Boltzmann relation) is calculated for th is tem-
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Table 3.2. Example o f cumulative probabilities for electronic levels

Energy Level 0 1 2 3 4

P robab ility 0.1 0.3 0.2 0.3 0.1

Cum ulative probab ility 0.1 0.4 0.6 0.9 1.0

perature and the value is stored, as it  is a constant for the relevant flow condition. 

Further, the p robab ility  o f occupation o f every energy level is calculated. Th is 

is then converted to  a cum ulative p robab ility  table for each level j  by summing 

the probabilities for levels 0 to  j. For greater c larity, an illus tra tive  example is 

presented in Table 3.2.

Next, a random number is generated and is checked against the table o f cumu­

la tive probabilities to set? which range it  falls into. The energy level corresponding 

to that, range is thus chosen and assigned as a particle property.

3.4 .3  W all collisions

Once a partic le  has been introduced into the sim ulation w ith  an assigned electronic 

level and other flow properties, it  can change its properties only through collisions. 

Then* are two kinds o f collisions that a partic le can undergo — wall collisions and 

part.iclo-particle collisions. Collisions between particles are described in detail in 

Sect ion 3.4.4.

When a partic le collides w ith  a wall, it  may be reflected specularly o r diffusely. 

Each wall has an accommodation coefficient in the range 0-1. tha t determines i f  

the reflection o f the wall is specular or diffuse. In the case o f a specular reflection,
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the electronic energy o f the partic le is unchanged after reflection. In  the case o f 

a partic le  reflecting diffusely o ff a wall, the electronic mode o f energy is assumed 

to  equilibra te a t the wall temperature. Hence the electronic levels can be assigned 

using exactly the same procedure used in the in itia liza tio n  o f particles a t the inflow  

or in an ambient condition. The electronic levels are assigned using the Boltzm ann 

d is tr ib u tio n  at the wall temperature. Once the new level o f the partic le is assigned, 

the net energy transfer to the wall is calculated. The walls in the s im u la tion  can 

have a sticking coefficient in the range 0-1, which represents the p ro ba b ility  o f a 

partic le  sticking to  the wall upon collision. When a partic le  sticks to  the wall, it  

is removed from the sim ulation and the energy o f the partic le  is added to  the heat 

flux to the wall.

3.4 .4  C ollisional electronic energy exchange m odel

The Borgnakke Larsen scheme [28] is a w idely used approach for DSM C modeling 

o f collisional transfer o f energy between different modes. D uring every collision, the 

particles are assumed to be in local therm odynam ic equilib rium  and the partic le 

properties are altered according to the probabilities from the appropria te B o ltz­

mann d is tr ib u tio n . The scheme employed here uses quantized energy levels to 

describe the electronic mode and follows the work o f Bergcinann and Boyd [11] 

on the quantized harmonic oscilla tor model o f v ib ra tiona l energy exchange. O ther 

approaches include the work done1 by Anderson et al [3], when* a method was 

developed for trea ting  electronic and electronic translational energy transfer.

The first step in generating an energy dependent p robab ility  is to  convert the 

discrete Boltzm ann d is tr ibu tio n  to a continuous one. Th is  is achieved using the
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D irac Delta function. The Boltzm ann re la tion can then be expressed as:

fc oc gJc{- t'"’/kBT)S{e,: -  ceJ) (3.11)

D uring  a collision, energy may be exchanged between the electronic mode o f the 

co llid ing  atoms, and the trans la tiona l collis ion energy. The transla tiona l collision 

energy is weighted by the collis ion selection procedure, which in tu rn  relies on the 

form  o f the intcrm olccular po tentia l. Using the Variable Hard Sphere model o f B ird  

[24]. the collision-weighted equ ilib rium  probab ility  d is tr ib u tio n  for the transla tiona l 

energy o f the pair o f particles is:

/ ,  oc c[3/2~w>e ( - " / * i iT )  ( 3 4 2 )

The p robab ility  d is tr ibu tion  o f the to ta l energy is the product o f the translational

and electronic probab ility  d is tribu tions .

fc =  f t . f r  ( 3 4 3 )

N oting t hat, the collision energy is the sum o f the ind iv idua l modes o f energy :

ec = f t + f r (344)

Using Equations 3.11. 3.12 and 3.14 in  Ecpiation 3.13. we get:

fr  *  <Jj(<r -  * , ) ( ; $ / 2 - ’ ) C ( - " / " » 7 ) ^ ( ^ -  -  ' r . j )  ( 3 4 5 )

For any particu lar collision, the tem perature is taken to be constant for the dis­

tr ib u tio n  and hence the exponential term  is a constant. The degeneracies o f the 

levels act as a weighting function in the d is tribu tion . The easiest way to make 

the d is tr ib u tion  dependent on on ly one variable; — the electronic energy is to 

consider the weighting separately. Hence the degeneracies o f the energy levels are
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taken in to account ju s t before the acceptance-rejection procedure ancl a p robab ility  

d is tr ib u tio n  can be defined based on ly on the electronic energy:

Analyzing th is, the magnitude o f the p robab ility  depends only on the term  (ec — 

which is a m onotonically decreasing function of c,. for the usual values 

o f u:. Hence the p robab ility  is maxim um when the particle is in its  ground level. 

Taking J =  0, this m axim um  value is given by:

Referring to th is  value o f p robab ility  as P,naT and normalizing. (Eq. 3.16) reduces 

to:

Th is continuous d is tr ibu tion  can then be converted easily to a discrete one by 

combining the delta function and the magnitude o f the probability:

The1 maxim um  permissible energy level is then determined by the truncation  o f 

the collision energy. The degeneracies are accounted for by selecting a state ran­

dom ly from the to ta l number o f states included in the permissible energy levels. 

Th is provides the weighting tha t is required in the electronic energy d is tr ib u tio n  

function. To achieve th is, the number o f allowed states for trans ition  has to  I k * 

calculated for the truncated collision energy. This is available from the number o f 

allowed states stored for each electronic level during in itia liza tion . The values are 

sim plv the cum ulative sums of the degeneracies for a ll levels up to  the level under 

consideration. An example is presented in Table 3.3 for better c la rity :

(3.16)

m a x (3.17)

max
(3.18)

(3.19)
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Table* 3.3. Example o f cum ulative sum o f degeneracies, as used in  the m odeling

Energy Level 0 1 2 3 4

Degeneracy 1 3 2 1 2

Allowed states 1 4 6 7 9

Since* the maximum level for transition is known, the values o f the allowed 

states can be normalized by the number o f allowed states for the m axim um level. 

This provides a range between 0 and 1 which is sp lit in to  intervals corresponding to 

allowed levels. The w id th  o f the interval is d irectly dependent on the degeneracy 

o f the corresponding level. Thus a random number is generated in the range 

[0.1] and the level corresponding to the chosen interval is selected for trans ition . 

The acceptance-rejection procedure is then applied to the selected state using the 

normalized probability  obtained from (Eq. 3.19).

W hen a collision occurs, the particles are considered one at a tim e and the ir 

electronic transitions arc* handled sequentially. The; first in teraction considers the 

sum o f the translational co llis ion energy o f the pair and the electronic energy o f the 

first particle. As a result o f th is  first interaction, the transla tiona l collision energy 

w ill change if  the electronic energy o f the first partic le is changed. This updated 

value* o f the* translational energy is then used together w ith  the electronic energy 

o f the* second particle to determ ine the second interaction. For each interaction, 

the* maximum permissible level for electronic: transition is com puted based on the* 

to ta l collision energy and a candidate post-collision energy is selected s ta tis tica lly . 

The acceptance-rejection procedure is applied to the p robab ility  o f electronic tra n ­
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sit ion for the selected level. I f  the trans ition  is accepted, the collis ion energy is 

changed appropriately, tak ing  in to  account the difference in the pre-collis ion and 

post-collision electronic energy o f the firs t partic le. A s im ila r process is applied to 

the second particle. The resu lting  trans la tiona l collision energy is then used for 

transla tiona l energy exchange. I t  may be noted tha t throughout these procedures, 

the to ta l energy in  the collis ion is conserved.

3.5 Electronic tem perature

One im portant aspect o f m odeling electronic energy in the DSMC sim u la tion  is 

to provide a means to quan tify  its effect on the flow-field in a manner s im ila r to 

other flow properties. Besides this, it  is also im portan t to  compare the electronic 

and translational energy in the sim ulation in order to determine the mechanics o f 

energy transfer between the two modes. In the DSMC sim ulation, the trans la tiona l 

energy is represented by means o f the trans la tiona l temperature. Hence, an elegant 

solut ion to quantify electronic energy is to  represent it  using a tem pera tu re -like  

construct. This has the added advantage, as mentioned at the end o f th is section, 

o f being an easy quan tity  to  calculate from  experimental measurements.

The macroscopic concept o f tem perature can be obtained from a microscopic 

v iewpoint only when the system under consideration is in equilib rium . For ex­

ample. the translational tem perature o f a gas is a measure of the spread o f the 

M axwellian d is tr ibu tio n  o f velocities, and the Maxwellian d is tr ibu tion  exists on ly  

in a system in equ ilib rium . However, the system may be in non-equilibrium  in many 

cases, which makes the resolution of many macroscopic flow properties impossible. 

An engineering assumption o f equ ilib rium  is often made in DSMC sim ula tions to
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resolve? these properties, and a s im ila r assumption is made in the case o f e lectronic 

tem perature.

For a system under equ ilib rium  at an ambient temperature, the d is tr ib u tio n  o f 

particles in various electronic levels follows the Boltzmann d is tr ib u tio n  (Eq. 3.1) 

at th a t tem perature. Using the assumption o f equilibrium , the Boltzm ann d is tr i­

bu tion can then be used to provide a defin ition for electronic tem perature. In  the 

sim ulations, i t  is possible to calculate the fractional excitation to various electronic 

levels a t any po in t in the flowfield. I f  we consider a hypothetical system in equ ilib ­

rium  at some tem perature, it  is again possible to calculate the fractiona l excita tions 

to various levels in th is theoretical system. I f  these fractional excitations in  the 

theoretical system can be matched to the ir corresponding sim ulated values, then 

the local flowfield in the sim ulations may be considered to be represented by the 

theoretical system. In this case, the local electronic tem perature o f the flow field 

is the ambient tem perature o f the theoretical equilibrium  system. The electronic 

tem perature o f a simulated system is thus defined to be the value o f the am bient 

tem perature o f an equivalent, system in equilib rium  tha t produces the same frac­

tional excita tion to various electronic levels as those calculated in the sim ulated 

syst em.

In order to obta in  an analytica l expression for electronic tem perature, i t  is 

necessary to take some' sta tis tica l issues into consideration. The Boltzm ann dis­

tr ib u tio n  predicts that the fractiona l excita tion o f electronic states decays expo­

nentia lly  w ith  the energy o f the state. This is represented by a s tra igh t line w ith  

n e g a t i v e  slope when the fractional excita tion is plotted on a semi-log scale against 

the energy o f the state, as seen in Figure 3.4. The simulated system undergoes 

s ta tis tica l fluctuations as well as deviations from equilibrium . Under these con-
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Theory Simulation

In

Figure 3.4. Examples o f theoretical and simulated population level d is tributions
o f titan ium

ditions. a corresponding p lo t o f the fractional excita tion o f the simulated system 

may not fa ll on a s tra igh t line (Fig. 3.4). This makes it d ifficu lt to compare i t  to 

a theoretical d is tr ib u tio n , as suggested in the defin ition o f electronic temperature. 

It may be observed th a t the fractional excita tion o f the ground state is always the 

highest among the energy states, and th a t o f the first excited state is lower than 

onlv this value. Hence, these two states are likely to be the most populated states 

in the s ta tis tica l flowfield, thus making them the most accurate states statistica lly. 

Hence a stra ight line on the semi-log plot tha t includes the ground state and the 

first, excited state may be considered for comparison w ith  the theoretical system, 

as seen in Figure 3.4.

Considering the fractiona l excitation o f the ground state by substitu ting j  — 0 

in the Boltzm ann d is tr ib u tio n  (Eq. 3.1), we get:

S im ilarly, an expression may be obtained for the fractional excita tion o f the first

(3.20)

j
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excited state:
Ni g\e tl/ kBT

(3-21)

i
D iv id ing  Equation 3.20 by Equation 3.21, we get:

N ° 9oe(l /kBT 
N i gi

as e0 is zero by defin ition . This expression then simplifies to:

(3.22)

(3.23)

This defin ition o f electronic temperature is extremely sensitive to  the populations

the denom inator. Thus extensive sam pling of these two electronic levels needs to 

carried out in the s im ulation.

This de fin ition  o f an electronic temperature is a very useful too l to  compare 

the relative amounts o f translational and electronic energy. However, i t  has its 

lim ita t ions due to the m athem atical sensitiv ity and the assumption o f equ ilib rium . 

Thus this defin ition is more o f a tool for qualita tive comparison than a quan tita tive  

one. It is also extremely useful for comparison w ith  the laser absorption da ta from 

the experimental fa c ility  where the measured fractiona l excita tions o f the ground 

and first, excited electronic levels allow the electronic tem perature to be calculated 

in the same manner.

o f the ground level and the first excited level due to the loga rithm ic  factor in
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Chapter 4 

Titanium Vapor Deposition Simulations

T iie  numerical sim ulations o f the Experim enta l Test Facility  (E T F ) constitu te  the 

com puta tiona l part o f a jo in t effort w ith  Lawrence Livermore N ational Labora to ­

ries to study the process o f vapor deposition. The com putational work addresses 

various aspects o f modeling the physical system. A prim ary area o f focus was on 

the im portance o f electronic energy on the simulations. The firs t set o f results 

presented in th is chapter de ta il the comparisons between sim ulations where elec- 

tron ic  cuiergy is included among and excluded from the energy modes o f a partic le . 

The next section describes the phenomenon o f backscattering o f particles in to  the 

melt., and the importance o f its m odeling for accurate com putational results. Fur­

ther comparisons are made between com puta tiona lly  calculated and experim enta lly  

measured deposition profiles in order to  lin k  the com putational and experim enta l 

aspects o f the study. F inally, sens itiv ity  analyses are performed on certain physical 

parameters used in the model to validate the assumption made in the ir regard.

4.1 Inflow profiles

The numerical simulations are carried ou t using a DSMC code called M O N A C O  

[51]. which is discussed in Section 2.2. The simulations are performed on a R4400 

processor and involve more than 200,000 particles, using a grid (F igure 4.1) w ith
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w0 0.1 0.2 0.3 0.4
Symmetry line

Figure 4.1. G rid  used in simulations o f the How domain. A ll dimensions in m 

nearly 2000 cells.

The flow domain is modeled using a refined, unstructured, triangu la ted grid , 

shown in Fig. 4.1. The mesh is generated using an a lgorithm  called the Advancing 

Front Method (A F M ) [95].[87],[109]. The cells in the g rid  arc scaled to the order 

o f t he local mean free path o f particles. The vaporization from the m olten pool is 

modeled through m ultip le  inflow  conditions, as described later in th is  section.

In the real system, the vaporization o f titan ium  atoms does not occur a t a 

un iform  rate across the surface o f the molten pool. The evaporation profiles were 

obtained through a com putational model developed at LL N L . in co llaboration w ith  

the University o f Washington [40]. This model used fin ite  element methodology 

to model the evaporation from the molten pool. The modeling used a deformable 

mesh to determine the shape o f the pool surface and the transport phenomena 

occurring w ith in  the melt. The results from  this study were used as inpu t to the
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Figure 4.2. Inflow profiles o f the temperature, flux and surface used in the DSMC 
sim ulation

DSMC sim ulations described in this chapter. The temperature and flux d is tr ib u ­

tions across the m elt surface, as well as the profile o f the surface, are shown in 

Fig. 4.2.

The electron beam traverses the surface o f the ingot in a c ircu la r path at a 

distance' o f 2.33 cm from the axis. This causes intense heating of the m ateria l a t 

this po int, as shown by the peak in the temperature profile. Various transport 

phenomena occur w ith in  the molten pool. The heat transfer w ith in  the liqu id  

metal, p rim a rily  due to radiation and convection, creates the temperature profile 

shown. In the case o f evaporating sources, the specific evaporation rate can be 

expressed [118] as function o f temperature:

a„ =  o.4.4 x 10_4/v , ( j r )  1 v~K^  (4.1)

where is the specific evaporation rate in </c7n_2.s_i, a  is the evaporation coef­

ficient. M  is the molecular weight o f the cvaporant, T„ is the source temperature

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



o f the evaporant in degrees Kelv in. Ki  and /v2 are m atte r constants tha t define 

the re lationship o f the saturated vapor pressure to the tem perature for the element 

in question. The vaporization is thus exponentia lly p roportiona l to the source 

tem perature. The resulting vapor source is spatia lly  very peaked around the loca­

tion  where the electron beam strikes the ingot. The process o f evaporation occurs 

through the breaking o f the surface bonds between the evaporating partic le  and 

the melt pool. As the particles leave the m elt surface, they im pa rt m om entum  

to the surface in  the direction opposite to the ir motion. Th is m omentum transfer 

results in a pressure and shear stress d is tr ib u tio n  across the m elt surface due to  

the outgoing particles. The momentum transfer thus causes a deform ation in the 

shape o f the surface, w ith  a depression form ing at the po int where the m axim um  

momentum transfer occurs. Since this occurs at the points o f highest vaporization, 

t lie; depression occurs at the location where the beam h its  the surface. Hence the 

electron beam acts as a medium of energy transfer to the metal. Since the mass 

o f an electron is five orders o f magnitude smaller than tha t o f a tita n iu m  atom , 

momentum transfer between the electrons in the beam and the liqu id  metal is neg­

lig ib le. The tem perature and flux profiles are shown in the upper ha lf o f Figure 4.2. 

Thc> lower h a lf o f this figure shows an exaggerated view o f the surface profile for 

visual clarity, and this can be noted bv the difference in the scales on the axes.

This data is input to the DSMC sim ulation by the use o f m u ltip le  inflow con­

d itions. The surface shape is incorporated in to  the g rid  by sub-d iv id ing the profile 

in to  piecewise linear components and using these linear segments as the inflow side 

in different g rid  cells, as seen in Figure 4.3. Each of these cells is assigned a different 

inflow  condition so as to capture the flux and temperature profiles. In this study, 

the electron beam is modeled as a ring source, though in rea lity  i t  traverses the
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Inflow
cells

Figure 4.3. Detail o f the inflow cells in the com putational grid

surface at a frequency on the order o f a few kilohertz. However, the p rim ary effect 

o f the electron beam is energy transfer, w ith  the resulting tem perature causing the 

vaporization and thus the surface shape, as described in the previous paragraph. 

Since the electron beam does not provide momentum transfer to affect the surface 

profile, and since significant heat transfer effects are likely to  occur at a larger 

timescale than the scanning frequency o f the electron beam, the energy transfer at 

a pa rticu la r location on the path o f the beam may be regarded as nearly constant. 

The tem perature, flux and surface profiles shown in Figure 4.2 may thus be as­

sumed to remain constant w ith  time. The molten surface is thus considered to be 

an axisym m etric source. The flow domain is considered to be axisym m etric too. 

The walls o f the E TF  art* assumed to be perfectly sticking for titan ium  atoms.
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4.2 Comparison of Flowfield Properties

Tho results presented in th is  study are obtained from two sim ulations. Both sim ­

ulations are carried out using tita n ium  atoms as the lone species. One includes 

electronic energy, w ith  the consideration o f the first seven energy levels o f titan ium , 

given in Table 4.1. The o ther s im ulation includes on ly the ground state, which has 

an electronic energy o f 0 K . Thus, there was no electronic energy contained in the 

flow domain in th is s im ula tion, e lim inating  any effects o f th is mode on the flow. 

It must be noted tha t the to ta l energy content o f the flow in these simulations is 

different. Figures 4.4, 4.G and 4.9 show comparisons between the flowfield contours 

from  the two simulations, thus illus tra ting  the effect o f electronic energy on the 

flow.

Tho flow in the ETF is characterized by extremely rapid expansion. Figure 4.4 

siiows a comparison between the number density contours in the cases w ith  and 

w ithou t electronic energy. In both cases. the density drops through three orders 

o f magnitude, from 0 (1 0 “ 1) to O (1018). due to expansion. For c la rity , the num­

ber density in the two cases is plotted along the axis o f sym m etry in Figure 4.5. 

The flow shows a s ligh tly  higher degree o f expansion when electronic energy is 

considered, as seen by the lower densities in the flow domain.

The higher degree of expansion is also seen in Figure 4.G. The contours shown 

here correspond to the absolute velocity. The collisions in the flow convert the 

therm al energy into macroscopic flow velocity, thus causing the acceleration seen in 

t he absolute velocity contours. The off-axis velocity peaks in these contours are due 

to the off-axis source from which expansion occurs. These peaks are pronounced 

as the atoms vaporize o ff the melt surface w ith no directed velocity. Hence the
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Table 4.1. C om putationa l energy levels o f titan ium

Energy Level Energy (K ) Degeneracy

1 0.00 5

2 244.79 7

3 556.65 9

4 9612.17 35

5 10439.89 5

6 12245.26 9

7 16761.80 21

With Electronic energyNo Electronic energy

0.2 0.3 0.40.1- 0.1-0.3 - 0.2-0.4

Figure 4.4. Contours of number density ( # /m ;{) for simulations includ ing (r ig h t) 
and excluding (le ft) electronic energy
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Figure; 4.5. Number density along the axis o f symm etry

axial and radial components increase at comparable rates causing the absolute 

velocity profiles shown in Fig. 4.6. The atoms vaporize o ff the surface and expand 

to velocities above 1300 in /s . The expansion is seen to  occur to a higher degree 

when electronic energy is considered. In th is case, the m axim um  velocity achieved 

is nearly 1400 m /s. which is an increase o f 80 m /s (C%) over the corresponding 

value for the case w ithout electronic: energy.

The velocity profiles in both cruses show a very sharp increase in the region ju s t 

above* the melt. This can be treated as a Knudsen layer tha t lies ju s t above the 

source. K n igh t [81] has analyzed the Knudsen layer as a region where transla tiona l 

equ ilib rium  is approached after evaporation from a source. This arises from the 

fact tha t the velocity of the evaporating particles normal to the source form a part 

o f a d is tr ib u tio n  function tha t consists o f a ha lf-range M axwellian w ith  a zero mean 

velocity. The* d is tribu tion  functions o f velocities tangential to the inflow surface 

consist o f fu ll range Maxwellians w ith zero mean velocities. Im m ediately a fte r a
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With Electronic energyNo Electronic energy
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Figure 4.6. Contours o f absolute velocity (m /s) for the tw o cases
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Figure 4.7. A x ia l velocity along the axis o f sym m etry
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No Electronic energy With Electronic energy
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Figure 4.8. Absolute velocity in the Knudsen layer

partic le leaves the m elt surface, it  undergoes collisions tha t tend to a lte r the dis­

trib u tio n  function towards translational equilibrium . This adjusts the d is tr ib u tio n  

funct ion o f the normal velocity to a larger finite value, thus creating the Knudsen 

layer. In reference [80]. the Knudsen layer is treated as a gas-dynam ic d isconti­

nuity. A close-up view o f the flow (Figure 4.8) above the melt, surface shows that 

the veloc ity  im m ediately above the melt is finite, which is consistent w ith  K n igh t's  

prediction o f a Knudsen layer.

As seem in Figure 4.7. the axial velocity along the axis o f sym m etry is higher 

when electronic energy is considered. A fter a sharp increase in velocity in the 

Knudsen layer, the profiles tend toward an asym ptotic value in both cases. This 

occurs due to a lack o f enough equilibrating collisions in the* fiowfield. The d if­

ference* bet,ween the profiles is a measure of the electronic energy converted into 

kinetic: energy. In the s im ulation, the maximum velocity atta ined is governed by
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the lack o f collisions in the flow, ra ther than on the perfect isentropic expansion 

discussed in Section 3.2.

Analyzing the contours o f translational temperature (Fig. 4.9), i t  is seen tha t 

the translational temperatures are higher in the flow domain when electronic energy 

is considered. This is an ind icator o f the higher energy content o f the s im ulation 

w ith  electronic energy. Figure 4.10 shows tha t the translational tem perature along 

the axis seems to approach a constant value, or “ freeze” . Once again, th is is due 

to the lack o f enough collisions tha t allow the flow to expand further.

As expansion occurs, the translational temperature drops in both cases. When 

electronic energy is present, the electronic temperature also decreases as the expan­

sion t akes place. This is indicative o f a higher proportion o f the particles being in 

the lower excited states a fter expansion, or a reduction in the overall excita tion of 

the flow. The tota l energy content in the electronic mode is thus reduced and there 

is a significant amount o f energy transferred from the electronic to the transla tiona l 

mode. This is the mechanism through which the higher energy content manifests 

itse lf ms higher translational temperatures in the simulation w ith  electronic energy. 

This is also manifested in the velocity contours due to conversion o f this energy 

into kinetic energy.

A comparison is made between results obtained from the sim ulation and ex­

perimental measurements. These measurements are taken using laser absorption 

spect ra o f the vapor in the ETF. A discussion o f laser absorption spectroscopy 

and the measurement o f flow properties from the measured spectra is presented 

in Chapter 5. Table 4.2 shows good agreement between the measured and com­

puted values o f the velocity o f the vapor. The simulation including electronic 

energy shows better agreement w ith  the experiment than the other case. How-
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Figure 4.9. Contours o f trans la tiona l temperature (K ) for the two cases
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Figure 4.10. Transla tiona l temperature along the axis o f sym m etry
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Table 4.2. Comparison between simulations and experimental measurements

Flow fie ld property Experiment S im ulation W ith  EE Sim ulation W ith o u t EE

V  (m /s) 1400 ±  10 1393 1326

7T (K ) 160 ±  10 85 60

Ti (K ) 190 ±  10 280 -

ever, both simulations compute values for the perpendicular tem perature th a t are 

s ign ificantly  lower than the experimental measurement. The sim ulation inc lud ing 

electronic energy has the higher o f these values because o f the net transfer o f energy 

from the electronic to the.* translational mode. In  th is case, the computed in terna l 

(i.e. electronic) temperature is higher than the measured value. This seems to 

indicate* tha t the rate o f transfer o f energy between the two energy modes is not 

captured adequately in the simulations. This behavior is related to  the collis ion 

rate* and hence, the collision cross section, which could vary depending on the ex­

cited state o f the atom. In this study, the cross sections for a ll electronic states 

an* taken to be equal to the ground state cross section, for want o f better data. 

Th is comparison indicates tha t the sim ulation includ ing electronic energy gives a 

bet ter prediction of the measured flow-properties than the corresponding case tha t 

excludes electronic energy.

The expanding flow shows a high degree o f non-equilibrium . In order to demon- 

stra te this. Fig. 4.11 shows a comparison o f the electronic and translational tem ­

peratures in the flow domain. It. must be noted tha t both contour plots in th is 

figure art? results from the sim ulation tha t includes electronic energy. The flow 

expands from a eollisional regime near the m olten pool to  a near free molecular
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Figure -1.12. N on-equilibrium  between the energy modes: Contours o f radia l and 
azim uthal components o f translational temperature
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region near the substrate. The corresponding Knudsen numbers based on cham­

ber radius are 0.025 and 0.5 respectively. As the expansion takes place, there 

are fewer collisions, leading to non-equilibrium  effects. The translational temper­

atures measured along the directions perpendicular and paralle l to the axis are 

defined as Tj. and 7j| respectively. I t  is the perpendicular component o f the tem­

perature tha t was measured by laser absorption spectroscopy. Under equilib rium , 

the Maxwellian d istribu tion  is spherically symm etric and the components o f the 

translational temperature are equal in all the coordinate directions. In the absence 

o f enough collisions, the velocity d is tribu tion  may deviate from  the equ ilib rium  

Maxwellian form. In this case, i t  is not possible to apply the equ ilib rium  concept 

o f a temperature. F itt in g  the sampled data in the s im ulations and the spectro­

scopic measurements to a Maxwellian d is tribu tion  may lead to  different values for 

the temperature in different coordinate directions. This is an indication o f non- 

equ ilib rium  conditions in the How. In the How. T L decreases due to the increasing 

area in the geometry o f the flow domain. The equilib ra tion o f 7j_ and T\\ occurs 

through collisions. As the How becomes increasingly free molecular, a degree of 

non-equilibrium  arises between these two components o f transla tiona l temperature 

(Fig. 1.12). The equilibration o f the electronic: energy to the translational energy 

also occurs through collisions and hence non-equilibrium is also seen between this 

mode and the* translational mode.

Figure's 4.13 and 4.14 show the variation o f the three components o f the trans­

lational temperature for the simulations tha t include and exclude electronic energy 

respectively. In both cases, the perpendicular temperature components are differ­

ent from the* parallel temperature*, which is indicative o f non-equilibrium . Ne*ar the 

m e lt. t lie* parallel temperature is lower than the melt tem perature due to the Knud-
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Figure 4.13. Transla tiona l non-equ ilib rium  along the axis —  S im ulation w ith  elec­
tron ic  energy

sen layer. The perpendicular mode quickly equilibrates w ith  th is mode through 

collisions. However, the flow is never really in translational equ ilib rium  and this 

fits in very well w ith  predictions made by K n igh t [81]. K n igh t notes th a t the evap- 

ora ting  flow is expected to be subsonic and should accelerate to supersonic speeds. 

The acceleration o f the subsonic flow at the surface is accompanied by an increase 

in entropy, and hence the flow is generally not in translational equ ilib riu m . The 

results from  the sim ula tion agree extrem ely well w ith K n igh t's  theory.

An exam ination o f Figures 4.6 and 4.9 shows that the vapor expands to  a max­

imum  velocity o f 1326 m /s  and a paralle l temperature o f 232 K in the case w itho u t 

electronic energy. For the case where electronic energy is included, the correspond­

ing values arc 1394 m /s  and 311 K  respectively. Assuming a source tem perature 

o f 2500 K and the final tem perature after expansion as detailed above, the post-
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Figure -4.14. Translational non-equ ilib rium  along the axis — Sim ulation w itho u t 
electronic energy

expansion velocities are c alculated from isentropic theory to be 1402 and 1502 m /s  

for the cases excluding and includ ing electronic energy, respectively. The lower val­

ues calculated in the sim ulations are indicative o f a number o f factors. F irst, the 

non-equilibrium  nature o f the How does not allow for complete expansion as calcu­

lated by the isentropic theory. The flow expands from the near-continuum to the 

free molecular regime. Thus collisions between the particles become increasingly 

rare1 and this does not allow for expansion in the isentropic sense. Again, the d if ­

ference between the theoretical values for the post-expansion velocities o f tlu* two 

cases is nearly 1 0 0  m /s whereas the corresponding difference from the sim ulations 

is approxim ately 80 m /s. T h is  seems to indicate tha t the electronic energy in the 

sim ulations is not being converted into kinetic energy as much as theory predicts, 

which is a consequence o f the non-equilibrium  effect. Th is  may also be a conse­
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quence o f the fact tha t the actual collision cross section may be larger than the 

corresponding value w ith  the consideration o f only the transla tiona l mode. Also, 

the m elt surface has a temperature profile associated w ith  i t  where the tempera­

tures vary by a few hundred degrees. The theoretically calculated values do not 

account for this. The actual source temperature required in these calculations is 

not obvious, thus making the calculations approximate. The order o f magnitude 

o f the velocities predicted in each case by theory and sim ulations is the same. This 

is also true o f the difference between the velocities for the two cases, as predicted 

by theory and simulations. The comparison between theory and s im ula tion thus 

shows reasonable agreement while emphasizing the importance o f the sim ulations 

in capt uring the physics o f the flow.

4.3 The Backscatter Phenomenon

The baekseattering o f particles is a phenomenon tha t occurs in the h ighly collisional 

area above the evaporating surface. As indicated in Figure 4.15, after a collision, 

some particles a tta in  velocity components tha t d irect them back towards the melt. 

When the particles strike the melt, surface, they are re-absorbed into the liquid 

pool. This causes a reduction in the net evaporating flux. In this study, it  is 

assumed tha t a ll particles that are backseattered into the m elt are reabsorbed 

into tin* liqu id  pool. This is in accordance w ith  W illiam s' [133] claim  th a t this 

is generally the cast; for metals w ith  monoatomic vapor, as is the case here w ith 

t it anium.

The calculation o f the backscatter into the melt is an im portan t issue in this 

study. In the experiment., the rate o f vaporization o f titan ium  into the E TF  was
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Figure 4.15. Schematic o f the backscatter phenomenon
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Figure 4.16. Backscatter flux to the melt
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measured from  the feed ra te o f the titan ium  ingot. The ingot its e lf was modeled in 

an independent study, as mentioned earlier [40], The vaporization rate provided by 

th a t study matched the experimental value w ithou t considering any backscatter 

to the m elt. The profiles computed from  tha t study were in p u t to  the DSM C 

sim ulation, in which particles were scattered back to  the m e lt. Th is  caused a 

reduction in the net inflow  rate, which did not match the experim ental value. Hence 

the inflow  profiles are corrected by the amount o f backscatter flux  to sim ulate the 

same conditions as the experiment. Th is in form ation is also im p o rta n t for the 

modeling o f the pool itse lf as the backscattering vapor transfers momentum and 

energy to the pool, thus changing its properties. Figure 4.1G shows the flux o f 

particles scattering back in to  the melt. The profiles show th a t the backscatter 

fraction is a s ign ificant pa rt o f the inflow profile considered, which re-iteratcs the 

im portance o f m odeling th is  phenomenon. The amount o f backscatter flux is higher 

when electronic energy is considered, and the value is 17.40% o f the inflow flux. 

In comparison, th is  value is only 15.98% when no electronic energy is considered. 

The difference in these two values can be explained by the fact th a t in the form er 

case, the vapor has a higher energy content. Due to the collis ional nature o f th is 

flow region, there is a transfer o f energy between the electronic and transla tiona l 

modes. As expansion takes place, this results in a net transfer o f energy in to  the 

transla tiona l mode. Th is  causes more energy to be present in the transla tiona l 

mode as compared to the case w ithout electronic energy. Th is  is manifested as 

higher tem peratures and velocities in the former case. The num ber o f collisions in 

the region is p roportiona l to  the relative velocity between atoms, which is higher 

when the trans la tiona l energy is higher. The fraction o f particles scattered back 

in to the m e lt is dependent on the number of collisions in the flow region and
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Figure 4 .1 1 . Pressure and shear stress exerted on the melt by backscattering par­
ticles

lienee the case w ith electronic energy has a higher backscatter fraction than the 

corresponding case w itho u t electronic energy.

Figure 4.L7 shows the pressure and the shear stress exerted by the backscatter­

ing particles on the melt, surface. I t  is clear th a t the particles exert more pressure 

and shear stress on the surface when electronic energy is included in the sim ula­

tion . The pressure is greatest a t the location where the evaporating flux is the 

highest, since this is also where the highest backscatter flux is present.. Th is  would 

cont ribu te  further to the depression o f the surface at this [jo in t. Figure 4.18 shows 

the energy flux carried by the backscattering particles in to  the liqu id  pool. Tin? 

particles w ith  electronic energy carry  more energy back in to  the m elt due to the 

higher backscatter fraction as well as the additional mode o f energy considered 

in th is  case. This data would prove very useful to a comprehensive model o f the
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Figure 4.18. Energy flux carried to the m e lt by backscattering particles

liqu id  melt pool, such as the fin ite  element model [40] th a t provided the inflow 

flux, tem perature and surface shape profiles described in Figure 4.2.

4.4 Surface Deposition

The experiments a t LLN L yielded measurements o f the thickness o f m ateria l de­

posited on the substrate and this was used for comparison w ith  the results o f the 

DSMC simulations (Fig. 4.19). The simulation results yield the vapor flux at the 

substrate. The tim e o f operation o f the ETF is known, and the deposition profile 

was measured during the experiment after an operating tim e o f nearly two hours. 

The com putational flux can thus be converted to  a deposition thickness using the 

operat ing tim e, the molecular weight o f tita n iu m  and the density of the deposited
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Figure 4.19. Deposition thickness on the substrate: Comparison between computed 
values and experimental measurements

m ateria l. The computed deposition profile shows very good agreement w ith  the 

experimental measurements. The number density along the substrate (F ig . 4.20) 

is lower when electronic energy is considered due to the higher expansion in the 

flow. The greater degree o f expansion also causes the flow velocity to be higher at 

the substrate (F ig. 4.21). The combined effect o f the number density and the flow 

velocity the flux, and thus the computed deposition thickness. The thickness of 

the film  deposited is lower when electronic energy is considered. This is explained 

by the fact tha t the translational temperature is higher, both along the substrate 

(F ig. 4.22) and in the flow domain for this case, leading to  an increased amount, of 

radial expansion. The higher flow energy content in the s im ula tion w ith  electronic 

energy causes a higher translational temperature at the substrate than the other 

case. As more o f the translational energy is converted to k ine tic  energy, the axial
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Figure 4.20. Number density along the substrate

and rad ia l velocities a t the substrate are higher when electronic energy is consid­

ered (F igures 4.23 and 4.24). As seen in Section 4.2. this is true o f the* en tire  How 

domain. Since* the* radial expansion is greater when electronic energy is ine:luele*d. a 

gre>ater pa rt e>f the flow is directed towards the walls in this case?. This is confirmed 

bv lemking at the* flux t.e) the walls e>f the flow domain (F ig. 4.25). Fe)r purpeises e)f 

epmlit alive* comparison, the* thickness o f the film  depositc*d on the* wall is p lotted 

against the radial distance of the wall from the axis, w ith  the shape o f the wall 

be*ing de;pict.ed for c larity . I t  is seen that the wall flux, which is p roportiona l to 

the* elrpositeel film  thie;knc;ss. is greater when electronic- enc;rgy is considered. This 

explains the* lower depejsition to the; substrate; in this erase. The cleise* agreement 

be*t.we*e;n the creimputed values and the experimental rne;asurements also suggests 

that assuming a perfectly sticking substrate, w ith  a stick ing coefficient o f 1 . is 

reasonable*.
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The pressure and shear stress d is tr ibu tions  caused by the flow on the substrate 

are shown in Figure 4.26. The pressure d is tr ibu tion  is caused by the partic les 

s trik in g  the substrate and i t  shows a va ria tion  s im ilar to  the flux profile  across the 

substrate. Th is  is because the pressure d is tr ibu tion  depends on bo th  the num ber 

o f particles s tr ik in g  the surface and the velocity norm al to the surface w hich is 

the axia l ve locity  in this case. The ax ia l velocity profile  (Fig. 4.23) shows th a t 

th is component decreases w ith  increasing radius, as expected. The shear stress 

across the substrate (Fig. 4.26) is obtained from the rad ia l ve locity and the flux. 

In th is case, the flux decreases w ith  increasing radius. The radial velocity, on the 

o ther hand, increases w ith  increasing radius (Fig. 4.24). As a result, there is a 

peak in the shear stress away from the axis o f symmetry. The pressure and shear 

stress values are almost identica l for the cases w ith and w ithou t electronic energy. 

T h is  may be explained by the fact tha t the flux is lower when electronic energy is 

considered w hile  the velocities are higher. The net effect balances these opposite 

trends, thus creating nearly equal stresses on the substrate. The energy flux to  the 

substrate is s ign ificantly h igher when electronic energy is considered, despite the 

fact that the flux  is lower. Th is  is p a rtly  because the transla tiona l energy depends 

on the square o f the velocity, which is higher in th is case, and p a rtly  due to  the 

add itiona l mode o f energy present. I t  is im portant to obtain the stresses and the 

heat flux to the substrate its they are often im portan t data for the m on ito ring  o f 

m anufacturing processes.
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4.5 Sensitivity Analysis

S ensitiv ity  analyses are often performed on various systems for a wide range of pur­

poses. A  com putational model o f a system can become a powerful replacement for 

experim ental and analytical techniques by changing various parameters in the com­

pu ta tiona l model. Th is  is usually cost-efficient and faster than the experimental 

counterpart. A sensitiv ity analysis performed on an ill-defined physical parameter 

can lead to effective phenomenological models o f the parameter in question. This 

approach provides a solution tha t is hard to obtain using other methods. Another 

purpose o f perform ing sensitiv ity  analyses is to validate assumptions made in the 

com putational model, as is done in this case.

Simulations o f physical systems can depend on many physical parameters. Some 

o f these parameters are d ifficu lt to determine, experimental!}' or otherwise. As­

sum ptions often have to be made to accommodate these parameters in the simu­

lation. The va lid ity  o f the simulated result can be; strengthened by perform ing a 

sensitiv ity  analysis on these parameters. This is often done by comparing simulated 

results between cases where a single parameter is allowed to vary. Th is  approach 

does not account for non-linear effects due to coupling o f parameters, bu t it  pro­

vides a good ind icator o f the sensitiv ity  o f the results to ind iv idua l parameters.

In th is section, three parameters arc; considered for the sensitiv ity studies. F irst, 

the effect, o f the collision cross section on the flow is studied. This provides an 

idea o f how the* deposition may be affected through the consideration o f different 

values o f the collision cross section for different excited states. Another assumption 

regarding the sticking coefficient is tested here by varying this parameter. In the 

absence o f perfect sticking, particles may reflect o ff the walls of the chamber to
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affect t he deposition o f the substrate. F ina lly , the effect o f the deform ation o f the 

m olten pool is considered. The profile o f the pool causes particles to  evaporate in  a 

d irection  tha t is loca lly norm al to the surface, thus d irec ting  the partic le  velocities 

non -un ifo rm ly  in  the axial d irection. The deposition on the substrate may thus be 

affected by the deform ation in  the evaporating surface.

4.5 .1  C ollision  cross section

T in ' modeling o f the E B -P V D  system under consideration involves several key 

assumptions invo lv ing a few parameters. One o f these parameters is the collis ion 

cross section o f tita n ium  atoms. The atom ic diameter o f titan ium  has been assumed 

to be 4 x 10- 1 0  in. It is assumed tha t th is  value is a reasonable one as it  is close 

to that of argon, which has a molecular weight close to tha t o f titan iu m . The 

cross section for collisions involving excited states is not known. The value o f the 

collision cross section has been taken to  be uniform  for collisions between any two 

excited states. A sensitivity study was performed, com paring the base results w ith  

n rase when' the atom ic diam eter is 5.844 x 1 0 _lorn. as predicted by Fan et al [GO]. 

The results o f th is  sensitivity analysis are presented in Figures 4.2S-4.30.

The collision frequency for a system o f particles may be expressed as an average 

o f the product o f the relative velocity o f collision, g. and the; collision cross section, 

rr:

0  =  ri < go  > (4.2)

when' 0  is the collision frequency and n is the number density. The cross section 

in general can vary w ith the energy o f the collision. W hen the VMS collision model 

is used, the varia tion in the cross section w ith  the collision energy (i.e. the re la tive 

velocity o f the collision) is given in Equation 2.7. The sensitiv ity study considers a
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VHS reference cross section tha t is 2.13 times larger than the base reference cross 

section.

The p roba b ility  o f a collision occurring in the DSMC algorithm  is d irec tly  pro­

portiona l to the collision cross section (Eq. 2.5). An increase in the collision cross 

section thus leads to an increase in the number o f collisions in the flow. In  th is  

case, only the collision cross section is allowed to vary between the two cases. As 

a result o f doubling the collision cross section in the test case, this s im ulation has 

roughly twice as many collisions as the base case. The higher number o f collisions 

leads to greater redistribu tion of energy between the electronic and transla tiona l 

energy modes and also causes more thermal energy to be converted to kinetic en­

ergy. The collisional region is also larger in this case. Th is leads to  a greater degree 

of expansion than the base ease, as seen by the lower number density, higher ve­

loc ity  and lower temperature in the flow domain. The expansion is also increased 

in the radial direction w ith  an increase in the collision cross section. This results 

in a significant change in the substrate flux profile, as seen in Figure 4.31. The 

deposition is lower than the base case near the axis and higher at larger radii. The 

difference is significant enough to suggest tha t the collision cross sections o f the 

species under consideration play an im portan t role in predicting the behavior o f 

these flows. There is currently no data available on the cross sections for c o lli­

sions involving different excited states. The ava ilab ility  and use o f such data may 

considerably improve the accuracy o f simulated results.
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4 .5 .2  S tick ing  C oefficient

The stick ing coefficient o f vapor particles im pinging on a surface may be expressed 

in terms o f the fluxes ( r )  incident to  and reflected from  the surface:

s = l -  (4.3)
t  i n c i d e n t

This param eter tha t is not known exactly is the stick ing coefficient o f t ita n iu m  

atoms on the walls o f the vacuum chamber. This value is very close to  1. A 

small decrease in th is value in the simulations would mean th a t some tita n iu m  

atoms reflect diffusely o ff the walls, thus affecting the flowfield near the walls. 

The* sensitiv ity  analysis for this parameter involves the base case w ith  a s tick ing  

coefficient o f 1.0 and another w ith  th is value set to  0.95.

Figures 4.32 to 4.35 indicate th a t the flowfield properties are affected s ign if­

icantly when the stick ing coefficient is changed from  1.0 to 0.95. The number 

density near the wall in the la tte r case is s ligh tly  higher than the corresponding 

value in the base case. Th is is because a small fraction o f the atoms tha t s trike 

the wall are reflected diffusely back into the flow domain. The increase in number 

density is most apparent im m ediate ly next to  the wall. as th is is the region where 

the reflected particles are mostly found. Th is  reflection causes some particles to 

have velocities directed away from  the wall, in a d irection different from the bulk 

flow. Thus, the velocity d is tr ib u tio n  function is broadened in th is region, leading 

to a reduction in the flow velocity and an increase in the transla tiona l tem perature 

near the walls. These properties change sign ificantly in the v ic in ity  o f the sub­

strate. However, a comparison between the flux to the substrate in the two cast's 

(F ig. 4.35) shows very l it t le  difference, which could easily fa ll w ith in  the range 

given by experimental measurements. Since onhr 5% o f the flux incident on the
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Figure 4.32. Number density contours ( # /m ‘{): Base case (le ft) and decreased 
st icking coefficient (righ t)

walls is reflected, the number o f particles that are reflected onto the substrate is 

verv low. Besides this, the wall temperature is low (300 K).  The particles tha t 

reflect o ff the walls have low velocities as they are sampled from  an equ ilib rium  

d is tr ib u tio n  w ith  zero mean velocity at the wall temperature. Hence the flux o f 

reflected particles to the substrate is too low to  s ign ificantly affect the sim ulated 

deposition profile. Thus, the assumption of perfect sticking at the walls is jus tified  

in the sim ulation.

4 .5 .3  Shape of the m olten  pool surface

In H B-PYD  processes, intense heating from an electron beam licpiefies and vapor­

izes metal from an ingot. The momentum im parted by atoms vaporizing o ff the 

surface causes a deform ation in the surface o f the molten pool, as seen in Fig-

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



90

Sticking coeff = 0.95Sticking coeff = 1.0

1390

1370

1370

1350 '1350

1200<

1300

100Q.

0.2 0.30.1-0.2 - 0.1-0.4 -0.3

Figure 4.33. Absolute velocity contours (in /s ): Base case (le ft) and decreased 
sticking coefficient (right)

Sticking coeff = 0 95Sticking coeff = 1.0

150
175

175 200

200

300

400

1000

0.30.1 0.2- 0.1-0.2-0.3-0.4

Figurt* 4.34. Translational temperature contours (K ): Base case (le ft) and decreased 
sticking coefficient, (right)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



91

0.15

Sticking coefficients
  1.00
------------------0.95

5  0.05 U.

0.00 0.2 0.3 0.40.1
Radial distance along substrate (m)

Figure -1.35. Deposition on the substrate: Comparison between the base case 
(st icking coefficient=1.0) and decreased sticking coefficient (0.95)

ure 4.2. In the sim ulations o f such systems, this curvature may affect the flowfield 

properties as the evaporating particles have velocities tha t are normal to  the evap­

orating surface. However, the deformation in such systems is usually very small. 

Approxim ating the surface of the pool to a fia t profile may save com putational 

elfort and minim ize the com plexity o f the problem, especially when such data is 

hard to obtain. Comparisons are thus made between cases where the m e lt pool 

surface is deformed and flat, in order to check the sensitiv ity o f the results to the 

physical shape of the pool surface.

The flowfield contours show tha t the How properties are not changed signifi­

cantly when the deform ation in the pool is approximated w ith  a flat surface. The 

velocity contours show a slight variation, but this is on the order o f a fraction o f 

VA. The substrate flux does not change significantly either. O nly the deposition
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Figure* -1.36. Deposition on the substrate: Comparison between the base case 
(deformed) and the fiat m e lt pool shape

profiles are shown here in Figure 4.3G. Since the deform ation in the pool surface* 

is ve*ry small, the velocities o f the particles evaporating from a fla t surface are d i- 

re*e te*d in a elirection tha t is not much different from a s im ila r evaporation from a 

de'forme'd surfae:e. Alsei. the presenete o f the Knudsen layer and the collis ional regiem 

abeive* the* evaporating surface ensure tha t the particles lose the sm all cexitribution 

to the ir velocities from the shape o f the surface. As a result, the tw o cases provide 

ne-arly ielemtical rc*sults. Th is  indie:ate?s tha t applying the m elt pool temperature* 

and in flux  profiles te> a fla t surface yiehls accurate results w ith o u t having to  deal 

w ith  the* com plexity o f a deformed surface.
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The physical vapor deposition of tita n iu m  on a substrate was modeled using the 

DSM C m ethod. The effect o f electronic energy on the sim ulations was studied. 

The high temperatures o f the evaporating surface cause considerable exc ita tion  in 

the electronic states o f the particles and the energy content in  the electronic mode 

is significant when compared to the translational energy o f the particles. The 

evaporating flow showed rap id  expansion, w ith a rapid decrease in density, a rapid 

increase in ve locity and a sharp decrease in temperature. The expansion occurred 

to a greater degree when electronic energy was included in the sim ulations, due 

to the extra energy content o f the flow. The translational tem perature was higher 

in th is case due to the transfer o f energy from the electronic to  the trans la tiona l 

mode. The velocities in the flowfield were also higher as more energy was available 

for conversion from therm al to k inetic energy. A comparison o f the com puted 

flowfield properties and experimental measurements showed excellent agreement 

when electronic energy was considered. This suggests tha t electronic energy is an 

im po rtan t facto r to include' in the modeling of th is process. Those comparisons also 

suggest th a t the rate o f transfer of energy from the electronic to  the trans la tiona l 

mode' is lower than the actual flow, and better estimates o f the collision cross 

se*ction may be* neeeled.

The' flenv e:emsielert'cl was e'xtrcmelv rarefied and the*re was consielerablo non- 

ee|iiilibrium  between the energy nmdes. Translational non-equ ilib rium  was also 

s<*e'u anel th is  orig inated in the Knudsen layer tha t was formed im m ediate ly almve 

the* e'vaporating sejuree. The? lae:k e)f enough erollisions in the flowfie'Iel [e*d t.e) the? 

non e'epiilibrium behaviejr. The vele>e:ity anel temperature she>we?d a rapid e:hange?
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in the Knuclsen layer and la te r showed very small changes, thus suggesting the 

freezing o f these properties due to the lack o f collisions.

An im p o rta n t factor to  consider in modeling o f flows o f th is nature is the 

backscatter to  the molten pool, which reduces the net inflow rate in  the simu­

lation. The backscatter fractions were high —  17.40% when electronic energy was 

considered and 15.98% when on ly translational energy was considered in the simu­

lations. The backscatter flux  increased w ith  the inclusion o f electronic energy due 

to the greater number o f collisions above the evaporating surface.

The deposition profiles obtained com putationally showed good agreement w ith  

the experim enta lly measured values. The deposition was found to be lower w ith  

the inclusion o f electronic energy in the sim ulation. Th is  was caused bv the higher 

t ranslat ional t emperatures in the domain leading to more radial expansion. A 

larger fraction o f the flow was thus directed away from the substrate towards the 

walls o f the dom ain.

A sensitiv ity  study of the collision cross section showed tha t the deposition and 

the flowfield were* s ign ificantly affected by changes in the cross section. Higher cross 

sections caused more collisions to occur in the flowfield. thus leading to greater 

expansion and more radial spreading. The deposition on the substrate d id  not 

change' s ign ificantly  when the sticking coefficient at the walls was changed from 

1 .0  to a value o f 0.95. Though the flowfield properties were affected significantly, 

it was shown th a t the flux o f particles reflected from the walls onto the substrate 

was negligible. The shape o f the evaporating surface was shown to have nearly no 

effect on the flowfield properties and the deposition on the substrate. This w;is 

because the collisional area above the m elt surface caused any directed velocity 

arising from the deform ation o f the surface to be equilibrated through collisions.
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Chapter 5 

Atomic Absorption Spectra

One o f the challenges encountered in an experimental vapor deposition system is 

t he measurement o f the flow properties and the flux o f the vapor plume. A tom ic 

absorption spectroscopy is an im portant tool tha t is used extensively for th is pur­

pose. The absorption spectra generated through experimental measurements are an 

im portan t means o f comparing com putational simulations o f these systems w ith  ex­

periments. The means o f m aking such comparisons are outlined below. The Monte 

Carlo simulations allow calculations o f ind iv idua l particle velocities and positions, 

which can be reduced to a d is tr ibu tion  function. This in tu rn  can be converted 

to an absorption scan for comparison w ith  experimental measurements. In this 

chapter, the phenomenon o f absorption is first introduced. Next, the method of 

obta in ing com putational absorption spectra is described. Finally, the com puta­

tiona l results are compared to the experimental absorption spectra, and the effects 

o f having baffle plates and an argon backpressure in the flow domain are examined.

5.1 The Absorption Phenomenon

Absorption spectroscopy is a too l that is used in many areas o f research and indus­

try  [4].[93].[131]. Th is provides an accurate and noil-intrusive method for identifica­

tion o f chemical structures, composition o f substances, chemical reaction dynamics
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and quan tita tive  analysis o f atoms, vapor plumes and solutions. M any o f the cur­

rent applications o f absorption spectroscopy have been made possible by the use 

of lasers. Laser lig h t has special characteristics like coherence, d irectiona lity , high 

intensity, m onochrom atic ity and wavelength tu n a b ility  tha t make lasers a preferred 

source o f rad ia tion over conventional spectral lamps and b lack-bodv lig h t sources.

Absorption spectroscopy is the study o f a ttenuation o f electrom agnetic radia­

tion by m atter. The subject m ateria l is placed between the source o f rad ia tion  

and the spectrometer. Radiation o f certain frequencies corresponds to  the energy 

required for the trans ition  o f the subject atoins/rnolecules from one quantum  state 

to another. Under these conditions, some am ount o f radiation is absorbed by the 

subjec t m atter. The intensity o f the radiation is reduced by the same amount 

through each path length o f the; beam. This is an exponential re lationship known 

as Lam bert's law:

/(;,:) =  /o r - " *  (5.1)

where / () is the intensity o f the incident light. I  is the intensity o f the beam after 

traversing a length x  o f the subject material and o is a constant known as the 

absorption coefficient. The attenuation of the beam intensity in the E T F  is shown 

in Figure 5.1. The ordinate plotted represents the ra tio  o f the intensity transm itted  

through the? chamber to the orig inal beam intensity, while the abscissa represents 

t lie Doppler frequency shift o f the signal from an experimental reference frequency.

A particle* tha t absorbs rad ia tion undergoes a transition to a higher energy 

level o f its energy modes. In the case of a molecule, this excita tion can occur to 

a higher ro ta tiona l, v ibra tiona l or electronic level, while in the case o f atoms, it  

is restricted to electronic transitions alone. The frequencies at which electronic 

transitions occur in atoms usually correspond to  the visible and u ltra -v io le t ranges
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Figure 5.1. Transmission ratio o f the laser in the E TF 

o f t he spectrum . This process obeys tiie  law o f energy conservation:

Iw  =  ( E ill,jh -  E lOW)rU:r + ( E ^ ' 1 ~ E toW)rib +  { E ^ 1 -  E ^ r n ,  (5.2)

These t ransit ions occur in many different ways. However, the mechanisms o f tran­

sit ion are beyond the scope o f th is study.

The absorption spectrum o f a substance from  a continuous source shows many 

peaks, corresponding to the frequencies absorbed by the substance. These peaks 

usually have a finite w id th  due to broadening. A t very low pressures (<  10- 2  Torr), 

Doppler effects contribute most to  the broadening. This happens when a partic le 

has a ve locity  in the direction o f the beam. The frequency absorbed is s ligh tly  

different from that absorbed by a stationary partic le  o f the same species. When 

the partic le  velocities follow a Maxwellian d is tr ib u tio n  function, the broadening o f 

t he* absorption peak is in the shape o f a Gaussian. A t higher pressures, collisions
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between particles can cause the broadening. Broadening can also occur due to the 

na tura l life tim e o f excited states o f the subject particles.

The Doppler line-shape function [115] is given by the Gaussian:

where* i/Q is the frequency absorbetl by a stationary particle, u is the frequency 

absorbed by the moving partic le  and 7 d is the fu ll w id th  at h a lf m axim um  (FYVHM) 

for the line-shape function. The FW H M , 7 d is given by:

where A is the wavelength o f the radiation. T  is the equ ilib rium  tem perature and 

in is the molecular weight o f the particle. Using equation (5.4) in equation (5.3), 

we got an alternate form o f the Doppler line shape function:

In order to convert the results of a DSMC sim ulation in to  a form tha t is com­

parable to experimental absorption spectra, it is worth looking at the Maxwellian 

velocity d is tr ib u tio n  function:

Th is is the d is tr ib u tio n  function in one dimension, which is the appropriate choice 

s in ce  the Doppler shift occurs only due to the velocity o f a particle in the direction 

o f t he laser.

In (‘(illa tion  (5.5), the term  (u — u0) refers to the frequency sh ift due to the 

m otion o f a partic le in the path o f the laser. Th is m otion is relative to a zero 

velocity in the direction o f the laser. Hence the velocity <;0 in the Maxwellian

(5.3)

(5.4)

1 /2
(5.G)
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d is tr ib u tio n  (Eq. 5.6) is zero. The Doppler shift of a frequency due to the m otion 

o f the source/observer is given by:

u -  u0 — v/X  (5.7)

Hence the exponential terms in equations (5.5) and (5.6) are the same. Th is  leads 

to the relation:

f (u )  =  A f ( v )  (5.8)

Equations (5.7) and (5.8) provide the means to convert a velocity d is tr ib u tio n  func­

tion  into an absorption scan. P lo tting  f ( v )  against (u — u0) yields the absorption

scan. This can be converted to a plot o f the absorptivity, which involves the scaling 

o f / ( / ' )  by a few constants. For the purposes o f this work, the d is tr ib u tio n  function 

/ ( / / )  is computed for comparison w ith  experimental measurements.

5.2 Computation of absorption spectra

Absorption spectra can be calculated from the results o f numerical s im ulations 

where the flowfield properties such as the velocities and temperatures are known 

along the coordinate directions. Simulations using the DSMC method involve tin* 

m otion o f ind iv idua l particles. The properties of these particles can be used to 

compute an absorption scan d irec tly  from the simulation. However, th is  can be 

a complicated procedure. A simpler method can be used, which applies to any 

numerical method where the macroscopic flowfield properties are computed. This 

requires the assumption th a t the flow is in equilibrium  in the v ic in ity  o f the laser's 

path. The idea o f translational temperature and a Maxwellian velocity d is tr ib u tio n  

apply only in these cases. However, non-equilibrium effects are often seen in flows.
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W hen the DSMC method is used for these com putations, the concepts o f  tem per­

ature and M axwellian d is tribu tions functions are often applied, so as to  provide 

some measure of understanding o f the flow physics. W ith o u t these assumptions, 

there would be no way o f quantify ing  the flow temperature. The same idea is used 

in the m ethod described below.

The firs t step in the com putation of the absorption spectra is to e x tra c t the 

flow properties along the path o f the laser. I f  the direction o f the laser does not 

correspond to one o f the coordinate directions, then the velocity along the d irection  

o f the laser can be computed from the available data. The other flowfield properties 

needed are the translational tem perature in th is direction and the number density. 

This data can be extracted from contour plots by many data v isua lization software 

packages, using inb u ilt functions.

The flow velocity anel tem perature are obtained in a DSM C s im u la tion  from 

the ind iv idua l velocities o f particles, w ith  the computed tem perature using the 

assumption o f equilibrium . The ind iv idua l particle velocities cause the Doppler 

broadening o f the absorption spectrum . as described above. Hence it is necessary 

to obtain the d is tribu tion  functions along the laser's path. Th is  can be done In- 

considering a Maxwellian d is tr ib u tio n  using the macroscopic velocity and trans­

lational tem perature in the d irection o f the laser (Eq. o.G). This must be done 

for velocities in the range of a t least two standard deviations on e ithe r side o f 

t he macroscopic flow velocity. The d is tr ibu tio n  function provides only a fractiona l 

d is tr ib u tio n  o f particles at a certa in temperature and macroscopic velocity. Th is 

must be m ultip lied by the number density at the corresponding location in order 

to compute the absorption at a certain energy (or ind iv idua l partic le ve loc ity ). A 

sum m ation o f this quantity  n f ( v )  along the path o f the laser provides the to ta l ab­
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sorption. Th is  spectrum  can then be normalized for comparison w ith  experimental

data.

5.3 Results

The Experim ental Test F ac ility  (E TF) a t Lawrence Livermore N ationa l Labora­

tories has been used to study physical vapor deposition o f tita n iu m . The E T F  is 

equipped w ith  2  laser ports, one o f which is used to determine the flow velocity 

and temperature. The location o f the ports is shown in Figure (5.2). where the; 

domain has been rotated through 90° for com putational purposes. The dom ain 

has baffle plates in place, w ith  the upper plate having slits for the vapor to pass 

through. The substrate is placed at the location o f the upper plate. The results 

here are obtained from the laser path at the location x  =  0.4826m in the flow 

domain depicted in Figure (5.2).

The flow contours are shown in figures (5.3)-(5.6). These figures show a com­

parison o f the properties in a domain w ithou t the baffle plates and in a dom ain 

w ith  the baffle plates in place. The flow expands through the lower part o f the 

domain in a nearly identical manner in the two cases. As discussed in Chapter 4. 

t.ht* density drops through three orders o f magnitude in the first 0.4m  o f expansion. 

The mean free path at this stage increases from around 0.001m to 17//.. The col­

lision rate in the flow drops due to expansion and there are very few collisions in 

I he v ic in ity  o f the slits. The absence o f collisions prevents the flow from  expanding 

around the sharp corners provided by the plates in the la tte r case. Since the walls 

arc* assumed to be perfectly sticking, the particles cannot reflect o ff the walls in to  

the* region behind the slits. Hence these regions have very few particles in them.
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Figure 5.2. Boundaries o f the flow domain. A ll dimensions in m

The number densities in these regions is more than G orders o f magnitude lower 

than the source number density. When the flow passes through the s lit in the 

upper plate, it is collimated in to  a nearly collisionless beam. The lack o f collisions 

prevents particles from having a transverse velocity w ith respect to the beam, thus 

lim it in g  the spreading o f the beam. Th is is seen in the form o f extremely large 

gradients in the number density at the edge o f this beam beyond the upper s lit. 

The velocity in the flow domain increases due to expansion from the few collisions 

that take place, while the translational and electronic temperatures drop. There 

is a large gradient in these properties at the edge o f the beam due to the lack o f 

collisions.

The upper laser is used to determine the properties o f the vapor in the region 

above the upper s lit. The bulk o f the absorption is caused by the collim ated beam 

as there is an extremely low density in the other parts o f the domain th a t the
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Figure 5.3. Num ber density contours ( # / m J) in the domain w ith  and w itho u t slits 
(right and le ft respectively)
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Figure 5.4. Absolute velocity contours (m /s) in the domain w ith  and w ithou t slits 
(r igh t and le ft respectively)
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Figure 5.5. T ransla tiona l tem perature contours (K ) in the dom ain w ith  and w ith ­
out slits (r igh t and le ft respectively)
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Figure 5.G. E lectronic tem perature contours (K ) in the domain w ith  and w ithou t 
slits (righ t and le ft respectively)
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Figaro 5 ./. Flow properties along the laser's path, in the plane o f the laser

laser passes through. Tin* absorption spectrum obtained from the experiments 

was reduced to  an analytical expression by fitt in g  it w ith  a Gaussian d is tr ib u tio n . 

These* d is tr ibu tions  are available im p lic itly  through the macroscopic flow velocity 

and trans la tiona l tem perature tha t define them. The experimental data presented 

in F igure (5.8) is the Gaussian profile associated w ith  these fits o f the absorption 

spectra, obtained from the flow velocity and temperature.

The profiles in Figure (5.8) plot the velocity d is tr ib u tio n  o f particles in the 

path o f the laser against tin; sh ift in the frequency o f the laser caused by the ir 

m otion. The a:-axis can be superimposed on a larger range w ith  the abscissa x  =  0 

co incid ing  w ith  the laser frequency. Then the x-axis would represent the true 

frequency. For the purposes o f this study, the frequency shift is used. T h is  has no 

bearing on the results presented. The profiles show double Gaussian peaks as the 

partic les escape through a s lit  placed a lit t le  distance away from  the axis. This
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Figaro 5.8. Absorption spectra in the ETF w itho u t a backpressure.

causes them to have* a net radial velocity, causing the d is tribu tions to be centered 

around a non zero frequency shift. The two peaks correspond to the openings on 

either side? o f the axis in the plane o f the laser, where the radial flow velocities are 

equal and opposite in direction.

The experimental profile has a radia l flow velocity o f 356 m /s and a temperature 

o f 207 K. In comparison, the computed profile shows a radial velocity o f 460 m /s 

and a temperature o f 74 K. This discrepancy is to be expected because o f the 

details involved in the modeling o f the ETF. In the experiment., an argon g;is 

bleed was used in the v ic in ity  o f the laser. Th is caused the presence o f a low 

velocity argon cloud, which was at room temperature. Collisions between the 

argon cloud and the titan ium  vapor scatter the particles in the radial direction, 

thus increasing the spread o f the M axwellian d is tr ibu tion . This could increase the 

tem perature measured through the scan. In order to  evaluate the effect o f argon
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Figure o.9. Absorption spectra in tiie  ETF when an argon background is present.

in the system, a s im ulation is carried out w ith  argon as a background gas. w ith  

a background density o f 2 x 1018# / m {. The resulting absorption scan from  tiiis  

sim ula tion is shown in Figure 5.9. As seen in this figure, the absorption spectrum 

o f the titan ium  vapor is very d ifferent from tha t shown in Figure 5.8. The radial 

velocity in th is case, when argon is present, is 1207m/.s, which is much larger 

than the experim ental value, and the computed value in Figure 5.8. The increased 

radial spreading above the s lit is seen in the number density and absolute velocity 

contours in Figures 5.10 and 5.11 respectively. The velocities in th is region are 

higher when an argon back pressure is present, thus increasing the radial velocity 

computed in the absorption scan. The increased radial spreading above the s lit is 

also seen in the higher transla tiona l temperature values (F igure 5.12) when argon 

is present, in this region.

A lthough a discrepancy is seen between the measured and computed velocities
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Figure o.lO. Number density contours in the E TF  when an argon background is 
present.
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Figure 5.11. Absolute ve locity  contours in the E TF  when an argon background is 
present.
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Figure 5.12. Transla tiona l temperature contours in the E TF  when an argon back­
ground is present.

from the absorption scans, the temperature o f the tita n iu m  vapor is calculated to 

be 232A' when argon is present (Figure 5.9). which agrees very well w ith  the exper­

imental measurement. The discrepancy in the velocity arises from the uncerta inty 

in t he m odeling o f the argon background vapor. In the current set up. the argon 

background above the s lit has no mean velocity. However, the experiment has the 

argon bleed from  an orifice which is positioned on one side of the chamber. The 

background argon thus has a mean velocity in the radia l d irection, which could 

cause the tita n iu m  vapor to be scattered w ith  a lower radial velocity. The model­

ing of t his set up is d ifficu lt, but it  can be seen that some o f the discrepancy in the 

tem perature can be explained by the presence o f the background argon gas. The 

flow properties computed by the simulation are also sensitive to the collis ion cross 

section used. A higher value o f the collision cross section would result in more 

collisions in the beam above the s lit, thus creating a higher tem perature profile.
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5.4 Conclusions

The absorption profiles were computed for the configuration used in the experi­

ment. The baffle plates used in the flow domain served to collim ate the beam due 

to the lack o f collisions in the flowfield. Large gradients were seen at the edges 

o f the collim ated beam because o f this reason. The low co llis iona lity  o f the beam 

passing through the upper s lit causes a low temperature to be computed. The com­

puted value o f the flow velocity was higher than the experimental value, while the 

computed tem perature was lower than the experimentally measured value. This 

discrepancy could be explained in part by the experimental set-up. The experi­

ments included an argon gas bleed which could scatter the collim ated vapor above 

the s lit, thus causing a higher temperature to be measured. Absorption spectra 

computed w ith  this condition in place could improve the agreement between the 

experimental and com putational spectra.
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Chapter 6

The Line Of Sight Method

A lthough the DSMC method is an extremely powerful too l used to  solve engineering 

problems, i t  requires a lot o f com puting power and takes a long tim e to  yie ld 

solutions to a flow problem. M any engineering processes require fast tu rn -a rou nd  

times for solutions, and may also require a number o f sim ulations covering a range 

o f values o f a pa rticu la r flow parameter. In such cases, it is advantageous to  use a 

sim pler method tha t can provide quick and inexpensive solutions to the problem  

at hand. The Line O f Sight (LO S) method has been developed w ith  this ob jective, 

arid is meant, to serve as an a lte rna tive  to the DSMC method for flows in the near- 

eollisiouless and fret? molecular regimes. Th is chapter introduces the LOS m ethod, 

describes the LOS a lgorithm  and explains a few procedures used in the a lgo rithm  

in deta il.

6.1 The need for the LOS method

Among its applications, the DSM C method is often used in sim ulations o f flows that 

involve very few collisions in the flow domain. These flows are often characterized 

bv Knudsen numbers close to  1. The flows may be entirely collisionless o r may 

have tin? collisions being restricted to a few regions (e.g. rapid ly expanding rarefied 

(lows). Tin? collisional phenomena may be largely irrelevant in the s im ulations o f

1 1 1
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those flows. I t  must be noted th a t some o f these flows may be near free-molecular 

in nature but the collisional phenomena may s till be very im po rta n t (e.g. charge 

exchange collisions in Hall thrusters [125]). Despite being well suited to  handle 

collisioniess and near-free-molecular flows, the DSMC method has the drawback o f  

a huge com puta tiona l requirement, both in  terms o f processor tim e and real tim e. 

The DSMC a lgo rithm  involves many steps th a t may become redundant in  the case 

o f a collisioniess flow. The basic steps o f the DSMC algorithm  arc:

1. Assign collis ion pairs among the particles in each cell o f the dom ain

2. Calculate o f the collis ion p robab ility  and loop through a cond itiona l accept,- 

reject routine fo r each selected collision pa ir

3. Move the particles through an incremental distance corresponding to  the 

partic le  velocity and the tim e-step of the sim ulation.

W hile  the collis ion dynamics involves a lo t o f com putational e ffort, there is 

I lie add itiona l burden o f moving particles through very small distances. Th is  is 

because the tim e-step has to  be small enough to capture the physics accurately, 

which often results in particles residing in a single cell over m u ltip le  time-steps.

The s im ula tion o f a collisioniess flow can thus be math' faster by e lim ina ting  

the first two stops listed above and by moving the particles through the dom ain 

wit hout the constra in t o f the time-step. Th is is the basic structure o f the Line- 

Of-Sight method, which addresses tin* need for accurate simulations o f collisioniess 

flows at a fraction  o f the com putational cost o f the DSMC method.
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6.2 The scope of the LOS method

The LOS method is a too l th a t can be used in many ways. I t  is possible to  have 

a stand-alone LOS sim ulation for a flow domain. A lte rna tive ly , a LOS sim ulation 

can take its in p u t from a DSM C simulation, which would in effect d iv ide the 

flow dom ain in to  collisional and collisioniess regions w ith  each being handled by 

a d iffe rent a lgorithm . The way in which the LOS s im ula tion is performed would 

depend on the nature o f the flow. I f  the flow is collisioniess, then a stand-alone 

LOS sim ula tion would yield an accurate result. I f  however, the flow has regions 

that are collis ional and collisioniess. i t  is necessary to use the LOS sim ula tion only 

in those* regions where the collisional phenomena are un im portan t. The la tte r case 

would involve running DSMC simulations on small parts o f the flow domain and 

LOS sim ulations on the remainder o f the domain. Each could conceivably take 

inpu t from  the results in other parts o f the flow domain. For example, a rapid ly 

expanding flow could have a DSMC simulation performed on its collisional regions, 

where the physics could be accurately captured. The resulting partic le velocities 

and p o s i t i o n s  at the interface boundary o f this sim ulation could be used a s  inpu t to 

the LOS sim ulation o f the other (collisioniess) part o f the flow domain. This could 

be advantageous in two ways. F irst, the overall s im ulation would be faster than 

an equivalent DSM C sim ulation. Also, the smaller DSMC sim ulation performed 

could 1 x* done w ith  greater accuracy due to the reduced scale, and possibly due to 

m o r e  uniform  length scales o f the flow through the sm all domain.
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6.3 Variations of the LOS method

The LOS method involves the movement o f particles through a flow dom ain based 

on the ir velocities and in it ia l positions. Since the m otion o f each partic le  is com­

pletely de-coupled from tha t o f any other particle, the time-step is an irre levant 

quan tity  in these simulations. Thus, the m otion of particles can be handled sequen­

tia lly  by the processor, from the point o f orig in to the po in t o f te rm ina tion  o f the 

particles' paths in the flow domain. This sim ply uses the fact tha t the chronology 

o f particle m otion can be ignored. The com putation o f the path o f each partic le  can 

be done based on its velocity and in itia l position, but th is can be clone in different 

ways for different purposes. The advantage w ith a grid-based s im ula tion  is the 

ava ilab ility  o f in form ation at every cell in the flow domain, which leads to a clear 

understanding o f the flow-field in the domain. This is also a necessary fo r com pari­

son w ith  experimental absorption scans tha t are measured in the flowfield. On the 

other hand, a sim ulation which calculates only the end-point o f the partic le  path on 

the domain boundary provides inform ation on flux to the walls. Th is s im ulation 

c a n  be performed at very high speeds and has low com putational requirements. 

The LOS method can easily be adapted to f it  either o f these situations.

In a boundary based sim ulation, the savings in cost include the savings in 

generating a com putational grid. Knowing the particle position and velocity w ill 

lead to a unique term ination point on the boundary. The boundary w ill need to be 

divided into intervals to sample the particles at each location along the boundary. 

Also, in a steady flow, the flux o f particles entering a flow domain is constant and 

equals the flux o f particles incident on the boundary (as collisions do not change the 

pat h o f the particles). Hence the flux along the boundaries can be determ ined easily
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and the com putation is greatly sim plified. A  g rid  based s im ula tion  provides more 

de ta il on the flow-held. The path o f each particle passes through a number o f cells in 

the grid . I f  these cells are not o f un iform  size, then the residence tim e o f a partic le  in 

each cell in its path is different. Since the data such as the num ber density in  a cell 

are weighted according to  the residence time o f a particle in the cell, i t  is necessary 

to factor th is in the calculations. Hence for each particle tra jecto ry, i t  is necessary 

to determ ine the cells the partic le  passes through, the residence tim e in each o f 

these cells and sample the data based on the particle properties and residence 

times. Th is calculation is more intensive than the boundary based s im ula tion  but 

it has the advantage o f provid ing detailed in form ation. The com puta tion is faster 

than an equivalent DSM C sim ulation since it  ignores collisions and floes not rely 

on a t ime-step for the progress o f the sim ulation.

The version of the LOS method that is described in th is chapter is g rid  based. 

Th is method yields flowfield contours which are presented in Chapter 7.

6.4 The LOS algorithm

The LOS algorithm  shares many aspects of the DSMC method. Both methods deal 

w ith  the movement o f particles through a com putational g rid , w ith  macroscopic 

properties obtained through the sampling o f partic le  properties. However, the two 

methods have a fundamental difference that leads to d ifferent structures in the ir 

a lgorithm s. As explained in Chapter 2. the DSM C a lgorithm  decouples partic le 

movement from pa rtic lc -pa rtic le  collisions. The interaction between particles in 

the* svstem ensures th a t every partic le  has to be treated jus a part o f a collective 

whole. The properties o f a partic le  change at the same instan t as those o f every
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o tlio r partic le  in the system. Thus, the  basic u n it o f forward propagation o f the 

a lgo rithm  is the tim e step o f the s im ula tion . As the sim ulated tim e  is incremented 

by the tim e step, the system evolves through its  constituent particles.

On the other hand, the LOS a lg o rith m  is com pletely collisioniess in nature. 

The lack o f in teraction between partic les ensures th a t a pa rtic le :s properties in a 

system are com pletely unaffected by anyth ing else in the system (assuming the 

lack o f body forces on the particles). This elim inates the need for a pa rtic le  to 

be analyzed at the same instant as o the r particles in the system. Particles are 

thus regarded in the context o f a collective whole only for the calcu la tion o f the 

macroscopic properties o f the fiowfield. The lack o f tim e dependence in the system 

implies tha t particles may be analyzed one at a tim e, by evaluating the ir complete 

transit through the flow domain. T im s, the basic un it through which the LOS 

a lgorithm  marches forward is the pa rtic le  itself.

A schematic o f the LOS a lgorithm  is given in Figure 6.1. The firs t step in 

the a lgorithm  is the in itia liza tio n  o f the  sim ulation. D uring in itia liza tio n , the grid 

represent ing the flow domain is read and the grid dependencies between neighboring 

cells and boundary edges are determ ined. In add ition , the physical parameters 

con tro lling  the sim ula tion are read from  datafiles and various physical routines are 

in itia lized . Since the inflow  fluxes are known, and the to ta l num ber o f particles 

considered in the s im ulation are known, it  is possible to calcu late how much tim e 

would be required in the real system fo r the specified number o f particles to  be 

introduced through the inflow  surfaces. This parameter is im po rta n t in partic le  

generation as well as in sampling, and hence th is tim e is calculated in the next 

step o f the sim ulation. The a lgo rithm  then proceeds to handle the particles one by 

one.
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As mentioned earlier, the particle loop controls the forward progress o f the 

s im ulation. F irs t, each partic le is generated at the inflow boundary. The p a rti­

cle properties are determined in a manner s im ila r to the DSMC algorithm . The 

partic le position is determined at a random location along an inflow  edge and its 

velocities along the coordinate directions are sampled from equ ilib rium  d is tr ib u ­

tions specified by the inflow conditions. The in terna l energies are also sampled 

from the appropriate equilib rium  distributions. Once the partic le has been gen­

erated. it  is moved through the computational dom ain, one cell at a time. To 

do this, the intersection o f the particle’s tra jectory  is calculated w ith  the sides o f 

the cell it  is present in. The tim e for the intersection is calculated along w ith  the 

location along the cell side. The particle properties are then sampled for the cell, 

as explained la te r in Section 6 .6 . The particle properties are then updated to move 

it from its old location to the new one. A t this po in t, the partic le can c ithe r pass 

into another cell, or encounter a boundary edge. In the case o f a reflection o ff a 

wall, the partic le stays in the flow domain. A ll other boundary conditions result in 

t Ik * particle ex iting  the simulation. A fte r a wall reflection or trans it into another 

cell, the movement procedure is repeated un til the particle exits the flow domain. 

The partic le loop counter may then be incremented to handle the next particle.

Once the partic le loop has been completed, the sampled inform ation from all 

the* cells is converted into macroscopic flow properties. Since the sampled data 

is collected in each cell o f the flow domain, i t  is possible to generate flowfield 

contours for the sim ulation. In addition, ali boundary interactions o f the particles 

are* sampled and these data can be converted in to  boundary fluxes, stresses and 

heat transfers.
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6.5 Particle movement

The LOS method requires a fast and efficient means o f com puting a p a rtic le ’s 

tra jec to ry  through a flow dom ain. The m otion itse lf can be reduced in a com­

pu ta tiona l a lgorithm  to a change in the partic le ’s location after a tim e in te rva l, 

ra ther than exp lic itly  tracing the exact m otion through the domain a t a ll instants 

o f tim e. The methods described below can be applied to both g rid  based and 

boundary based simulations, as a cell and the domain boundary are bo th s im p ly  

closed areas surrounding the particle. The representation o f ax isym m etric  flows 

using a two-dim ensional com puta tiona l domain makes the m otion more com plex 

than the re la tive ly stra ightforw ard two-dimensional flow case. Hence, these cases 

are described separately in the subsections tha t follow.

6.5.1 T w o-d im ensional flows

W hen a partic le is enclosed in a closed domain, its  m otion must lead i t  to intersect 

one. and only one of the boundary edges o f the domain. It is then he lpfu l to 

consider the intersection o f the pa rtic le ’s tra jectory w ith  a line segment, as shown 

in Figure 6.2. Consider a line segment between points (x 0 ,//o) and (xi . j /i ) .  and a 

part icle at a location (xp, y p) w ith  a velocity V = ui + vj. Its m otion leads to  an 

intersection w ith  the line segment at a location {x'p,y'p). This intersection can be 

considered to lie at a fractiona l distance A from (:r0 ,;/o), where A =  0 at (x 0 .t/0) 

and A =  1 at (:/.[.//i). The intersection lies on the line segment i f  and on ly if:

0 <  A <  1 (6.1)
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}'o)

Figure G.2. Intersection between a particle 's tra jec to ry  and a line segment
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From the principles o f in terpo la tion ,

X p ~ X- °  =  A =  ( 6 . 2 )
x i  -  x q  2 / i  —  2 /o

Now, considering the tim e  taken for the particle to  move from  (x p, yp) to (x 'p, y'p)

to be t,,

x'p = x p + at (6-3)

t/p = VP + vt (6.4)

Using Equations 6.3 and 6.4 in Equation 6.2. we get:

(x 0 -  x p) +  A(x, -  xO) _
t =  ----------------------------------  (6 .o)

77

(?/o -  Up) +  A( ? /1 -  7/0 ) 
t  =  -------------------------------------------- ( 6 . 6 )

V

Equating these two expressions for t and solving for A. we get:

A _  7.-(x0 -  Xp)  -  77(7/0 -  yp) ^  ^

« ( ? / 1  ~ 2/o) -  v ( x i  -  x 0 )

Ap[)lying the inequality in Equation 6 . 1  to Equation 6.7. we get

«(//i ~  !Jo) ~  ';U 'i -  x 0) <  v (xQ -  xp) -  7 7 (//0 -  tjp) < 0 (6 .8 )

OR

'« ( ? /1 -  Vo) -  ,;(-r i -  J'o) >  , ; (-r 0 -  ip ) -  «(:'/() -  2/p) >  0 (6 -6 )

Another condition needs to be applied to choose between these two options. 

An analysis o f Figure 6.2 shows tha t the velocity vector must include an acute 

angle w ith the outward norm al vector to the cell side. M athem atically, th is  is 

expressed as:

Ai-U > 0  (6 . 1 0 )
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whore the outward normal is expressed as:

(y i -  yo)* -  ( * i  -  x 0)j (6.11)
y / { x x -  x0)2 + {yi  -  y 0) 2

Equation 6.10 thus reduces to:

u ( y i  -  y0 ) -  v {x x -  rr0) >  0 (6.12)

which validates the condition given by Equation 6.9.

This condition can be used w ith  any cell or boundary side. O n ly  one o f the 

edges w ill satisfy th is  condition for a closed, convex domain. The intersection 

point on the edge can then be determined using Equation 6.2 and the tim e taken 

to intersect the side can be obtained through Equation 6.5

G.5.2 A xisym m etric  flows

In an axisym m etric flow, the macroscopic properties do not vary in the azim utha l 

direction. A two -dimensional grid w ith  an axis o f sym m etry is thus used to rep­

resent any azimuthal plane in the flow. A partic le ’s movement in the azim utha l 

d irection causes it to leave the plane represented by the grid. The com puta tiona l 

grid is thus rotated to contain the azim uthal plane containing the partic le ’s location 

after its m otion. During the motion, the particle ’s distance from  the axis changes 

as a result o f its velocity components perpendicular to the axis. Considering the 

in itia l radial position to bo yp, the velocity components in the Y  and Z  directions 

to be r  and ir respectively, and the radial position after the ro ta tion  o f the axis to 

be //'. we have:

The direction of the partic le ’s m otion is then changed re lative to the new az­

im uthal plane under consideration, which indicates tha t the ve locity components

( G . I 3 )
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v and w change. The new velocity components v' and w'  are given by:

v, = +  vt)  + wH

•J(y, + v t)2 +  (wt)2

and

w Vpw =  ... ■ =  (6 . 1 o)
\J(VP +  v t)2 +  (wt)2

The axia l coordinate and velocity are unaffected by the  ro ta tion . The new axia l 

position is given by Equation 6.3. Repeating the analysis used in Section 6.5.1 fo r 

th is case. Equation 6.2 expands to:

X p  +  lit  —  X 'p

— x 0
=  A ( 6 . 1 6 )

[{Up +  vt)'2 + { w t ) 2] l /2  -  !Jq =  a  1 7 J

y  I -  !Jo

Using Equation 6.5 in Equation 6.16. we ob ta in  a lengthy quadratic expression 

in A. which is not represented here. The solu tion to th is quadratic is discussed 

in de ta il by D ietrich and Boyd [51]. This procedure uses an efficient method for 

checking the intersection conditions w ith the cell sides, and for the calcu la tion o f 

the locat ion and tim e o f intersection.

6.6 The sampling procedure

The sam pling o f partic le properties is necessary in the LOS a lgorithm  in order to 

ob ta in  the macroscopic flowfield properties from  ind iv idua l particle properties. The 

im po rta n t macroscopic properties to resolve are the number density, the velocities 

along the coordinate directions and the temperature.

D uring  sam pling, each cell has an array o f the sums o f the partic le properties. 

Particles con tribu te  to these sums tis they tra n s it through the cell. The tim e taken
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for a partic le  to  transit through the entire domain can be considered as a series 

o f in fin ites im al time intervals. The residence tim e o f the partic le  in  a given cell 

is thus composed of a number o f such intervals. I f  the sam pling was carried ou t 

once in every tim e interval, then the number o f times the partic le 's properties are 

sampled in the property sums is proportional to its residence tim e in  the cell. The 

residence tim e in  this case is sim ply the tim e taken for the partic le  to  trans it from 

one edge o f the cell to another, or the tim e o f intersection detailed in Section 6.5.

The number density is calculated from a sum tha t counts the partic le  a t every 

tim e interval. Thus, the value added to the sum is the tim e o f intersection, tult. 

The velocities in each d irection are calculated from the mean value o f the velocity 

d is tr ib u tio n  function. The sum in question counts the particle ve locity a t every 

tim e interval, and the value added to  the property sum is the product o f the partic le  

velocity and t.tril. The tem perature is calculated from the spread o f the d is tr ib u tio n  

function. The spread is the average distance; o f the partic le  velocity from the mean 

value, and the; values to be summed are the product o f the square o f the partic le  

velocity and f.trU. as well as the earlier sum used for the mean velocity.

In order to obtain the macroscopic properties, the property sums must then be 

averaged by an appropriate quantity. The number density in a cell is s im ply an 

average o f the number o f particles counted in the cell a t every in fin ites im al tim e 

interval. Since the sums are carried out for the dura tion  o f the sim ula tion, they 

must be averaged by the to ta l tim e taken for all the particles to be introduced at 

the given fluxes. This quan tity  is calculated before the particle movement routine, 

as mentioned 111 Section 6.4. The number density in a cell is thus expressed through 

the p ropo rtiona lity  relation:

n o c (6.18)
ttolal
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The velocity and temperature arise from the velocity d is tribu tion  function . Each 

partic le  contributes once to the d is tribu tion  function and hence the relevant sums 

must be averaged by the residence tim e for the partic le in the cell. The ve locity  is 

obtained using:

The tem perature is obtained from the spread o f the d is tribu tion  function:

The sam pling must be done carefully in the case o f an axisym m etric sim ula tion. 

Since the particles do not follow s tra igh t-lin e  trajectories in the com puta tiona l 

domain, the velocities perpendicular to the axis o f symmetry change du ring  the 

part icles trans it through the cell. Hence the average velocities in these directions 

during  the trans it through the cell must be the values sampled for the property 

sums.

Boundary sums are straightforward to sample. The boundary flux is obtained 

d irec tly  from the number o f particles ;V incident 011 a boundary edge through the 

whole s im ulation:

where U 7* is the particle weight and .4 is the area o f the boundary edge. The 

pressure, shear stress and heat flux are obtained through s im ila r expressions for 

the momentum and energy transfer at the wall.

<  V  >cx
y.vtint

(6.19)

(6.20)

t o t a l

(6 .21)
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Chapter 7

Simulations Using the Line Of Sight 

Method

This chapter describes the application o f the LOS method to  the flow in the Ex­

perim ental Test Facility. The results described here were obtained from a g rid  

based LOS a lgorithm , which is described in Chapter 6. An emphasis was placed 

on using the LOS method in conjunction w ith  the DSMC m ethod to improve the 

efficienc y o f solutions to the flow problem. The first set o f results presented in th is  

chapter perta in to the validation o f the LOS algorithm  through comparisons w ith  

non co llis iona l DSMC simulations. The next section describes results for the flow 

in the E TF . which illus tra te  how the LOS and DSMC methods can be combined 

to provide an effective solution. F inally, the issues o f performance and savings in 

com putational effort arc discussed.

7.1 Code validation

A task to bo addressed before using the LOS method is the va lida tion o f the a l­

gorithm . Th is is achieved by comparing a LOS sim ulation o f a flow problem w ith  

an equivalent DSMC sim ulation where collisions between particles have been d isa l­

lowed. The resulting DSMC sim ulation does not include interactions between par-

126
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Figure (.1. Code va lida tion : Number density comparisons ( # / m 3)

tides and performs only the partic le  movement, routine described in Section 2.1.2. 

A DSM C sim ulation is appropria te  for use as a benchmark in th is case, as it  has 

been extensively validated fo r many flow conditions (references in C hapter 2).

The comparisons detailed in th is section pertain to sim ulations o f the E T F  

dom ain using the LOS and collisioniess DSMC methods. These results are pre­

sented in Figures 7.1 - 7.5. Figures 7.1 7.4 show the flow contours o f the LOS

sim ula tion on the le ft and the collisioniess DSMC sim ulation on the righ t. The 

contours of number density for these two methods (F igure 7.1) show very good 

agreement w ith  one another, and the expansion occurs a t the same rate in the 

two simulations. An analysis o f the absolute velocity contours shows only m ino r 

differences between the two simulations. The in itia l expansion proceeds a t the 

same rate. The flow contours show statistica l fluctuations in the two cases, which 

are related to lower partic le  counts in the expanding domain. The? m agnitudes 

o f the velocity are very comparable in the domain and the variation between the 

values in the two cases is less than 0.5%, which is acceptable for a m argin o f error.
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Figure t .2. Code validation: Absolute velocity comparisons {in./.s)
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Figure 7.-3. Code va lida tion : Translational temperature comparisons (A ')
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Figure 7.4. Code validation: Streamlines in the domain

The trans la tiona l tem perature contours (Figure 7.3) show very good agreement 

too. The transla tiona l temperature value decreases at the same rate in the two 

simulations. There are m inor fluctuations in both the simulations. However, as in 

the case o f the velocity contours, these values o f the transla tiona l tem perature in 

the flow dom ain are close enough to be acceptable. An analysis o f the streamlines 

in the flow (F igure 7.4) show the expansion tak ing place w ith  very s im ila r stream ­

line patterns. The streamlines close to  the evaporating source show the curvature 

o f the pa rtic le  trajectories in the axisym m etric model. F inally, Figure 7.5 shows 

excellent agreement in the flux to the substrate in the two simulations.

The above discussion confirms th a t the LOS and collisioniess DSMC model 

produce very sim ilar results for the flowfield properties. Further, the computed 

substrate flux  from a collisioniess DSMC model is matched by th a t from the LOS 

method, which is much less expensive. These results validate the LOS method 

and prove i t  to  be an acceptable alternative to the DSMC method in collisioniess 

regimes.
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Figure 7.5. Code validation: Substrate flux comparisons ( # / r n “ .s)

7.2 The Hybrid DSMC-LOS method

The LOS method offers considerable savings in com putational effort over the 

DSMC method. Hence it is advantageous to use* it in place o f a DSMC simu­

lation. as long as the accuracy of the results is not compromised. T in 1 previous 

sect ion illustra tes how the LOS method offers an accurate a lte rnative to the DSMC 

method for collisioniess flows. However, many flow problems th a t are simulated 

using the DSM C method fa ll into the near-collisioniess and free-m olecular flow 

regimes. The LOS method can be used in regions o f the domain where such condi­

tions of low co llis iona lity  exist, w ith the DSMC method being applied to  the more 

collisional parts o f the domain. In such flows, a hybrid DSMC LOS method would 

provide accurate results a t a fraction o f the cost. In order to ob ta in  hybrid  simula­

tion results, i t  is necessary to  separate the domain into collis ional and collisioniess
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parts. As mentioned earlier, the DSMC m ethod is used on the co llis iona l part. 

The resulting properties a t the D SM C -LO S interface can then be used as in p u t to 

the LOS sim ulation, where the flow is treated in  a collisioniess manner.

The next sub-section describes the co llis iona lity  o f the E TF flow dom ain and 

the choice o f the location o f the interface. The fo llow ing sub-section compares 

the results o f the hybrid DSM C -LO S sim ulations w ith  those o f a pure DSM C 

s im ula tion . The performance issues are discussed in the last sub-section.

7.2.1 C ollisionality  o f the flow dom ain

As mentioned in Chapter 4. the flow in the E T F  undergoes rapid expansion. The 

flow density drops through three orders o f magnitude, the flow ve locity increases 

and the translational temperature decreases due to the expansion. Figure 7.6 

p lots the collis ion frequency and the number density in the flow dom ain along the 

axis. The number density at the axis increases in the region im m ediate ly above* 

t he evaporating surface! and then starts decreasing, because the vaporization a t the 

axis is lower than the off-axis peak value. The collisions ju s t above the evaporating 

surface scatter particles in all directions, and the particles scattered towards the 

axis cause the in itia l increase in number density. The expansion occurring beyond 

th is region causes the rapid decrease in the number density. The collis ion frequency 

follows the same trend as the number density for the same reasons.

Figure 7.7 plots the fraction o f collisions occurring upstream o f an axia l location 

in t lu* flow domain. The ordinate is a cum ulative fraction o f the number o f collisions 

in a subdomain from the evaporating source to  a given axia l location compared to 

the to ta l number of collisions in the whole domain. Th is  fraction increases sharply 

in the v ic in ity  o f the melt and then increases at a slower rate as the dom ain becomes
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Figaro t .6. Collision frequency and number density along axis o f sym m etry

more and more collisioniess.

The Knudsen number based on the variation in number density along the axis 

is shown in F igure 7.8. In th is defin ition , the scale length used in the Knudsen 

number is bast'd on the varia tion in number density. The re lation is expressed as:

A
I<nn -

« / llgll
( 7 . 1 )

The Knudsen number plot shows fluctuations due to  the derivative o f tin* number 

density. I t  is seen that th is  value rises sharply from the near-continuum regime 

value o f less than  0.01 to higher values tha t lie in the transition regime. The plot 

suggests that the flow does not become entirely free-molecular. Th is can be seen 

by the fact th a t there are s t il l a few collisions at the upper end o f the dom ain, 

though these collisions are very few in number. Figures 7.9 and 7.10 show the 

variat ion o f flow  properties w ith  the radius at the axia l location o f 0.3 m. It is seen 

from  these figures, and the rest o f the flow domain, tha t the mean free path at a 

certa in axial location increases w ith increasing radius, as the number density in
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Table 7.1. C ollis ion fractions at various axia l locations

Reference

name

A x ia l 

location (m)

Upstream 

collision fraction

Mean free 

path (m)

Knudsen

num ber

A 0.1 87.77 % 0.0107 0.2458

B 0.2 95.97 % 0.0355 0.3048

C 0.3 98.46 % 0.0773 0.4532

the domain decreases. The Knudsen number increases to  a value o f nearly  5. which 

indicates th a t the flow becomes more rarefied a t the outer parts o f the flow  domain. 

The sharp d rop in the Knudsen number in Figure 7.10 is due to the s ligh t off-axis 

peak in the number density (F igure 7.9). which leads to very small derivatives in 

Equation 7.1.

For th is  study, four cases are considered. The first is a comparison between 

t lie DSMC s im ula tion  described in Chapter 4 and a LOS sim ula tion o f the whole 

domain. The next comparison is between the DSMC sim ulation and a hybrid 

DSMC LOS sim ulation where the interface is located at an axia l distance o f 0.1 m. 

This s im ula tion is referenced by the le tter A for convenience. The co llis ion frac- 

tion at th is  location is 0.8787. i.e. 87.87% o f collisions in the flow dom ain occur 

upstream o f th is axial location. The th ird  comparison has th is  interface located at 

an axial distance o f 0.2 in, labeled its case B. The collision fraction at th is  loca­

tion  is 0.9597. The last comparison locates the interface at 0.3 m  (case C) w ith  a 

corresponding collision fraction o f 0.984G. Hence, only 1.5% o f all collis ions in the 

domain occur downstream o f th is interface. Th is  in fo rm ation for the fou r compar­

isons in summarized in Table 7.1. These comparisons provide an idea o f how the
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co llis iona lity  o f the domain affects the choice o f an interface between the DSMC 

and LOS sim ulations.

7.2 .2  F low field  com parisons

The results presented in th is section show comparisons between a hybrid D S M C - 

LOS sim ulation and a pure DSMC sim ulation. In all figures w ith flow contours tha t 

follow, the righ t h a lf shows the results obtained through a pure DSM C sim ulation. 

The ha lf on the le ft depicts the hybrid sim ulation under consideration.

The first case analyzed is the comparison between a pure DSMC and a pure LOS 

simulat ion. As seen in Figures 7.11 -  7.13. the flow shows a much higher degree 

o f expansion in the DSMC sim ulation tha t includes collisions, when compared to 

the eollisionless LOS sim ulation. The number density in the DSMC sim ulation 

(F igure 7.11) decreases much more than is a ttribu tab le  to the geometric effect 

o f expansion, which is the mode of expansion in the LOS sim ulation. A closer 

look at Figure 7.11 shows th is  difference iu the nat ure of the expansion in t he 

two cases. The number density contours for the* LOS simulation arc1 spherical in 

nature, which corresponds to the eollisionless. non -directed, spherical expansion 

from an evaporating source. On the other hand, the DSMC sim ulations show 

number density contours tha t are less spherical in nature. These contours indicate 

a directed expansion, w ith  an axial velocity component at the source. Th is effect 

arises from the collisional region above the source, where the therm al energy o f the 

evaporating vapor is converted to kinetic energy, w ith  a large velocity component 

in the axial d irection .

The region ju s t above the evaporating source shows a much higher increase in 

velocity in the DSMC sim ulation (Figure 7.12), which is a result o f the collisional
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Figure 7.11. Complete LOS domain: Number density comparisons ( # / r n ‘{)
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Figure 7.12. Complete LOS domain: Absolute velocity comparisons {m/s)
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Pure LOS Pure DSMC
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Figure / .13. Complete LOS domain: Translational tem perature comparisons ( I \ )

in teraction between particles. Th is factor does not con tribu te to the increase in 

velocity in the LOS simulation. As a result, the m axim um  velocity in the LOS sim ­

ula tion  is more than 350 rn/a (25%) lower than the corresponding m axim um value 

in the DSMC sim ulation. Figure 7.13 shows how the transla tiona l tem perature 

in the DSMC sim ulation is affected by the transfer o f energy from  the electronic 

mode. Th is energy transfer does not occur in the LOS sim ulation as collisions are 

not considered.

The substrate fluxes in the two eases (F igure 7.14) show a largo discrepancy. 

The deposit ion on the substrate in the collisional DSMC sim ula tion is nearly dou­

ble tha t o f the equivalent deposition in the LOS sim ulation. An analysis o f the 

flux to  the chamber walls (Figure 7.15) explains th is discrepancy, as the wall flux 

is correspondingly lower in the DSM C sim ulation when compared to the LOS sim ­

u la tion . Th is difference in the calculated results arises due to  the co llis iona lity  o f 

the DSMC sim ulation. The eollisionless, non d ire c ted  expansion in the LOS sim u­

la tion  allows the flow to expand more un ifo rm ly  in the axial and radial d irections

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



139

0.15

LOS
DSMC

0.1

=  0 .05

0.40.30.20.1
Radial distance along substrate (m)

Figure 7.14. Complete LOS domain: Deposited film  thickness comparisons (rm )
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than in the DSMC sim ula tion. Th is  directs a larger p roportion  o f the flow  anray 

from  the axis and the substrate, thus increasing deposition on the walls. On the 

o ther hand, the collisions in the DSMC simulations direct the flow in the axial 

d irection, thus causing a larger substrate flux.

The results presented above show tha t there are large differences between the 

collisional DSMC and eollisionless LOS simulations. These variations illus tra te  

the effect o f the collis ional phenomena on the expansion and deposition, and the 

importance o f modeling the collisional interaction between the particles in  the flow. 

Thus, a pure LOS s im ula tion  does not capture the expansion satisfactorily, and a 

hybrid method must be used to model the collisional region above the evaporating 

source.

The next case considered is the comparison o f the DSMC sim ulation w ith  the 

hybrid sim ulation A. As mentioned in the previous sub-section, nearly SSCX o f all 

collisions in the flow dom ain occur between the evaporating surface and th is  axial 

location. Hence, a significant po rtion  o f the collisional region is captured in this 

case* through the use o f the DSMC method in this region. The macroscopic flow 

properties calculated at the interface from the DSMC sim ula tion are inp u t into 

the LOS sim ulation as inflow  parameters, and the LOS sim ula tion is performed on 

the* rest o f the domain. The composite view of those sim ulations is presented in 

f  igures 7. Hi 7.18.

It is seen that the fiowfield properties are much closer to  the corresponding 

values in the DSMC sim ulation, when compared to the results in Figure's 7.11 - 

7.18. The number density contours (Figure 7.1G) in the hyb rid  s im ula tion agree 

very well w ith  the ir counterparts in the DSMC sim ulation. In th is case, a directed 

expansion is seen in the LOS domain as the collisional phenomena arc* captured
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Figaro 7.16. Interface at ) ' = 0 .1  m: Number density comparisons ( # / m 3)
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Figure 7.17. Interface at F  =  0.1 nr. Absolute velocity comparisons (rn/.s)
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Hybrid LOS - DSMC Pure OSMC

150

ISO 175
175

200
200

LOS 300 300

300OSMC

-0.3 -0.2 -0.1-0.4 0.20.1 0.3 0.4

Figure' / .IS. Interface at 1 =  0.1 m: Translational tem perature comparisons (A')

to a large extent in the in it ia l DSMC part o f the hybrid s im ula tion. The absolute 

velocity contours (F igure 7.12) show a s ligh tly  lower level o f expansion in the LOS 

domain. In the pure DSMC sim ulation, collisional expansion continues to  occur in 

the upper regions o f the E TF . although the rate o f expansion is much lower than in 

the' region above the m elt. Th is effect is absent in the LOS sim ulation. A n  analysis 

o f the trans la tiona l tem perature contours (Figure 7.13) shows that th is  property 

decreases faster in the LOS domain than in the pure DSM C sim ula tion. This is 

caused by the absence o f energy transfer from the electronic to the transla tiona l 

energy mode in the LOS sim ulation. Once again, this occurs because the remainder 

o f the collis ional expansion is not captured in the LOS sim ulation.

The deposited thickness in the hybrid sim ulation shows good agreement w ith 

the pure DSM C result. There is a slight discrepancy in the two profiles though, 

as seen in Figure 7.19. The higher deposition in the LOS sim ulation is a result 

o f the lower transla tiona l temperatures in the domain. In the [jure D SM C  case, 

the higher transla tiona l tem perature is indicative o f higher rad ia l expansion, which
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Figure? r.19. Interface at T  = 0 .1  rn: Deposited film thickness comparisons (cm)

reduces the substrate flux. T he  discrepancy is low because o f the low values o f the 

translational tem perature in the upper part o f the ETF.

The vast difference betwe-en the results from this hybrid  s im ula tion and the pure 

[.OS sim ulation described en rlie r indicates that the modeling o f tin ; collis ional re­

gion above the source is extrem ely im portant. The hybrid s im u la tion  described 

above captures a m a jo rity  o f  the collisions that, drive the expansion, which yields 

g o o d  agreement in the num her density contours and deposition profiles. However, 

a be tte r match for tin ' flow fie ld properties can be obtained by extending the c o lli­

sional DSMC domain to inc lude a larger fraction of the collisions in the domain.

The t hird set o f comparisons described in Figures 7.20 7.23 involve the hybrid

s im ulation B. where the co llis iona l DSMC region is extended to  an axia l location 

o f 0.2 m.  In th is cause, less tha n  5% o f the collisions in the pure DSM C sim ulation 

are ignored in tin* hybrid s im u la tion . Again, in th is case, the num ber density
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Figure 7.20. Interface at )'  =  0.2 m: Number density comparisons
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Figure 7.21. Interface at Y  — 0.2 in: Absolute velocity comparisons ( m/ s )
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Figure t .22. Interface at V' =  0.2 m: Translational tem perature comparisons ( I \ )

contours from the hybrid simulation agree very well w ith  the DSMC sim ulation 

(F igure 7.20). The contours indicate a directed expansion tha t is consistent wit.li 

the collisional DSMC simulation. The number density decreases by nearly an order 

o f m agnitude in this case through the geometric effect o f expansion. The absolute 

velocity contours (F igure 7.21) in the hybrid sim ulation show good agreement 

w ith  the ir DSMC counterparts. The maximum value o f the velocity in the hybrid 

sim ulation is less than 0.5% lower than the corresponding maximum value in the 

DSMC ease, which is w ith in  an acceptable margin o f error.

The translational temperatures (Figure 7.22) in the LOS domain are s ligh tly  

lower than the corresponding values in the DSMC sim ulation. Once again, the lack 

o f collisional energy transfer from the electronic to the translational energy mode 

explains this discrepancy. The results in Chapter 4 showed tha t the electronic tem ­

perature in th is region is much higher than the translational temperature. Hence, 

collisions in th is  region result in a significant increase in the translational tem per­

ature. The collisions th a t have been ignored for the hybrid sim ulation serve this
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Hybrid LOS - DSMC Pure DSMC
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Figure 7.25. Interface at 1’ =  0.3 m: Number density comparisons ( # / m 3)

purpose1. Tin* deposited film  thickness (F igure 7.23) in the hybrid s im u la tion  shows 

excellent agreement w ith  the DSMC result. A  comparison between the com puted 

and experim enta lly measured absorption scans (Figure 7.24) shows a s ligh t discrep­

ance in the perpendicular tem perature and the radial velocity, bu t the profile  is 

very s im ila r to tha t computed using the DSMC method (F igure 5.8). These results 

suggest tha t the collisions th a t are modeled in the hybrid sim ulation cap ture the 

bulk o f t he expansion phenomena tha t contribute* to the substrate; flux.

Plae ing the interface for the hybrid sim ulation at th is  location leads to very 

gemel agreement overall between the DSMC and hybrid sim ulations. Since more 

than 95% eT the collisions in the* DSMC sim ulation are included in the LOS sim u­

la tion . it is safe te) say that the results reflect the collisional phenomena that are* 

im pentant for e{e*peisition. However, one fu rthe r sim ulation is performed to  support 

t his argumeuit.

The* last set o f results included in th is  section show the comparisons between 

the* DSMC erase? and the hybriel s im ula tion C. In this case. 98.5% o f the collisions
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Hybrid LOS - OSMC Pure OSMC
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F i l l in '  (.26. Interface at V  =  0.3 rri: Absolute velocity comparisons {m/s)

modeled in the DSMC sim ulation are included in the hybrid  sim ulation. This is 

reflected in the fiowfield comparisons shown in Figures 7.25 -  7.27. As in the pre­

vious set o f comparisons, the number density contours calculated in the DSMC 

sim ulation are captured accurately in the LOS sim ulation, w ith  the flow showing 

directed expansion due to the collisions modeled in the DSM C part o f the hybrid 

sim ulation (F igure 7.25). The contours o f absolute velocity (F igure 7.26) from the 

t wo cases show excellent agreement, and the peak values o f velocity are capt ured 

accurately in the LOS domain. The translational tem perature contour compar­

isons (Figure' 7.27) s till show some discrepancy. However, the comparison of the 

deposited film  thickness on the substrate shows excellent agreement between the 

hybrid and DSMC simulations. Figure 7.29 shows a comparison between the com­

puted and experimental absorption scans. The computed scan in th is case shows 

better agreement w ith  the experimental scan, when compared w ith  the results from 

case B (F igure 7.29).

Th is  set o f results shows improvements over case B. However, the deposited film
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Figure i .27. Interface at V  =  0.3 in: Translational tem perature comparisons (A ')

0.15

Hybrid LOS-OSMC 
OSMC

Ea

o

!  0 .05 -
U.

0.05 0.1 0 .15  0.2  0.25 0.3 0 .35 0.4

Radial distance along the substrate (m)

Figure 7.28. Interface at Y  =  0.3 m: Deposited film  thickness comparisons (cm)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



150

0.003
  Computed

— -  Experiment

a  0.002

5  0.001

2E+09 4E +09-2E + 09-4E+09
Frequecy shift (Hz)

Figure 7.29. Interface at V' =  0.3 m: Absorption scans

thickness in the* hybrid s im ula tions B and C compare equally well w ith  the DSM C 

sim ulation and the improvement in the flowfield properties is only m argina l. T h is  

is expected as the last set o f results includes on ly 1.5% more o f a ll the collisions 

in the domain, and the im p o rta n t collisional phenomena d riv in g  the expansion are 

captured. Hence it may be advantageous to use the hybrid  s im ula tion  w ith  an 

interface' at 0.2 in to model th is  system.

7.2 .3  Perform ance com parisons

Fhe LOS method has been developed as a cheaper and more efficient way to sim u­

late eollisionless flows, when compared to the DSMC method. In th is  section, the 

reduction in com putational e ffo rt using the LOS method is quantified through com­

parisons w ith  the eollisionless DSM C method. I t  has been shown in Section 7.2.2
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th a t s im u la ting  the E TF  flow domain using the LOS m ethod alone does not model 

the expansion correctly. Hence, the tim e savings th rough the use o f hyb rid  simu­

lations is discussed la te r in this section. The comparisons o f com puta tiona l tim e 

involved on ly the main loop o f the LOS and D SM C  algorithm s, and excluded the 

in itia liz a tio n  and saving o f in form ation at the end o f the s im ula tion. These routines 

are performed once during  the sim ulation and the com puta tiona l effort involved in 

th e ir execution is m in im al when compared to the m ain loop o f the a lgo rithm  in 

question.

The first comparison is carried out to quan tify  the am ount by which the LOS 

m ethod outperform s a eollisionless DSMC sim ula tion. The only operations on 

a com puta tiona l partic le  are the movement routines th a t allow the partic le  to 

translate* through the How domain. The DSMC m ethod advances the particle 

through a specified tim e step, which often results in more than one calcu la tion of 

the partic le 's tra jec to ry  in a specific cell during successive tim e steps. In contrast, 

the LOS method calculates the tra jecto ry o f the partic le  through the entire cell 

w ithou t the constra int o f a time step. This prevents the partic le  from fo llow ing its 

tra jec to ry  through a cell in a series o f short hops.

The standard used to compare the performance; o f the LOS and DSM C move­

ment routines is the to ta l time taken for the com puta tion  o f a single partic le ’s 

tra jec to ry  in tin* sim ulation. I t  has been shown in Section 7.1 tha t the LOS and 

eollisionless DSMC methods produce results th a t show very good agreement w ith  

each other. Hence, i t  may be assumed tha t the same fraction  o f generated p a rti­

cles in these sim ulations transit through corresponding regions o f the flow domain. 

Therefore, the number o f generated particles is a convenient parameter to use in 

the calcu lation o f the standard mentioned above. Th is  param eter has the added
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advantage of being easily controlled through the input data-files. In bo th  methods, 

a large number o f particles are generated at the inflow  boundaries and are trans­

lated through the flow domain by the move routines. Assuming the tim e taken for 

all these move routines to be the tota l tim e taken for the sim ulation, it  is possible 

to calculate how much tim e is spent, on an average, in the calcu la tion o f the move 

routines associated w ith  a single particle. This is expressed as:

T'l'o'r
p =  - w  (7 ' 2)

where T (> is the average tim e spent in the movement o f  a single partic le  through 

the whole s im ulation, T t o t  is the total time taken for the s im ula tion and N r  is 

the to ta l number o f particles generated at the inflow.

For the LOS method, the number o f particles generated is set at 1 m illion. 

The tim e taken for th is sim ulation is calculated to be 977.15 seconds (1G m in­

utes). Hence the average tim e spent in calculating a single pa rtic le ’s tra jec to ry  is 

9.77 x 10- '1 seconds, from Equation 7.2. The DSMC m ethod has nearly 7.3 m illion 

particles generated through the course o f the sim ulation, w ith  the to ta l simulation 

tim e being 23218.18 seconds (6 hours. 27 minutes). Hence tin? average time per 

part icle in this case is 3.18 x 10~'$ seconds. It is seen tha t in the LOS method, the 

calculation o f a single partic le ’s tra jectory takes only 30.7% o f the corresponding 

tim e in the DSM C calculation. The real tim e comparisons give the LOS method 

a savings of 9G% over the DSMC method. Even i f  the sampling in the DSMC 

met hod is reduced by an order o f magnitude the LOS simulat ion w ill be much 

faster than the DSMC sim ulation. These savings o f nearly 70% o f the movement 

calculation and an order o f magnitude in the real s im ula tion  tim e make the LOS 

method extremely a ttrac tive  for eollisionless flows.

The next set o f comparisons involves the collisional DSMC sim ulation o f the
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Figure* r.30. Domain volume upstream o f an axial location

entire flow dom ain, and the three hybrid simulations described in Section 7.2. In 

order to compare the DSMC and hybrid simulations, the rate o f partic le  generation 

;it the DSMC in flow  boundary is kept constant. The LOS parts o f the domain also 

have equal numbers o f generated particles. Hence, the com puta tiona l savings are 

determ ined by the relative geometric parameters o f the different sim ulations.

Tw o geometric parameters for the E TF are represented in Figures 7.30 and 

7.31. The former shows the volume of a subdomain from the evaporat ing source to  

tlie  axia l location p lotted as the ordinate. Thus, this is the volume o f the DSM C 

part o f a hybrid sim ulation where the interface is placed at the ax ia l location in 

question. Since the domain is axisvinm etric and roughly conical in nature, the 

upstream volume increases as the square o f the radius o f the chamber. The volume 

fractions of the DSMC parts o f the three hybrid sim ulations are given in Table 7.2.

The cells in the domain are scaled by the mean free path o f the flow. Due to the
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Falile i .2. Cell and volume fractions of the DSM C part o f the hybrid sim ulations

Case* Interface location (in) Volume fraction  (%) Cell fraction (%)

A 0.1 3.57 55.57

B 0.2 20.59 65.75

C 0.3 49.83 78.79
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Table 7.3. Comparison o f s im ula tion times for the hybrid  D S M C -LO S  methods

S im ulation tim e (seconds) Fraction o f

Case DSMC LOS Total fu ll DSM C (%)

Full DSMC 16389.37 — 16389.37 —

C 12508.01 197.64 12705.65 77.52

B 8990.22 363.09 9353.31 57.07

A 5052.35 680.67 5733.02 34.98

rapid expansion, the mean free path increases very qu ick ly in the axia l d irection 

(F igure 7.S). Thus, the cell size also increases dram atically, as seen in the grids 

shown in C hapter 4 (Figures 4.1 and 4.2). The area near the evaporating source 

has a cluster o f very small cells, while the region near the substrate has much 

larger cells. The number o f cells upstream of an axial location in the fu ll DSMC 

s im ula tion  is p lo tted in Figure 7.31. It is seen that the upstream cell fraction 

increases rap id ly  near the source and varies a t a lower rate in the outer regions 

o f the domain. The cell fraction data for the hybrid sim ulations are shown in 

Table 7.2.

The results o f the com putational tim e for the hybrid sim ulations are presented 

in Tabh* 7.3. I t  is seen that the tim e taken for the LOS part o f the hybrid s im ulation 

increases as the interface is placed nearer the source*, as in case A. Each generated 

partic le  in th is case has to pass through a larger number o f cells, which increases 

l ho average tim e spent in the movement o f each particle. Th is  increases the overall 

tim e for the LOS sim ulation. However, these LOS s im ula tion  times are much
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smaller than the corresponding values for the DSMC sim ulation, which are higher 

by an order o f magnitude. The DSMC sim ulation times follow the opposite trend 

to the LOS times for the three cases, as they simulate the complementary pa rt o f 

the domain. Thus, the smallest DSMC sim ulation, Case A, has less than one -th ird  

the s im ula tion  tim e of the fu ll DSMC sim ulation, since it simulates roughly ha lf 

the number o f cells as the la tte r case. Case C, on the o ther hand has nearly 75% o f 

the fu ll DSM C sim ulation time, and it simulates particles in nearly 80% o f the cells 

included in the fu ll DSMC sim ulation. Another factor in the savings is the fact 

that the number o f particles a t any given tim e in the DSMC sim ulations decreases 

flown the column. As particle generation rates are held constant, the number o f 

part icles in the domain is higher for larger subdomains. Th is does not compromise 

the accuracy o f the smaller DSM C simulations, as the fu ll DSMC sim ulation has 

roughly the same number o f particles in the corresponding subdomain.

The to ta l tim e for the hybrid simulations is dominated by the DSMC part. By 

com paring the sim ulation times for the hybrid  and the fu ll DSMC cases, it  is seen 

that placing the interface at 0.2 rn (Case B) provides the desired results 1.75 times 

faster than the fu ll DSMC sim ulation. In real time, th is  translates to a savings o f 

nearly 2 hours over the full DSMC sim ulation, which took more than 4.5 hours. 

Th is is a considerable savings, especially when repeated simulations are necessary. 

Case A produces the desired results nearly three times faster than the fu ll DSMC 

simulat ion, corresponding to a real time savings o f 3 hours over the fu ll DSMC 

sim ula tion. I f  the deposition profile is the only quantity  tha t is desired, then Case 

A provides th is result w ith reasonable accuracy at on e -th ird  the cost o f the fu ll 

DSMC sim ulation. Case C' does not significantly improve the accuracy over Case 

B. and offers a speed-up of a factor o f only 1.29. In th is case, it  is better to use
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configuration B when accurate flowfield predictions are required, and Case A  when 

only the deposition profile is desired.

The hybrid sim ulations w ill have shorter execution times if  a boundary based 

LOS method is used instead o f the current grid based approach. I f  absorption scans 

are needed, a single row o f cells along the laser's path could provide in fo rm a tion  on 

the flow properties in this region. However, the overall execution times in  Table 7.3 

w ill not change s ign ificantly  as these values are dom inated by the DSM C pa rt o f 

t he simulation.

The flow in the E TF has a higher pressure than some other physical vapor 

deposition applications [59]. In such cases, the How domain is even less collis ional 

than the ETF, and the interface covdd be moved closer to  the evaporating source 

w ithout compromising accuracy. The savings in com putational e ffo rt would be 

more dram atic in such cases than the results shown above, as the LOS part o f the 

hybrid sim ulation wotdd be quite large.

7.3 Conclusions

T h e  L i n e  o f  Sight method was developed for application to near collis ional and 

f r e e  m o l e c u l a r  flow regimes. The algorithm  was validated by com paring i t  to  a 

e o l l i s i o n l e s s  DSMC sim ulation. The LOS results showed very good agreement w ith  

t h e  DSMC results both for the flow field and film  properties.

The flow in the ETF was investigated using a hybrid DSM C-LO S approach. 

A comparison o f a pure LOS and a pure DSMC sim ulation illustra ted the im por- 

t mice of modeling the collisional region above the evaporating source. The collisions 

served to convert, the therm al energy o f the vapor to k ine tic energy, and the resu lt­
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ing  expansion was directed axia lly. A  pure LOS s im u la tion  d id  not capture this 

effect, and necessitated a hybrid  approach.

Placing the D SM C -LO S interface at a distance o f  0.1 m  from  the source cap­

tured a m a jo rity  o f the collisions modeled in a pure DSM C sim ula tion. However, 

the remainder o f the collisions caused fu rthe r expansion, which was not captured 

adequately in th is  hybrid  sim ulation. The interface was then placed at a distance o f 

0.2 tti from the source. In th is  case, the flowfield properties compared well w ith  the 

DSM C results and the substrate deposition was modeled accurately. A sufficient 

num ber o f collisions were modeled to predict the expansion accurately in th is  case. 

Th is  was verified by placing the interface at a distance o f 0.3 rn from the source. 

The accuracy did not improve sign ificantly over the second hybrid  sim ula tion.

The LOS method offered a significant savings in the partic le  movement routine 

when compared to a eollisionless DSMC sim ula tion, and was bister by an order 

o f magnitude in the sim ulation time. Using a hybrid  D S M C -LO S  method instead 

o f a DSMC sim ula tion offered considerable savings in  com puta tiona l effort. When 

t he DSMC -LOS interface was placed 0.1 rn from the source, the desired results 

were obtained nearly three times faster than the fu ll DSMC sim ula tion. Th is 

configuration is a ttrac tive  when only the deposition profile needs to be modeled 

accurately. P lacing the interface at 0.2 rn increased the overall s im ula tion speed 

by a factor o f 1.75 w ithou t compromising the accuracy o f the results. The th ird  

configuration offered an increase o f a factor o f 1.29 w ith o u t s ign ificantly  im proving 

the accuracy over the previous case. The second configuration is thus suggested 

for the modeling o f the flow in the E TF in a fast, accurate and efficient manner.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

The physical vapor deposition o f titan ium  was modeled in this s tudy using the 

D irect S im ulation Monte Carlo (DSMC) method and a eollisionless Line O f Sight 

(LOS) technique. The electron beam evaporation o f tita n iu m  from  a m olten pool 

created a source flow w ith  a very high temperature. The relative m agnitude o f 

the trans la tiona l and electronic energies at the temperatures of interest in the flow 

domain indicated tha t a significant fraction o f the energy o f the evaporating par­

ticles was contained in the electronic mode. Hence, a model for the consideration 

o f e lectronic energy and its exchange was developed for the DSMC m ethod, and a 

reduced electronic configuration o f titan ium  was chosen for the s im ula tion  through 

an analysis o f its  energy levels. The effect o f inclusion o f electronic energy was 

studied through comparisons w ith  simulations that d id  not include this mode o f 

energy.

The evaporating flow was characterized by extremely rapid expansion. The re­

gion im m ediate ly above the evaporating surface was extremely collis ional and the 

collisions directed t he expanding vapor in the axial d irection. T in; number density 

in the flow domain showed a rapid decrease through four orders o f m agnitude. The 

inclusion o f electronic energy was shown to have a significant effect on the expand-
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ing flow. The energy transfer from the electronic mode increased the transla tiona l 

energy and the velocity o f the vapor, thus increasing the expansion in the flow.

The flowfield properties showed good agreement w ith  experimental da ta when 

electronic energy was considered. The experimental absorption spectra were mod­

eled using the results from the DSM C sim ulation. Some o f the discrepanc\r in 

the measured and calculated tem perature was shown to arise from  the presence of 

background argon vapor in  the experimental set-up.

The expanding flow showed a high degree o f non-equilibrium . The non-equilibrium  

behavior was studied in the Ivnudsen layer formed at the evaporating surface, where 

a finite* velocity was present at the surface due to collisions in th is region. The ve­

lo c ity  and tem perature along the axis o f the vapor je t showed evidence o f freezing, 

thus ind ica ting  the low co llis iona lity  o f the flow away from the source.

The baekscatter phenomenon was modeled in th is study. Th is was caused by 

particles being scattered back into the melt through collisions. The baekscatter 

fraction modeled was significant, and the inflow conditions were corrected bv this 

fraction to model the experimental evaporation rate correctly. The baekscatter 

fraction was shown to be higher when electronic energy was considered, as the 

add itiona l energy o f the vapor increases the co llis iona lity o f the region above the 

evaporating surface.

The sim ulations showed good agreement w ith  the experim entally measured de­

posit ion profile. The inclusion o f electronic energy caused a reduction in deposition. 

The transla tiona l temperature in the domain increased due to  the energy transfer 

from the electronic mode. Th is in tu rn  caused more radial expansion, thus causing 

more' deposition on the walls and less on the substrate. The DSMC method was 

shown to be an im portant numerical too l in the modeling o f vapor deposition prob-
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lems, and the consideration o f electronic energy in the DSMC m ethod was shown 

to  model the physics o f the problem  more accurately.

The sensitiv ity o f the results to  various parameters was investigated. The flow 

properties and deposition were affected significantly by changes in the collis ion 

cross section. An increase in the cross section led to an increase in  the number 

o f collisions and more radia l expansion, which in tu rn  led to reduced substrate 

deposition. The sticking coefficient on the walls was shown to  affect the flow 

properties near the walls, bu t not the deposited film  thickness. Thus, the use o f a 

value o f 1 for the sticking coefficient was validated by th is  study. The deform ation 

in the surface o f the molten pool was shown to have no sign ificant effect on the 

expansion and the deposition.

The nature o f the expanding flow led to a lot o f wastage o f com puta tiona l 

effort on the near-collisionless parts o f the flow. The LOS m ethod was developed 

to provide a faster, cheaper and more efficient way to sim ulate flows w ith  very low 

co llis ionality. Th is method was validated through comparisons w ith  the results 

from a eollisionless DSMC sim ulation.

A comparison o f the LOS result w ith  the DSMC sim ula tion showed tha t the ex­

pansion is not captured satis factorily  using the LOS method alone. The expansion 

sim ulated in this case was spherical in nature, as opposed to the d irected expansion 

found in tin 1 flow domain. Th is  comparison illustrated the im portance o f m odeling 

the collisional region im m ediate ly above the evaporating surface.

H ybrid  DSMC-LOS sim ulations were modeled in order to capture the high 

co llis iona lity  o f the in itia l expansion. Th is region was modeled using the DSM C 

method and the expansion in  the far-field was modeled using the LOS m ethod 

w ith  inpu t from the DSMC results. It was shown tha t a jud ic ious choice o f the
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DSM C-LO S interface simulated the flowfield w ith  high accuracy. The nature o f 

the expansion was shown to be collis ional near the source, and geometric in the 

far-fie ld .

The LOS and hybrid s im ulations were compared w ith  a pure DSM C sim ula­

tion  to qu an tify  the savings in com puta tiona l effort. An analysis o f the partic le  

movement routines in the LOS and eollisionless DSM C sim ulations showed tha t the 

LOS m ethod modeled the partic le  tra jec to ry  in a much more efficient manner. The 

use o f a hyb rid  method decreased the com putational time considerably. Thus, the 

vapor deposition simulations were performed in a more efficient manner w ith o u t a 

loss o f accuracy.

8.2 Future Work

The work presented in th is d issertation demonstrates the modeling o f the physical 

vapor deposition process using methods tha t capture the flow physics and improve 

I lie efficiency o f the com puta tion . A lthough the simulated results show good agree­

ment w ith  the experimental data, there are some discrepancies tha t arise in the 

m odeling o f the system. Various s im p lify ing  assumptions have been detailed in 

the study, and these show scope for improvement. This section outlines ways to 

improve1 the accuracy o f the s im ula tion and increase' the com puta tiona l efficiency 

o f t he modeling.

The collis ion cross section o f tita n iu m  is a parameter th a t is not well docu­

mented in litera ture. A lthough some work has been done in th is  area, a consider­

able' am ount e»f uncertainty is present in the value o f this parameter. An assumption 

maefe in th is study considers the.* cross section o f excited states to equal th a t o f the
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ground state. A sensitiv ity analysis study has shown the simulated results to  be 

affected considerably by the collision cross section. Hence, a useful con tribu tion  

to the s tudy o f vapor deposition, and many other physical problems, would be to  

qu a n tify  the cross sections o f the ground and excited states o f titan ium . Th is could 

be achieved by studying the variations o f known cross sections of the ground and 

excited states o f other elements.

The scientific com m unity studying electron beam evaporation has long sus­

pected th a t the electron beam increases the exc ita tion  o f the vapor th a t i t  passed 

through. T h is  effect has not been considered in the present study. Hence, a use­

ful co n trib u tion  towards understanding the process o f electron beam evaporation 

would involve the development o f a physical model for electron beam excitation. 

This model could use a s im plistic approach towards the energy transfer from the 

beam to  the vapor, or apply phenomenological models for energy transfer from 

electrons to  neutra l atoms through collisions.

T h is  study does not consider spontaneous de-excitation and energy loss through 

photons. Hence, an extension o f this study could incorporate these phenomena in to  

the electronic energy model when the data regarding these effects are available. 

This s tudy also ignores skip electrons. These electrons from the electron beam arc 

reflected o ff the surface o f the molten pool and typ ica lly  have a lower energy than 

t he beam. Since they undergo collisions w ith  the vapor, they cause some excita tion. 

M odeling the skip electrons could improve the accuracy o f the sim ulation.

One parameter which is currently not known is the p robab ility  o f energy transfer 

from the1 electronic to the translational mode. The electronic relaxation rate is also 

not well defined in literature. An interesting problem tha t arises from this would 

apply phenomenological modeling o f these parameters to improve the accuracy o f
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the sim ulated data.

The flow in the E TF  shows evidence of freezing o f some flow properties. Early 

research on the trans ition  from  a collisional to a free molecular regime has ad­

dressed the issue o f freezing o f the components of the trans la tiona l tem perature

[55]. W hile  the freezing o f the paralle l translational temperature occurs for a spher­

ical flow, axisymmetric flows show a variation in this property even a fte r the flow 

becomes completely eollisionless [70]. The expansion in the E TF  fits ne ither a tru ly  

axisym m etric nor a spherical model due to the off-axis nature o f the source and 

the com plexity o f the dom ain. However, a mathematical analysis o f axisym m et- 

ric  freezing applied to th is problem could throw some ligh t on a param eter tha t 

could be used to decide when the flow becomes sufficiently eollisionless for the LOS 

m ethod to be used. In th is  study, a collision analysis has been performed w ithout 

considering such a parameter. The development of such a parameter could provide 

a useful yardstick to decide where to place the interface for a hybrid  DSMC-LOS 

sim ula tion.

The hybrid simulations improve the efficiency of computat ion, but additional 

work can be done on im proving th is model. Currently, the macroscopic properties 

calculated from the DSMC sim ula tion are used as input to the LOS sim ulation. 

Since the flow in the DSMC part o f the hybrid domain is often in non-equilibrium , 

the temperature calculated has very lit t le  physical meaning. Instead o f translating 

the partic le  properties in the DSMC simulation to macroscopic properties across 

the interface, the hybrid model could be developed to accept ind iv idua l particle 

properties from the DSMC com putations for the sim ulation o f these particles in 

the LOS analysis. In the current set-up, the DSMC sim ulation is executed to 

com pletion, the properties are extracted and the LOS sim ulation is then in itia ted .
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A lthough  th is is performed very qu ickly using script files, i t  would be a de fin ite  im ­

provement to have the DSMC s im ula tion  feed seamlessly in to  the LOS s im u la tion . 

A  hyb rid  model could also be developed where the interface is adjusted adaptive ly 

du ring  the course o f the sim ula tion, possibly through the use o f the breakdown 

param eter mentioned earlier.

T h is  work has extremely practica l applications in the m ateria ls processing in ­

dustry. w ith  a potentia l for sim ulations w ith  quick turn-around times. The incor­

pora tion  o f some o f these suggestions would increase the accuracy and efficiency o f 

the m ethod developed in this study. Th is would help extend the envelope in the 

m odeling o f physical vapor deposition problems.
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