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Continuous Prediction of Streaming Video QoE
Using Dynamic Networks

Christos G. Bampis, Zhi Li, and Alan C. Bovik

Abstract—Streaming video data accounts for a large portion
of mobile network traffic. Given the throughput and buffer
limitations that currently affect mobile streaming, compression
artifacts and rebuffering events commonly occur. Being able to
predict the effects of these impairments on perceived video quality
of experience (QoE) could lead to improved resource allocation
strategies enabling the delivery of higher quality video. Toward
this goal, we propose a first of a kind continuous QoE prediction
engine. Prediction is based on a nonlinear autoregressive model
with exogenous outputs. Our QoE prediction model is driven
by three QoE-aware inputs: An objective measure of perceptual
video quality, rebuffering-aware information, and a QoE memory
descriptor that accounts for recency. We evaluate our method on a
recent QoE dataset containing continuous time subjective scores.

Index Terms—Subjective quality of experience (QoE), video
quality assessment (VQA), video streaming.

I. INTRODUCTION

OBILE streaming video occupies a dominant portion
M of global network traffic. Since network throughput can
be volatile and hard to predict, video compression artifacts and
rebuffering events often occur. For example, when the available
bandwidth is unable to satisfy the playout rate on the client side,
the client will either ask for a video segment encoded at a lower
bitrate or (if the available bandwidth is small and the client’s
buffer is empty) stop the playout (rebuffering). Either can lead
to unpleasant losses of perceived quality of Experience (QoE).
Clearly, being able to predict perceived QoE could enable the
design of perceptually driven resource allocation strategies that
minimize these effects.

In streaming applications, it is the client side that is best
informed regarding the streaming bitrate and rebuffering events,
and this is where QoE prediction is most relevant. The server
side could assist this process by precalculating the video quality
values during encoding, and by sending them to the client in
the manifest file. The client would then make a decision, e.g.,
to stream at a lower bitrate, or to interrupt the playback.
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While QoE prediction is easily motivated, it remains a difficult
task. Modeling the perception of video distortions is a complex
problem [1] that is exacerbated by a variety of time-dependent
behavioral factors, such as recency [2], which significantly af-
fects the perceived QoE [3]-[6].

A variety of retrospective and continuous time QoE prediction
models have been advanced. Three broad approaches may be
identified: objective video quality prediction, rebuffering eval-
uation, and more general models.

The first approach focuses on video distortions such as com-
pression and packet loss. A wide variety of video quality assess-
ment (VQA) models is available, including those that require
a pristine reference for comparison, such as [7]-[16] and those
that do not [17]-[21]. The second approach focuses on the ef-
fects of rebuffering events. The number, location, and frequency
of rebuffering events can significantly affect perceived QoE
[22]-[26]. However, these studies have not considered the com-
bined effects of compression artifacts and rebuffering events.
However, in [27]-[29], these scenarios via subjective testing
were studied, while others [30], [31] used measurements of
video bitrate, resolution, and frame rate, along with rebuffering
event information, to objectively predict QoE. However, none
of these efforts incorporated perceptual VQA models to supply
visual quality predictions to their objective systems, although
distortions are an important aspect of video QoE. Recently, more
general QoE-aware models that use perceptual VQA for retro-
spective (noncontinuous) QoE prediction were proposed in [32]
and [33], but this does not supply a tool that could be used for
real-time bitrate decisions.

Continuous time QoE prediction is a more challenging prob-
lem that requires accounting for the instantaneous temporal ef-
fects of subjective QoE. In this direction, Chen et al. [4] de-
veloped a Hammerstein—Wiener (HW) model of the temporal
subjective quality of HTTP video streams. Ghadiyaram et al.
[5] have also used HW model of the effects of rebuffering on
continuous time subjective QoE. However, neither of these ap-
proaches considered a combination of rebuffering and video
compression artifacts.

Here, we develop a continuous time QoE prediction engine
that relies on simple, but highly descriptive “QoE-aware” in-
puts: objective VQA, playback status information, and QoE
memory descriptors. These inputs are continuously measured
on videos and continuously fed into a nonlinear prediction en-
gine expressed as a single hidden layer neural network.

II. DATASET

The recently designed LIVE-NFLX Video QoE Database
[34] consists of approximately 5000 retrospective human QoE
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opinion scores and the same number of continuous time sub-
jective QoE traces collected from 56 subjects that viewed video
content on a mobile device (using a properly designed inter-
face). The new database was designed to simulate a set of re-
alistic playout/rebuffering patterns based on a simple available
bandwidth model. It contains 14 diverse contents and 8 patterns
(per content). We briefly describe the three types of playout
patterns: constant encoding at 500 kb/s (#0) and 250 kb/s (#2),
adaptive rate drops at 66 kb/s (#4) and 100 kb/s (#7), and mix-
tures of rebuffering events and compressed bitrate patterns such
as constant encoding interrupted by rebuffering once (#1, #3) or
twice (#5) and adaptive rate drops with rebuffering (#6). These
playout patterns were designed using a bandwidth usage equal-
ization model to reflect tradeoffs in practical adaptive streaming
scenarios. We refer the interested reader to [34] for more details.

III. NONLINEAR AUTOREGRESSIVE (NAR) MODEL

Our goal is to design a predictive engine that is able to ef-
ficiently process a nonlinear aggregate of subjective QoE mea-
surements as inputs, including video quality during intervals
of normal playback, rebuffering traces, and memory of prior
events affecting QoE (recency). The nonlinear autoregressive
with exogenous variables (NARX) model [35], [36] is an ex-
cellent choice for this task: It nonlinearly combines each of the
inputs in an autoregressive fashion as

Yyt = f(ytfl s Yt—25 s Yt—d“ y W, Up—1, Up—2,5 ..y utfd“ ) (1)
where f(.) is a nonlinear function of previous inputs {y; 1,
Vi-2,-s Yi-d, }, previous (and current) external variables
{w, w1, w-9,...,u_g, }, d, is the number of lags in the in-
put, and d,, is the number of lags in the external variables.

Here, we take y; = 1; to be the subjective QoE prediction at
time t,and w; = [u1; ugs uzs] " to be a column vector containing
the values of three external variables at time ¢:

1) VQA: the value u;; of an objective video quality prediction
at time ¢. Any high-performance VQA method may be
used;

2) R: the playback status wuy; of the client at time ¢: 1 for
rebuffering and O for normal playback;

3) M: the time us; that has elapsed since the last video im-
pairment (rebuffering or bitrate drop) occurred at time ¢.
We normalize us, by the video duration.

Examples of the external variables are shown in Fig. 1. Note
that for ¢, we use the z-scored continuous time mean opinion
scores (MOS) (which compensate for different uses of the scale
by each subject) after rejection of outlying subjects.

The autoregressive memory of NARX allows it to account
for recency: the current QoE score depends on recent past mea-
surements. The external variables u; allow NARX to reflect
present (and past) video quality, the effects of rebuffering on
perceived QoE, and longer term memory effects. If no exter-
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Input and external continuous time QoE variables. All inputs are downsampled to match the prediction rate of NARX.

nal variables are used, NARX degenerates to a NAR model
yi = [(¥i-1,¥i-2, ., ¥i-q, ), Where the current input is a non-
linear function of inputs within a finite window in the past (dy).
An exponential regression approach was used in [37] to model
the memory of web QoE events, while we instead adopt an au-
toregressive neural network approach. One important challenge
that might be encountered when using autoregressive models for
real-time QoE prediction is that prediction errors may be prop-
agated or amplified when the predicted outputs are fed back to
the prediction engine.

IV. APPLICATION EXPERIMENTS

We learned and evaluated the NARX QoE prediction engine
on the new LIVE-NFLX QoE database. To reduce content and
pattern dependencies, we divided the 14 contents into two dis-
joint sets: a training and a testing set containing nonoverlapping
contents. To also eliminate pattern dependencies as much as pos-
sible, we applied the following strategy. Let j index the videos
in the database, i.e., j € [1, ..., 112]. For each j, we excluded all
other videos having either the same content or the same pattern
as j, defining those videos to be the jth training set, while the jth
test set contains only the jth video. Therefore, we created 112
train and test sets; one for each video. Since the LIVE-NFLX
QoE database contains 14 contents and 8 playout patterns per
content, this implies (14 — 1)(8 — 1) = 91 training videos for
each of the 112 testing videos. Of course, when deploying the
NARX QoE model in the more general setting, it would be
necessary to train it on the entire database.

For each train—test combination, we applied the NARX pre-
diction engine to predict continuous time subjective QoE. How-
ever, evaluating the performance of each model on a test video
is not trivial: Measuring the similarity between the two time se-
ries associated with each test video (predicted and ground truth
QoE) depends on the type of performance measure that is used.
For retrospective QoE evaluation, we can simply use the linear
correlation coefficient or the Spearman rank order correlation
coefficient, which measures the degree of monotonicity between
two sets of measurements. However, computing the correlation
between two QoE-related time series is a more difficult propo-
sition, since we are interested in capturing the correct range of
the subjective scores and achieving temporal alignment between
the two time series. Therefore, following [4], we used the out-
age rate, the dynamic time warping (DTW) distance [38], and
root-mean-square error (RMSE) for our comparisons.

In NARX, the nonlinear function f(.) is approximated by
a multilayer perceptron. Since the choice of NARX architec-
ture (number of hidden layers, nodes per layer, d,, and d,,) can
lead to variable results, we applied the following simple and
effective design: we used a single hidden layer network with 5,
8, or 10 hidden nodes. We empirically fixed d, = d,, = 15 and



BAMPIS et al.: CONTINUOUS PREDICTION OF STREAMING VIDEO QOE USING DYNAMIC NETWORKS

RMSE: 0.2539, O: 16.9231, D: 65.7385 RMSE: 0.1320, O: 0.0000, D: 10.9825

1085

RMSE: 0.5994, O: 54.3860, D: 122.8259 RMSE: 0.1426, O: 0.0000, D: 21.6873

Continuous Time QoE, C3, Pattern #0
Continuous Time QoE, C6, Pattern #1

Continuous Time QoE, C4, Pattern #2

50 100 150 200 250 50 100 150 200 250 300
Sample # Sample #

(2) (b)

RMSE: 0.4062, O: 31.4286, D: 30.7720 RMSE: 0.0956, O: 0.0000, D: 4.6332

50 100

Continuous Time QoE, C11, Pattern #3

50 100 150 200 250 150 200 250 300
Sample # Sample #

(©) (d)

RMSE: 0.1156, O: 0.0000, D: 3.6102 RMSE: 0.4515, O: 35.3160, D: 12.0370

Continuous Time QoE, C5, Pattern #4

th
—VOA+R M

Continuous Time QoE, C7, Pattern #5

50 100 150 200 250
Sample #

(e) U]

50 100 150 200 250 300
Sample #

Fig. 2.
distance, and CI is the confidence interval.

divided the training set into two subsets: one for training and one
for validation, to determine the best network architecture (num-
ber of nodes in the hidden layer) in terms of RMSE. Then, we
trained on the whole training set and tested it on each test video
sequence. Different parameters and test sets may yield different
results; in practice, this cross-validation approach is sufficient
to train such a predictor. Since the initialization of the network
can also affect results, we repeated the training process five
times and averaged the computed error metrics. To speed up the
training/testing process, we designed the NARX model to pre-
dict one value every 0.25 s. We used the Levenberg—Marquardt
algorithm for training.

A. Qualitative Experiments

We begin by visualizing the outputs of the proposed dynamic
network. First, consider 8 of the 14 contents from the LIVE-
NFLX Video QoE Dataset and the (closed loop) predictions for
these 8§ patterns, as shown in Fig. 2. These contents cover diverse
spatiotemporal complexities, e.g., C5: a scene that contains a
water scene and that is harder to encode, and C3: a slow moving
scene of a human dialogue. Clearly, the prediction quality varies
with the playout pattern. For example, in playout patterns #1,
#3, #5, and #6 [see Fig. 2(b), (d), (f), and (g)] where there is
at least one rebuffering event, the proposed model was able to
closely capture the effects of rebuffering on subjective QoE.
Since rebuffering is always unpleasant and obvious to subjects,
the external continuous variable R capturing the playback status
effectively describes the occurrence of rebuffering.

By contrast, when applied on videos without rebuffering, the
prediction quality may vary depending on the content and the
type of playout pattern. For the ElFuente Lake sequence (also
denoted by C5), there are two segments where the encoding
scheme was observed to greatly affect subjective QoE as shown
in Fig. 2(e): at the beginning of the video (the fountain scene
of high spatial complexity), and the adaptive bitrate drop in the
middle of the video sequence. While the proposed predictor was
able to follow the drop in subjective QoE and the overall trend,
it did not capture the first drop in the QoE. This might also be
partly explained by the challenging content. Similar to #4, the
example of #7 [see Fig. 2(h)] shows that while the predicted
QOoE follows the correct trend, the subjective drop was underes-
timated. Since the learned QoE predictor uses the temporal VQA
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Fig. 3. Effect of (a) rebuffering R and (b) memory M external variables. C is
the content index.

scores internally, this shows that even high performance VQA
models are not always able to capture the perceptual effects of
realistic bitrate drops.

Since the proposed method uses external variables to en-
hance prediction performance, it is important to understand the
contribution of each continuous variable. Fig. 3 plots the contri-
butions of the R and M external variables. In Fig. 3(a), there is
rebuffering; hence, using only the VQA external variable cannot
account for the effects of rebuffering on perceived QoE. Using
the external variable R greatly improves the prediction result. In
Fig. 3(b), the memory input helps to capture the dynamic rate
drop in the middle of the sequence.

B. Quantitative Experiments

We now move to quantitative analysis of the experiment
outcomes. First, we examined whether the combination of the
VOA, R, and M external variables led to improved prediction
performance. We selected various VQA models, including
PSNR, SSIM [7], MS-SSIM [10], NIQE [39], VMAF [40], and
ST-RRED [16] and show the results of applying them on the
LIVE-NFLX Database in Table I. We also experimented with
VIIDEO [21], but were not satisfied with the results. While
powerful and well-proven full-reference (FR) perceptual VQA
models can be used on the server side if it implements VQA
calculation, no-reference (NR) VQA models would be required
at the client side or other flexible application context. Of course,
NR VQA models are not yet as developed or successful as FR
VQA models. Clearly, ST-RRED was the best performing VQA
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TABLE I
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MEDIAN PERFORMANCE METRICS FOR VARIOUS VQA MODELS AND FEATURE SETS ON ALL 112 TEST SEQUENCES

External Variables VOA VOA+R VOA+R+M
Model/Metric RMSE  outage % DTW RMSE  outage % DTW RMSE  outage % DTW
PSNR 0.6048 44.9480 67.1964  0.3700 26.7594 47.2307  0.3149 19.2988 25.9719
SSIM [7] 0.4850 35.1055 53.9253  0.3256 20.6029 30.9463  0.2575 14.2081 22.9150
MS-SSIM [10] 0.5093 38.6606 53.9536  0.3189 20.8699 34.6884  0.3326 22.4458 24.3942
NIQE [39] 0.6335 50.9098 61.3503  0.3972 35.7967 45.6234  0.3557 23.4994 31.7299
VMAF [40] 0.5455 452282 545198  0.3450 243133 343212 0.3041 16.3525 24.3822
STRRED [16] 0.4467 29.3912 40.3229  0.3245 17.7055 327867  0.2685 14.3412 23.3444

The best result per feature set is in boldface; the best result overall is in boldface and italic font.

TABLE 1T
COMPARISON WITH THE HW MODEL ON ONLY VIDEOS SUFFERING FROM
BITRATE-RELATED IMPAIRMENTS

Model/Metric RMSE  outage % DTW

HW [4] 0.4179 31.7281 41.4905

NARX (VQA)  0.3745 29.9980 44.5552
TABLE III

MEDIAN PERFORMANCE ACROSS PLAYOUT PATTERNS WHEN USING EXTERNAL
VARIABLES VQA+R+M AND ST-RRED

Pattern#  RMSE  outage % DTW

0 0.7608 53.8162 81.7470
1 0.1850 3.0023 9.0227
2 0.2057 14.1298 69.0217
3 0.2518 12.1916 20.7408
4 0.4201 25.8960 36.8139
5 0.2079 1.9285 11.6585
6 0.2116 5.3340 9.3749
7 0.3571 25.3791 21.7034

model when only considering the VQA external variable. NIQE
was the worst performer, but it is a frame-based NR model. The
use of the R external variable greatly improved the prediction
results, while the combination of VQA+R+M performed the
best for each quality model. SSIM and ST-RRED demonstrated
the best prediction results.

We also compared our approach with the dynamic system pro-
posed in [4] (HW). The HW implementation is not suitable for
videos of different durations, so we relied on the System Iden-
tification Toolbox in MATLAB, which allows for versatility in
the number and duration of the inputs. We applied input and out-
put nonlinearities using a sigmoidal network with ten neurons.
The model parameters of the linear block were selected using the
same validation scheme as in the NARX case. A drawback of the
HW method is that it is not applicable to videos suffering from
rebuffering, hence we trained NARX using the VQA input only
and report results only on videos that are impaired by bitrate-
related impairments. As shown in Table II, the NARX architec-
ture yielded better performance than the HW model in terms of
both RMSE and outage rate. The DTW distance was larger for
NARX; but its purpose is to capture temporal trends rather than
precision, and is used as a complement to the other metrics.

As mentioned earlier, the performance of the proposed model
may vary across different playout patterns. To investigate this
claim in a different light, Table III shows the median results per
playout pattern. Observe that for pattern #0, the performance
dropped considerably, which may be due to the fact that of the

Median outage across contents

. Elssm
60 [ JSTRRED|4

70

12“kﬂ hm ﬂmmﬂLW
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Fig. 4. Median outage % across all 14 contents in the database.
three external variables, only the VQA values were nonzero.
Notably, VQA models are not designed for long-term quality
prediction; hence, predictors relying only on VQA inputs may
suffer in performance. Also, the performance on patterns with-
out rebuffering (#0, #2, #4, and #7) was relatively worse, which
again highlights the benefit of deploying a high performance
video quality algorithm. This could also be due to error propa-
gation when the NARX predictor is applied. We also investigated
the “per content” performance of our proposed model. Naturally,
the differing spatio-temporal complexities of the video contents
could lead to variations in prediction performance. Fig. 4 shows
the per content behavior of the continuous time QoE prediction
model. For some contents, such as #4, #5, and #8, the outage
rate was considerably higher, while for others such as #3 and
#12 it was much lower. Going forward, it will be of great interest
to account for, and ameliorate content-dependence.

V. FUTURE WORK

We envision building larger and more accurate continuous
time models, e.g., by investigating the effects of the underlying
parameters, extending this work to include other QoE-relevant
features or by using other potentially powerful learning systems,
such as recurrent neural networks. Also, it would be interest-
ing to incorporate a moving average component to deal with
measurement noise (i.e., a NARMAX model [41]), which could
help address the effects of error propagation. To reduce any po-
tential risks of overfitting and parameter sensitivity, aggregating
multiple prediction models [42] or training/testing on multiple
databases could also prove beneficial.

ACKNOWLEDGMENT

The authors would like to thank A. K. Moorthy, I. Katsavou-
nidis, and A. Aaron for their help in designing the LIVE-NFLX
Video QoE Database.



BAMPIS et al.: CONTINUOUS PREDICTION OF STREAMING VIDEO QOE USING DYNAMIC NETWORKS

[1]
[2]

[3]

[5]

[6]

[7]

[8]

[9]

[10]

(11]

[12]

(13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

REFERENCES

A. C. Bovik, “Automatic prediction of perceptual image and video qual-
ity,” Proc. IEEE, vol. 101, no. 9, pp. 2008-2024, Sep. 2013.

D. S. Hands and S. Avons, “Recency and duration neglect in subjective
assessment of television picture quality,” Appl. Cogn. Psychol., vol. 15,
no. 6, pp. 639-657, 2001.

A. K. Moorthy, L. K. Choi, A. C. Bovik, and G. De Veciana, “Video
quality assessment on mobile devices: Subjective, behavioral and objective
studies,” IEEE J. Sel. Topics. Signal Process., vol. 6, no. 6, pp. 652-671,
Oct. 2012.

C. Chen, L. K. Choi, G. de Veciana, C. Caramanis, R. W. Heath, and
A. C. Bovik, “Modeling the time-varying subjective quality of HTTP
video streams with rate adaptations,” IEEE Trans. Image Process., vol. 23,
no. 5, pp. 2206-2221, May 2014.

D. Ghadiyaram, J. Pan, and A. C. Bovik, “A time-varying subjective
quality model for mobile streaming videos with stalling events,” in Proc.
SPIE Opt. Eng.+ Appl., 2015, pp. 959 911-959 918.

S. Tavakoli, S. Egger, M. Seufert, R. Schatz, K. Brunnstrom, and
N. Garcia, “Perceptual quality of http adaptive streaming strategies: Cross-
experimental analysis of multi-laboratory and crowdsourced subjective
studies,” IEEE J. Sel. Areas Commun., vol. 34, no. 8, pp. 2141-2153,
Aug. 2016.

Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality
assessment: From error visibility to structural similarity,” IEEE Trans.
Image Process., vol. 13, no. 4, pp. 600-612, Apr. 2004.

Z.Wang, L. Lu, and A. C. Bovik, “Video quality assessment based on struc-
tural distortion measurement,” Signal Process., Image Commun., vol. 19,
no. 2, pp. 121-132, 2004.

K. Seshadrinathan and A. C. Bovik, “A structural similarity metric for
video based on motion models,” in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., Honolulu, HI, USA, Jun. 2007, pp. 869-872.

Z. Wang, E. P. Simoncelli, and A. C. Bovik, “Multiscale structural similar-
ity for image quality assessment,” in Proc. Asilomar Conf. Signals, Syst.
Comput., 2003, vol. 2, pp. 1398-1402.

M. H. Pinson, L. K. Choi, and A. C. Bovik, “Temporal video quality model
accounting for variable frame delay distortions,” IEEE Trans. Broadcast.,
vol. 60, no. 4, pp. 637-649, Dec. 2014.

K. Seshadrinathan and A. C. Bovik, “Motion tuned spatio-temporal quality
assessment of natural videos,” IEEE Trans. Image Process., vol. 19, no. 2,
pp. 335-350, Feb. 2010.

P. V. Vu, C. T. Vu, and D. M. Chandler, “A spatiotemporal most-apparent-
distortion model for video quality assessment,” in Proc. IEEE Int. Conf.
Image Process., 2011, pp. 2505-2508.

J. Y. Lin, T.-J. Liu, E. C.-H. Wu, and C.-C. J. Kuo, “A fusion-based
video quality assessment (FVQA) index,” in Proc. Asia-Pacific Signal Inf.
Process. Assoc. Annu. Summit Conf., 2014, pp. 1-5.

K. Manasa and S. S. Channappayya, “An optical flow-based full reference
video quality assessment algorithm,” IEEE Trans. Image Process., vol. 25,
no. 6, pp. 2480-2492, Jun. 2016.

R. Soundararajan and A. C. Bovik, “Video quality assessment by reduced
reference spatio-temporal entropic differencing,” IEEE Trans. Circuits
Syst. Video Technol., vol. 23, no. 4, pp. 684-694, Apr. 2013.

K.-C. Yang, C. C. Guest, K. El-Maleh, and P. K. Das, “Perceptual temporal
quality metric for compressed video,” IEEE Trans. Multimedia, vol. 9,
no. 7, pp. 1528-1535, Nov. 2007.

F. Yang, S. Wan, Y. Chang, and H. R. Wu, “A novel objective no-reference
metric for digital video quality assessment,” IEEE Signal Process. Lett.,
vol. 12, no. 10, pp. 685-688, Oct. 2005.

Y. Kawayoke and Y. Horita, “NR objective continuous video quality as-
sessment model based on frame quality measure,” in Proc. I[EEE Int. Conf.
Image Process., 2008, pp. 385-388.

M. A. Saad, A. C. Bovik, and C. Charrier, “Blind prediction of natural
video quality,” IEEE Trans. Image Process., vol. 23, no. 3, pp. 1352-1365,
Mar. 2014.

A. Mittal, M. A. Saad, and A. C. Bovik, “A completely blind video
integrity oracle,” IEEE Trans. Image Process., vol. 25, no. 1, pp. 289-300,
Jan. 2016.

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

(32]

(33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

1087

H. Yeganeh, R. Kordasiewicz, M. Gallant, D. Ghadiyaram, and A. Bovik,
“Delivery quality score model for internet video,” in Proc. IEEE Int. Conf.
Image Process., Oct. 2014, pp. 2007-2011.

D. Ghadiyaram, A. C. Bovik, H. Yeganeh, R. Kordasiewicz, and M.
Gallant, “Study of the effects of stalling events on the quality of expe-
rience of mobile streaming videos,” in Proc. IEEE Global Conf. Signal
Inf. Process., 2014, pp. 989-993.

T. Hol3feld, M. Seufert, M. Hirth, T. Zinner, P. Tran-Gia, and R. Schatz,
“Quantification of YouTube QoE via crowdsourcing,” in Proc. IEEE Int.
Symp. Multimedia, 2011, pp. 494-499.

D. Z. Rodriguez, J. Abrahao, D. C. Begazo, R. L. Rosa, and G. Bressan,
“Quality metric to assess video streaming service over TCP considering
temporal location of pauses,” IEEE Trans. Consum. Electron., vol. 58,
no. 3, pp. 985-992, Aug. 2012.

R. K. Mok, E. W. Chan, and R. K. Chang, “Measuring the quality of
experience of HTTP video streaming,” in Proc. 12th IFIP/IEEE Int. Symp.
Integr. Netw. Manage. Workshops, 2011, pp. 485-492.

M. Seufert, S. Egger, M. Slanina, T. Zinner, T. Hobfeld, and P. Tran-Gia,
“A survey on quality of experience of HTTP adaptive streaming,” /[EEE
Commun. Surveys Tuts., vol. 17, no. 1, pp. 469-492, Jan.—Mar. 2015.
M.-N. Garcia et al., “Quality of experience and HTTP adaptive streaming:
A review of subjective studies,” in Proc. 2014 6th Int. Workshop Quality
Multimedia Experience, 2014, pp. 141-146.

W. Robitza, M. N. Garcia, and A. Raake, “At home in the lab: Assessing
audiovisual quality of HTTP-based adaptive streaming with an immer-
sive test paradigm,” in Proc. 2015 7th Int. Workshop Quality Multimedia
Experience, 2015, pp. 1-6.

K. D. Singh, Y. Hadjadj-Aoul, and G. Rubino, “Quality of expe-
rience estimation for adaptive HTTP/TCP video streaming using H.
264/AVC,” in Proc. IEEE Consum. Commun. Netw. Conf., 2012,
pp. 127-131.

1.-T. P.1201, “Parametric non-intrusive assessment of audiovisual media
streaming quality. Amendment 2: New Appendix III — Use of ITU-T
P.1201 for non-adaptive, progressive download type media streaming,”
Dec. 2013.

Z. Duanmu, Z. Kai, K. Ma, A. Rehman, and Z. Wang, “A quality-
of-experience index for streaming video,” IEEE J. Sel. Topics. Signal
Process., vol. 11, no. 1, pp. 154-166, Feb. 2016.

C. G. Bampis and A. C. Bovik, “Learning to predict streaming video QoE:
Distortions, rebuffering and memory,” Trans. Image Process., submitted
for publication.

C. G. Bampis, Z. Li, A. K. Moorthy, I. Katsavounidis, A. Aaron, and
A. C. Bovik, “Temporal effects on subjective video quality of experience,”
Trans. Image Process., to be published.

T. Lin, B. G. Horne, P. Tino, and C. L. Giles, “Learning long-term depen-
dencies in NARX recurrent neural networks,” IEEE Trans. Neural Netw.,
vol. 7, no. 6, pp. 1329-1338, 1996.

H. T. Siegelmann, B. G. Horne, and C. L. Giles, “Computational capa-
bilities of recurrent NARX neural networks,” IEEE Trans. Syst., Man,
Cybern., vol. 27, no. 2, pp. 208-215, Apr. 1997.

T. HoBfeld, S. Biedermann, R. Schatz, A. Platzer, S. Egger, and M. Fiedler,
“The memory effect and its implications on web QoE modelling,” in Proc.
2011 23rd Int. Teletraffic Congr., 2011, pp. 103-110.

D. J. Berndt and J. Clifford, “Using dynamic time warping to find pat-
terns in time series,” in Proc. 3rd Int. Conf. Knowl. Discovery Data Min.
Workshop, Seattle, WA, USA, 1994, pp. 359-370.

A. Mittal, R. Soundararajan, and A. C. Bovik, “Making a ‘completely
blind’ image quality analyzer,” IEEE Signal Process. Lett., vol. 20, no. 3,
pp. 209-212, Mar. 2013.

Z. Li, A. Aaron, 1. Katsavounidis, A. Moorthy, and M. Manohara,
“Toward a practical perceptual video quality metric.” 2016. [Online].
Available: http://techblog.netflix.com/2016/06/toward-practical-
perceptual-video.html

S. Chen and S. Billings, “Representations of non-linear systems: The
narmax model,” Int. J. Control, vol. 49, no. 3, pp. 1013-1032, 1989.

C. G. Bampis, Z. Li, 1. Katsavounidis, and A. C. Bovik, “Recurrent and
dynamic networks that predict streaming video quality of experience,”
IEEE Trans. Image Process., under review.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


