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Abstract

Benefited from the rapid development of the digital game
industry, the growing popularity of online user-generated
content (UGC) videos for games has accelerated the de-
velopment of perceptual video quality assessment (VQA)
models specifically for gaming videos. As a novel UGC
type, gaming videos are recorded by gamers and uploaded
to major streaming media platforms such as YouTube and
Twitch, and have been extremely popular among the audi-
ence. However, there is little work on VQA research re-
lated to gaming videos and understanding their character-
istics. In order to promote the development of the gam-
ing VQA model, we created a new UGC gaming video
VQA resource, named LIVE-YouTube Gaming video qual-
ity (LIVE-YT-Gaming) database, composed of 600 authen-
tic UGC gaming videos and 18,600 subjective quality rat-
ings collected from an online subjective study. We also
compared and analyzed several state-of-the-art (SOTA)
VQA models on the new database. To support work in
this field, the new database will be publicly available
through the link: https://live.ece.utexas.edu/
research/LIVE-YT-Gaming/index.html.

1. Introduction
In recent years, the vigorous development of the digital

game industry has boosted the popularity of a novel type

of digital video - gaming video, which has made countless

game fans ecstatic. The world-famous online video shar-

ing platforms such as YouTube, Vimeo, and Twitch, have

a huge amount of user-original-content videos, usually shot

and uploaded by the untrained general public. Among them,

the share of gaming videos is growing rapidly. In 2020,

YouTube Gaming reached a milestone of 100 billion hours

of watch time and 40 million active gaming channels [4].

The enthusiastic response of online gaming videos from

(a) High quality UGC video (b) Low-quality UGC video

(c) High-quality gaming UGC (d) Low-quality gaming UGC

Figure 1. Challenges in gaming video quality perception: the dis-

tortion of gaming UGC videos is highly content-dependent ((c)

high quality and (d) low quality), and exhibits different proper-

ties compared to normal UGC videos ((a) high quality and (b) low

quality). Thus, new subjective studies as well as video quality

models need to be developed for analyzing gaming UGC videos.

users has attracted the attention of online video providers.

In order to provide users with a better gaming video view-

ing experience, perceptual video quality assessment (VQA)

research has become particularly important.

According to whether there exists a high-quality pristine

video for reference, VQA algorithms are divided into three

categories: Full-Reference (FR) algorithms that require ac-

cess to a complete reference video; Reduced-Reference

(RR) algorithms that only require partial information passed

from the reference video, and No-Reference (NR) algo-

rithms, that completely discard the reference video and di-

rectly score the quality of the test video. For user-generated

content (UGC) videos without reference videos, the NR

VQA algorithm is the only choice.

General NR-VQA Models: General-purpose NR-VQA

models involve extracting handcrafted quality-aware nat-
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ural scene statistics (NSS) features. Noteworthy exam-

ples include NIQE [21], BRISQUE [20], V-BLIINDS [23],

HIGRADE [14], GM-LOG [41], DESIQUE [48], and

FRIQUEE [5]. More recent models that employ efficiently

optimized NSS/NVS features, and/or combined with deep

features, include VIDEVAL [30] and RAPIQUE [31]. Re-

garding data-driven deep learning methods, VSFA [16]

makes use of a pre-trained Convolutional Neural Network

(CNN) as a deep feature extractor, while PVQ [42] makes

use of local-to-global quality predictions to improve overall

VQA performance. Other top performed deep models in-

clude V-MEON [19], NIMA [28], PQR [47], and DLIQA

[11].

Gaming VQA Models: As Fig. 1 suggests, gaming

video quality varies in different ways as compared to nat-

ural UGC videos. Thus, there is a pressing need for design-

ing gaming-oriented VQA models. The quality assessment

research for gaming videos of newly released games has

started recently. NR-GVQM [45], Nofu [7], NR-GVSQI

[1] were all developed early by extracting image or video

processing features and then training regression models. As

one of the two recently published algorithms, DEMI [44] is

a deep learning algorithm that focuses on predicting block-

iness and blurriness of two types of distortions. DEMI first

trains a CNN model, then fine-tunes the parameters in an

image database, and finally trains a regression model to out-

put the prediction results. Another algorithm, NDNetGam-

ing [34], uses VMAF scores as proxy ground truth training,

and proposes a new temporal pooling method. In [38], the

authors propose an algorithm based on deep learning for

quality assessment of mobile gaming videos.

General UGC VQA Database: VQA research has al-

ways been supported by databases that contain videos with

sufficient subjective quality rating data. Large-scale VQA

databases usually contain thousands of UGC videos col-

lected and sampled from online video sources, on which

large amounts of subjective data can be collected through

crowdsourced subjective study. Some representative crowd-

sourced video quality databases are CVD2014 [22], LIVE-

In-Capture [6], KoNViD-1k [10], YFCC100M [29], LIVE-

VQC [27], and YouTube-UGC [37].

Gaming VQA Database: Four gaming VQA databases

that contain subjective ratings have been created in recent

years: GamingVideoSET [3], KUGVD [1], CGVDS [46],

and TGV [38]. A comparison of the four existing gaming

video quality databases is given in Table 1. The original

reference videos used in these databases are of perfect qual-

ity, recorded by powerful hardware devices, high-quality in-

game settings, and professional recording software. We re-

fer these kinds of videos as PGC gaming videos. In addi-

tion, the distorted videos on these four databases are only

contaminated by compression artifacts, limiting the devel-

opment of UGC gaming VQA algorithms.

To We summarize the contributions we make as follows:

• We constructed a first-of-its-kind subjective UGC
gaming video database, which we call the LIVE-
YouTube Gaming video quality database (LIVE-
YT-Gaming). The new database contains 600 UGC

gaming videos of unique content, from 59 differ-

ent games, making it the largest UGC gaming video

database.

• We conducted a large-scale online human study for
the UGC gaming database whereby we collected a
large number of subjective quality labels on gam-
ing videos, yielding 18,600 human quality ratings

recorded by 61 human subjects.

• We conducted a benchmark study on the newly es-
tablished LIVE-YouTube Gaming databse, setting a

reliable baseline to be compared against. We also give

some empirical observations on the results of gaming

VQA models.

2. LIVE-YT-Gaming Database

2.1. Video Collection

Many recent general UGC VQA databases [10, 43, 42,

17] were created by collecting a large number of source

videos from one or more large free public video reposito-

ries, followed by a statistical sampling process. However,

this does not apply to the creation of UGC gaming VQA

databases because gaming videos are characterized by the

type and content of the original game, which affects the

statistical structure of the video signals [2]. Therefore, we

adopt the following method to collect UGC gaming video.

We chose the Internet Archive (IA) [12] to be the source

of gaming videos. Unlike other UGC databases that down-

loaded source videos entirely randomly, we first selected

games being included in our database based on the popu-

larity of the games on YouTube and the wide diversity of

types of games, and then searched for gaming videos on

IA according to the game titles. According to the resolu-

tion and frame rate constraints, videos of the same game

type were downloaded randomly. Four video resolutions

were selected: 360p, 480p, 720p and 1080p, and two frame

rates were selected: 30 fps and 60 fps. The video resolution

was selected based on the YouTube video display resolution

and aspect ratio standards [35]. In addition to download-

ing videos from the Internet, we also used the Windows 10

Xbox game bar [40] to record the gameplay of some games.

In the end, we obtained gameplay videos of 59 games, each

of them having dozens to hundreds of source videos, as the

data corpus for the video selection.
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Table 1. Evaluation of Four Existing Gaming Video Quality Databases: GamingVideoSET, KUGVD, CGVDS, and TGV, and The Proposed New Database: LIVE-YT-Gaming

Database Year Content No Video No Game No Subjective Data Public Resolution FPS Duration Format Distortion Type Subject No Rating No Data Study Type

GamingVideoSET 2018 24 600 12 90 Yes 480p, 720p, 1080p 30 30 sec mp4, yuv H.264 compression 25 25 MOS In-lab study

KUGVD 2019 6 150 6 90 Yes 480p, 720p, 1080p 30 30 sec mp4, yuv H.264 compression 17 17 MOS In-lab study

CGVDS 2020 15 225 15 360 + anchor stimuli Yes 480p, 720p, 1080p 20, 30, 60 30 sec mp4, yuv H.264 compression over 100 Unavailable MOS In-lab study

TGV 2021 150 1293 17 Unavailable No 480p, 720p, 1080p 30 5 sec Unavailable H264, H265, Tencent codec 19 Unavailable Unavailable In-lab study

LIVE-YT-Gaming 2021 600 600 59 600 Yes 360p, 480p, 720p, 1080p 30, 60 8-9 sec mp4 UGC distortions 61 30 MOS Online study

Content No: Total number of unique contents. Video No: Total number of videos. Game No: Total number of source games. Subjective Data: Total number of videos with subjective ratings available.

FPS: Framerate per second. Subject No: Total number of participating subjects. Rating No: Average number of ratings per video.

Figure 2. Examples from the new LIVE-YouTube Gaming video quality database. The game titles and MOS of videos from left to right

are: Fallout (MOS: 4), Dota (MOS: 24), Forza Horizon (MOS: 51), Sekiro:Shadows Die Twice (MOS: 76), Super Smash Bros. (MOS:

95).

Table 2. Distribution of Video Resolutions in LIVE-YT-Gaming

Database
Resolution 1080p 720p 480p 360p

30 fps 137 187 36 55

60 fps 129 51 0 5

2.2. Video Selection

We randomly cut several clips of approximately 10 sec

from each source video, totaling about 3000 gaming video

clips. Taking into account the expected scale of the online

human study to be conducted and the number of subjects

available, as well as ensuring sufficient game diversity, we

finally selected 600 videos to be included in the database.

Considering the limitations of online human study, includ-

ing avoiding video stalls and limiting the duration of the

subjects’ sessions, we further cropped the videos to a dura-

tion in the range of 8-9 sec. A summary of the distributions

of the video resolutions present in the LIVE-YT-Gaming

database is tabulated in Table 2. Fig. 2 shows a few ex-

ample videos from the new database. The examples were

ranked according to their quality, with the leftmost video

having the worst quality and the rightmost one having the

best quality.

To show the wide diversity of spatial and temporal rich-

ness of the video contents in the database, we calculated

Spatial Information (SI) [39] and Temporal Information

(TI) [33] of 600 videos. SI and TI are defined as follows:

SI = maxtime {stdspace [Sobel(Fn(i, j))]} , (1)

TI = maxtime {stdspace [Mn(i, j)]} , (2)

where Fn denotes the luminance component of a video

frame at instant n, (i, j) denotes spatial coordinates, and

Mn = Fn − Fn+1 is the frame difference operation.

Sobel(Fn) denotes Sobel filtering [33]. Fig. 3 shows the

distributions of SI and TI for the video contents we selected.
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Figure 3. Scatter plot of SI against TI on the 600 gaming videos in

the LIVE-YouTube Gaming Video Quality Database.

3. Subjective Study

3.1. Study Protocol

As an online human study, it was important to ensure that

all videos were played normally on the subject’s client de-

vice. We thus stored all videos on Amazon S3 cloud server,

providing a secure cloud storage service at high and stable

Internet speeds, with enough bandwidth to ensure that the

video loading speeds on the client devices of the study par-

ticipants are satisfactory. We recruited 61 volunteers who

had no experience in VQA research from the students of

The University of Texas at Austin to participate and com-

pleted the entire study. We designed this study in this way,

as an online study with fewer subjects, but providing re-

liable data. Before the study, we randomly and equally

divided 61 subjects and 600 into six groups respectively,

and each subject watched three groups of videos, or 300

videos. We adopted a round-robin presentation order [15] to

cross-assign the video groups to different subject groups so

that each video was watched by approximately 30 subjects
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Figure 4. Illustration of the round-robin approach used to allocate

video groups and subject groups. Grids having the same color

indicate video groups watched by subjects in the same group.

Figure 5. Flow chart of the online study.

Figure 6. Screenshot of the rating bar used in the online human

study.

from three different subject groups to avoid possible bias

caused by a same group of subjects watching a same group

of videos. Fig. 4 illustrates the structure of this round-robin

approach.

Fig. 3.1 shows the flow chart of the steps of the on-

line study. The volunteer subjects first received a detailed

description of the study purpose, procedures, and display

device configuration instructions in advance, and signed a

consent form describing the nature of the human study after

reading it. The subjects were required to complete the en-

tire study using a desktop or laptop that had been remotely

checked by us and met the configuration requirements. The

study included a training session and three test sessions,

each session being released at a two-day interval. Before the

start of each session, the subject received the corresponding

weblink and completed the entire session following the in-

structions on the webpage. After the subjects completed a

session, the recorded data was sent to us. After the subjects

completed the entire study, they were asked to complete a

short questionnaire regarding their opinions on the study.

3.2. Training And Testing Session

The steps of the training session are introduced as fol-

lows After opening the link, the subjects first read four web

pages of instructions: (p1) Study purpose and basic process,

(p2) Description of video scoring process, (p3) Research

timetable and data submission process, (p4) Other details,

such as recommended viewing distance, required resolution

settings, and so on. The subjects were required to read the

instructions on each page for at least 30 sec before proceed-

ing to the next page.

After reading the instructions, the subjects entered the

experiential training phase. After the subjects watched a

gaming video, they were required to rate the quality of the

video using the rating bar that appeared on the webpage.

On the rating page, a continuous Likert scale [18] was dis-

played, as shown in Fig. 6. The subjects rated the overall

quality of the video by dragging the marker along the con-

tinuous rating bar. The more to the right of the rating bar,

the higher the quality score. After the subject clicked the

“Submit” button at the bottom of the rating bar, the final po-

sition of the mark was considered as the scoring response.

Then the subject watched the next video and repeated the

process until the end of the session. All the videos pre-

sented in each session were displayed in a random order,

each appears only once, and the order of the videos viewed

by different subjects was different.

The steps of the test sessions were similar to the train-

ing session, except that the time limit for viewing the in-

struction page was removed, so that subjects could quickly

browse and skip the instructions. Each subject participated

in three test sessions in total. Each test session lasted about

30 minutes, which was provided to subjects on alternating

days to reduce the influence of fatigue and memory bias.

3.3. Data Recording

In addition to the subject’s subjective quality score, we

also recorded the subject’s computing device (desktop or

laptop allowed), operating system (three types allowed:

Windows, Linux, and macOS), monitor (resolution), net-

work status, real-time play log, and other information. We

also recorded random initial values of the rating cursor for

each displayed video and compared them with the final

score, to ensure that the subject moved and responded the

cursor. These data helped us ensure the reliability of the

ratings collected. After checking the collected data and the

subjects’ feedback, it was found that there were no issues

worthy of action.

3.4. Post Questionnaire

53 of the participants completed our questionnaire.

3.4.1 Video Duration

Table 3 summarized the results of the subjects’ opinions on

the durations of video playback.

Among the subjects participating in the questionnaire,

four-fifths believed that the durations of the video observed

(8-9 seconds) was sufficient for them to give an accurate

quality score of the played video. Another 5% of the sub-

jects believed that the video duration could be shorter, and
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Table 3. The Opinion of Study Participants About Video Duration

Long enough Not long enough Could be shorter

No. 42 (79.2%) 8 (15.1%) 3 (5.7%)

Table 4. Opinions of Study Participants Regarding Video-Induced

Dizziness
None <30% 30%∼50% 50%∼75% >75%

No. 34 (64.2%) 16 (30.2%) 2 (3.8%) 1 (1.9%) 0

(a) (b)

Figure 7. Demographic details of the participants (a) Typical num-

ber of total hours watching gaming videos each week. (b) Device

used to watch gaming videos (multiple choice question).

only 15% needed a longer video duration to rate the quality

of the video. The results show that video duration is gener-

ally considered satisfactory.

3.4.2 Dizziness

Some gaming videos contain fast motions, which may cause

discomfort to some subjects. From the survey results in Ta-

ble 4, about two-thirds of the subjects experienced dizziness

to varying degrees during the study, which may affect the

reliability of the final data.

3.4.3 Demographics

We plot in Fig. 7 the statistics of subjects’ answers to

two questions we designed: the total amount of time they

usually spent watching gaming videos each week, and the

devices they use to watch gaming videos. Approximately

70% of the participants watched gaming videos in daily

life, while 50% of them watched at least 2 hours of gam-

ing videos a week. Most of the subjects watched gaming

videos on computers, while 30% of them also watched gam-

ing videos on mobile devices.

3.5. Data Processing

Let sijk denote the score provided by the i-th subject on

the j-th video in session k = {1, 2, 3}. Since each video

was only rated by approximately half of the participated

subjects, let δ(i, j) be the indicator function

δ(i, j) =

{
1 if subject i rated video j

0 otherwise.
(3)

Figure 8. MOS distribution across the entire LIVE-YouTube Gam-

ing Video Quality Database.

The z-scores were then computed from raw subjective

data as follows:

zijk =
sijk − s̄ik

σik
, (4)

where s̄ik = 1
Nik

∑Nik

j=1 sijk, and σik =√
1

Nik−1

∑Nik

j=1(sijk − s̄ik)2, where Nik is the num-

ber of videos seen by subject i in session k. The z-scores

from all subjects over all sessions were computed to form

the matrix {zij}, where zij is the z-score assigned by the

i-th subject to the j-th video, j ∈ {1, 2 . . . 600}. The

entries of {zij} are empty when δ(i, j) = 0. Following

the recommended subject rejection procedure described in

ITU-R BT 500.13 [32], we removed five subject outliers

of the 61 subjects. The z-scores zij of the remaining 56

subjects were then linearly rescaled to [0, 100]. Finally, the

Mean Opinion Score (MOS) of each video was calculated

by averaging the rescaled z-scores:

MOSj =
1

Nj

N∑
i=1

z′ijδ(i, j), (5)

where z′ij are the rescaled z-scores, Nj =
∑N

i=1 δ(i, j),
and N = 600. The MOS values all fell in the range

[4.52, 95.95].

3.6. Subject-Consistency Test

We computed the following two indicators, inter-subject

and intra-subject consistency analysis, to evaluate the relia-

bility of the collected subjective scores.

Inter-Subject Consistency We randomly divided the sub-

jective score obtained on each video into two disjoint equal

groups, calculated the MOS of each video, one for each

group, and calculated the SROCC values between the two

randomly divided groups. A median SROCC of 0.9400 was
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obtained after conducting 100 such random splits, showing

a high degree of internal consistency.

Intra-Subject Consistency Intra-subject reliability testing

was used to measure the degree of consistency of individ-

ual subjects [9]. Therefore, we measured the SROCC be-

tween the personal opinion scores and the MOS. A median

SROCC value of 0.7804 was obtained over all subjects.

3.7. Dataset Statistics

The last row of Table 1 lists the detailed information

of the LIVE-YT-Gaming database. The overall MOS his-

togram of the database is drawn in Fig. 8. The MOS of most

videos were fell in range [50, 90], showing a right-skewed

distribution.

4. Performance and Analysis
Model Baselines: To show the practicability of the new

LIVE-YT-Gaming database, we compared the quality pre-

diction performance of several leading public domain NR

VQA algorithms on the new database. We selected four

popular NR VQA models that are based on feature train-

ing: BRISQUE, TLVQM [13], VIDEVAL, and RAPIQUE,

a training-free model, NIQE, and a deep learning based

model, VSFA. We used the Support Vector Regression

(SVR) [24] for regressor training, except for VSFA which

uses end-to-end training. We also tested the performance

of two pre-trained networks VGG-16 [26] and Resnet-50

[8], by extracting the output of the fully connected layer

and average pooling layer, respectively, from videos to train

an SVR model. We also include one gaming video quality

model for comparison, NDNetGaming, the code of which

is publicly available.

Evaluation Metrics: We evaluated the performance be-

tween predicted quality scores and MOS using three

criteria: Spearman’s rank order correlation coefficient

(SROCC), Pearson’s (linear) correlation coefficient (LCC)

and the Root Mean Squared Error (RMSE). Before com-

puting the LCC and RMSE measures, the predicted quality

scores were passed through a logistic non-linearity function

[36] to further linearize the objective predictions to be on

the same scale as MOS: [25]:

f(x) = β2 +
β1 − β2

1 + exp (−x+ β3/|β4|) . (6)

Larger values of both SROCC and LCC imply better perfor-

mance, while larger values of RMSE indicate worse perfor-

mance.

Evaluation Procedure: We randomly divided the database

into non-overlapping 80% training and 20% test sets. We

repeated the above process over 100 random splits, and re-

port the median performances over all iterations. At each

iteration, the number of samples in the training set and test

set were 480 and 120, respectively.

4.1. Main Evaluation Results

The performances of all models are shown in Table 5.

The Table 5 showed that several algorithms perform sim-

ilarly: VIDEVAL, RAPIQUE and VSFA. To determine

whether there exists significant differences between the per-

formances of them, we conducted a statistical significance

test using the distributions of the obtained SROCC and

LCC values computed over the 100 random train-test itera-

tions. The statistical significance results are tabulated in Ta-

bles 6 and 7. When comparing the distribution of SROCC

values, VIDEVAL and RAPIQUE behave statistically the

same. However, RAPIQUE performed significantly better

than VIDEVAL in regarding of LCC distributions, indicat-

ing the great potential of the fusion design of NSS and CNN

features.

The purely NSS feature-based algorithms, NIQE and

BRISQUE, did not perform well on the database. TLVQM,

that emphasizes the characteristics of video motions, de-

livered better performance than NIQE and BRISQUE.

RAPIQUE, as an algorithm mainly based on NSS features,

supplemented by deep features, achieved top performance

than other existing models. VIDEVAL adopted a sampling

method to select the best features from a bag of different

types of features, including NSS and motion-related fea-

tures, showing the comparable performance compared with

RAPIQUE regarding of SROCC distributions, and only

fallen back in a slight range when comparing LCC distri-

butions. The deep model, VSFA, based on the Resnet-50

model, has achieved close performance to that of VIDE-

VAL and RAPIQUE, and is significantly better than the pre-

trained VGG-16 and Resnet-50 models.

Fig. 9 shows box plots of the SROCC and LCC corre-

lations obtained over 100 iterations for the algorithms com-

pared in Table 5. A lower standard deviation with a higher

median SROCC or LCC values indicates better and more

robust performance. Both VIDEVAL and RAPIQUE ex-

ceeded the performance of all the other algorithms, both in

terms of stability and performance results.

4.2. Scatter Plot

The correlation comparison of VQA model predictions

are visualized through scatter plots. To calculate scatter

plots over the entire LIVE-YT-Gaming database, we ap-

plied 5-fold cross validation and aggregated the predicted

scores obtained from each fold. Scatter plots of model qual-

ity predictions of six models are given in Fig. 10. As can

be shown in the Fig. 10(a), the correlation between the pre-

dicted NIQE scores and MOS was very poor, as well as ND-

NetGaming shown in Fig. 10(f). The other three models,

TLVQM (Fig. 10(b)), RAPIQUE (Fig. 10(c)), and Resnet-
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Table 5. Performance Comparison of Various No-Reference VQA Models on The LIVE-YouTube Gaming Video Quality Database Using

Non-Overlapping 80% Training And 20% Test Sets. The Numbers Denote Median Values Over 100 Iterations of Randomly Chosen Non-

Overlapping 80% Training And 20% Test Sets (Subjective MOS vs Predicted MOS). The Boldfaces Indicate The Top Performing Model.

The Italics Indicate Deep Learning VQA Models. The Underline Indicates The Prior VQA Model Designed for Gaming Videos.

NIQE BRISQUE TLVQM VIDEVAL RAPIQUE VSFA VGG-16 Resnet-50 NDNetGaming

SROSS 0.2801 0.6037 0.7484 0.8071 0.8028 0.7762 0.5768 0.7290 0.4640

LCC 0.3037 0.6383 0.7564 0.8118 0.8248 0.8014 0.6429 0.7677 0.4682

RMSE 16.208 13.268 11.134 10.093 9.661 10.396 13.240 11.083 15.108

Table 6. Results of One-Sided Wilcoxon Rank Sum Test Performed Between SROCC Values of The VQA Algorithms Compared In Table

5. A Value Of ”1” Indicates That The Row Algorithm Was Statistically Superior to The Column Algorithm; ” − 1” Indicates That the

Row Was Worse Than the Column; A Value Of ”0” Indicates That the Two Algorithms Were Statistically Indistinguishable. The Boldfaces

Indicate The Top Performing Model. The Italics Indicate Deep Learning VQA Models. The Underline Indicates A Prior VQA Model

Designed for Gaming Videos.
NIQE BRISQUE TLVQM VIDEVAL RAPIQUE VSFA VGG-16 Resnet-50 NDNetGaming

NIQE 0 -1 -1 -1 -1 -1 -1 -1 -1

BRISQUE 1 0 -1 -1 -1 -1 1 -1 1

TLVQM 1 1 0 -1 -1 -1 1 1 1

VIDEVAL 1 1 1 0 0 1 1 1 1
RAPIQUE 1 1 1 0 0 1 1 1 1

VSFA 1 1 1 -1 -1 0 1 1 1

VGG-16 1 -1 -1 -1 -1 -1 0 -1 1

Resnet-50 1 1 -1 -1 -1 -1 1 0 1

NDNetGaming 1 -1 -1 -1 -1 -1 -1 -1 0
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Figure 9. Box plots of the SROCC distributions of the algorithms

compared in Table 5 over 100 randomized trials on the LIVE-

YouTube Gaming Video Quality Database. The central red mark

represents the median, while the bottom and top edges of the box

indicate the 25th and 75th percentiles, respectively. The whiskers

extend to the most extreme data points not considered outliers,

while the outliers are individually plotted using the ’+’ symbol.

50 (Fig. 10(e)), followed the better trends against the MOS,

indicating stronger correlation. Among them, the distribu-

tion of RAPIQUE is the most compact, in line with its best

performance as shown in Table 5.

5. Conclusion

UGC gaming videos have gained more attention in re-

cent years. In response to this, we conducted subjec-

tive study on the VQA problem of UGC gaming videos.

We have created a new gaming video quality assessment

database, called LIVE-YT-Gaming, containing 600 videos

of unique user generated gaming contents from 59 different

games. We presented a new online study to collect sub-

jective data labeled by 18,600 subjective ratings from 61

subjects for videos included in LIVE-YT-Gaming database.

We also tested several popular general-purpose and gaming-

specific VQA models on the new database, compared and

analyzed their performance from several aspects. The re-

sults showed the potential of both NSS features and deep

features on VQA research of gaming videos. This database

fills the gaps in the research of UGC gaming video quality,

and aims to provide researchers with free public resources

with subjective quality labels. We believe that this new sub-

jective data resource of UGC gaming videos will help other

researchers to further expand their work on gaming VQA

problems, such as better study and analysis of the charac-

teristics of UGC gaming videos and the difference between

them and general UGC videos for development of VQA al-

gorithms targeted on gaming videos.
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Table 7. Results of One-Sided Wilcoxon Rank Sum Test Performed Between LCC Values of The VQA Algorithms Compared In Table 5. A

Value Of ”1” Indicates That The Row Algorithm Was Statistically Superior to The Column Algorithm; ”− 1” Indicates That the Row Was

Worse Than the Column; A Value Of ”0” Indicates That the Two Algorithms Were Statistically Indistinguishable. The Boldfaces Indicate

The Top Performing Model. The Italics Indicate Deep Learning VQA Models. The Underline Indicates A Prior VQA Model Designed for

Gaming Videos.
NIQE BRISQUE TLVQM VIDEVAL RAPIQUE VSFA VGG-16 Resnet-50 NDNetGaming

NIQE 0 -1 -1 -1 -1 -1 -1 -1 -1

BRISQUE 1 0 -1 -1 -1 -1 1 -1 1

TLVQM 1 1 0 -1 -1 -1 1 1 1

VIDEVAL 1 1 1 0 -1 1 1 1 1

RAPIQUE 1 1 1 1 0 1 1 1 1
VSFA 1 1 1 -1 -1 0 1 1 1

VGG-16 1 -1 -1 -1 -1 -1 0 -1 1

Resnet-50 1 1 -1 -1 -1 -1 1 0 1

NDNetGaming 1 -1 -1 -1 -1 -1 -1 -1 0
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Figure 10. Scatter plots of predicted quality scores versus MOS trained with an SVR using 5-fold cross validation on all videos in the

LIVE-YouTube Gaming Video Quality Database. (a) NIQE, (b) TLVQM, (c) RAPIQUE, (d) VGG-16, (e) Resnet-50, (f) NDNetGaming.
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