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A mixing-length formulation for the turbulent Prandtl number
in wall-bounded flows with bed roughness and elevated scalar sources
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Turbulent Prandtl number distributions are measured in a laboratory boundary layer flow with bed
roughness, active blowing and sucking, and scalar injection near the bed. The distributions are
significantly larger than unity, even at large distances from the wall, in apparent conflict with the
Reynolds analogy. An analytical model is developed for the turbulent Prandtl number, formulated as
the ratio of momentum and scalar mixing length distributions. The model is successful at predicting
the measured turbulent Prandtl number behavior. Large deviations from unity are shown in this case
to be consistent with measurable differences in the origins of the momentum and scalar mixing
length distributions. Furthermore, these deviations are shown to be consistent with the Reynolds
analogy when the definition of the turbulent Prandtl number is modified to include the effect of
separate mixing length origin locations. The results indicate that the turbulent Prandtl number for
flows over complex boundaries can be modeled based on simple knowledge of the geometric and
kinematic nature of the momentum and scalar boundary conditions. © 2006 American Institute of
Physics. �DOI: 10.1063/1.2227005�
I. INTRODUCTION

The transport of mass or heat within turbulent flows is a
fundamental physical process in many natural and engi-
neered systems. Historically, engineering approaches to mod-
eling such systems employed a turbulence closure scheme
for the momentum field based on either an eddy viscosity or
a mixing length formulation. The calculation of the scalar
transport then often made use of the so-called Reynolds anal-
ogy, whereby the scalar dispersivity was assumed to be pro-
portional to the eddy viscosity. The constant of proportional-
ity, the turbulent Prandtl number Prt, was assumed to be
close to unity. The shortcomings of this approach �especially
in complex flows� are now well known, and this simple
model has been replaced with more advanced ones, where Prt

may not explicitly appear. Nonetheless, the hypothetical con-
cept of momentum and scalar mixing lengths, and their ratio
�Prt� endures in the literature and remains useful for the de-
scription of some systems.

Numerous studies have measured or calculated Prt near
solid boundaries; see reviews by Reynolds1 and Kays.2 Ana-
lytical studies,3 direct numerical simulations �DNS�,4,5 and
experiments6,7 all suggest that Prt has a value between 0.85
and unity in the logarithmic region of the boundary layer, in
reasonable agreement with the Reynolds analogy. Larger
values for Prt have been predicted in the viscous sublayer
�z+�5� due to the dramatic local decrease in eddy
diffusivity.3,5 Similarly, values of Prt as large as 4 have been
measured for heat flux and vapor flux above plant canopies.8
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For flows over rough surfaces, the nature of the roughness
has been shown to only slightly alter Prt.

9

Many turbulent flows of interest develop in the presence
of a solid boundary. The boundary acts as a source or sink
for momentum in the overlaying fluid, and turbulence en-
hances this boundary momentum flux. In the case of a rough
boundary, the momentum sink is distributed continuously be-
tween the roughness “peaks and valleys,” with an effective
sink location somewhere in between. Scalar quantities may
also flux across the boundary. In many cases, the source or
sink of momentum and of the scalar are colocated, such as in
the case of a heated or porous wall. However, there are other
cases where the scalar is introduced near the wall in such a
way that it does not directly coincide with the range of
heights that are responsible for the momentum sink. For ex-
ample, in large-scale flows over urban environments or for-
ests, momentum is interacting with the boundary over the
entire range of building or tree heights, but a scalar might be
added or removed only from specific height �e.g., the rooftop
or within the vegetated canopy�. And in boundary layer ap-
plications, scalars may be introduced via blowing such that
the effective scalar source location differs from that of the
solid wall. In these cases, the Reynolds analogy breaks down
close to the boundary and the turbulent Prandtl number can
deviate significantly from unity. We describe a case study of
such a situation in a channel flow where the sinks and
sources of momentum and scalar are not colocated, and we
present an analysis that enables the near-bed turbulent
Prandtl number to be predicted based on the flow conditions
and the geometry of the problem.
The turbulent Prandtl number is a measure of the relative
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rates of mixing of the momentum and scalar quantities at a
given location in the flow. When Prt is large, momentum is
being transported by the turbulence more actively than the
scalar quantity. However, this difference in relative transport
or mixing rates need not be only due to fundamental differ-
ence in the way the flow transports scalars as compared to
momentum. The results of this study suggest that the large
Prt values measured near the bed can be almost completely
accounted for by the fact that the momentum and scalar
fields have origins that are spatially separated; furthermore,
the difference in the locations of the origins is related most
specifically to the geometry of the boundary conditions
rather than to the turbulence itself. We argue that the intrinsic
relative ability of turbulence to transport momentum versus
scalars is governed by a parameter that we call the intrinsic

turbulent Prandtl number, Pr˜

t. The data suggest that while Prt

can vary greatly, Pr˜

t is of order unity.
The data used in this study were acquired by the authors

as part of an investigation of the interactions between a tur-
bulent boundary layer flow and the feeding currents of a
model population of filter-feeding bivalves �specifically, the
Asian clam Potamocorbula amurensis�. P. amurensis is an
introduced species that has proliferated throughout San Fran-
cisco Bay, and is thought to serve as a control on the popu-
lation dynamics of suspended phytoplankton.10 The clams
ingest phytoplankton-laden fluid from the flow above them
through an in-current siphon, filter the phytoplankton, and
expel phytoplankton-depleted fluid back into the flow
through an ex-current siphon. The extent to which beds of
bivalves can filter the full vertical extent of the water column
depends on the magnitude and distribution of vertical mixing
in the flow. An earlier study11 examined the perturbation ef-
fect of the in-current and ex-current flows on vertical mixing
in the benthic boundary layer. Ex-current flows from an array
of model clams in a laboratory flume were marked with a
known concentration of dye �representing phytoplankton
depletion�, and scalar fluxes were calculated from simulta-
neous measurements of velocity and concentration.

In the present study, we use data from the previous
physical-biological study and focus on the physics associated
with scalar mixing within a turbulent boundary layer. In par-
ticular, we examine the vertical distribution of the turbulent
Prandtl number, and develop a model for the distribution
based on a mixing-length formulation.

II. DESCRIPTION OF EXPERIMENTS

A. Flow facility and siphon models

The experiments were performed in an open-channel,
recirculating flume with a 3 m test section. Water is pumped
into a constant-head tank, and then enters the upstream end
of the flume through a diffuser, passes through three sets of
homogenizing screens, and accelerates through a 6.25:1 two-
dimensional contraction section before entering the 0.6 m
wide channel that leads to the test section. A 3 mm rod spans
the bed at the channel entrance to trip the turbulent boundary
layer. The turbulence structure within the momentum bound-

ary layer, measured with a laser-Doppler velocimeter �LDV�
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over a smooth bed, agrees well with direct numerical simu-
lations �DNS� at similar Reynolds numbers by Spalart,12 as
shown in Fig. 1.

An array of model clam siphons was developed11,13,14 to
investigate the role of in-current and ex-current siphon cur-
rents, siphon roughness, and siphon filtration on the turbulent
momentum and scalar fields above the bed. The array of
siphons runs lengthwise down the center of the bed of the
flume test section, as shown in Fig. 2. Two types of model
clams were used in this study: one with raised siphons �Fig.
3�a�� and one with flush siphons �Fig. 3�b��. Each model
clam consists of a pair of siphons: a 3.2 mm inside diameter
in-current siphon that draws ambient fluid from above at a
steady flow rate, and a 1.6 mm inside diameter ex-current
siphon that expels fluid into the overlaying flow at the same
volumetric flow rate as the in-current siphon. Following Mo-
nismith et al.,15 we assumed a continuous and constant flow
rate through the siphons �although the flow rate was varied
from experiment to experiment�. For the raised-siphon mod-
els, the siphon exits are 3.2 mm above the bed, and the si-
phons form roughness elements. For the flush siphons, the
bed is smooth, but perforated with the siphon holes. For both

FIG. 1. Normalized turbulence intensities and Reynolds stresses from LDV
data �symbols, Re��1320� and DNS �solid lines, Re�=1410�. LDV
data from flume flow over a smooth bed, with free-stream velocity
U0=11.6 cm/s. DNS data from Spalart �Ref. 12�.

FIG. 2. Top view of the flume test section and the LDV/LIF

instrumentation.
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types, 3969 siphon pairs are arranged in a 21�189 array,
with the geometry shown in Fig. 3. To simulate filtration, the
in-current flows are removed from the test section and dis-
posed of, while the ex-current flows are dosed with a known
concentration of dye �thus, the dye labels fluid that has been
filtered, and clear water represents unfiltered fluid�.

B. Instrumentation

Measurements of turbulent velocity and scalar concen-
tration were made using a combined LDV and laser-induced
fluorescence �LIF� probe. Related techniques have been used
in previous studies to measure turbulent transport in jets and
plumes.16–19 The combined LDV/LIF probe used in the
present study is based on a DANTEC 2-D LDV system, with
the LDV receiving optics and photomultiplier tube �PMT�
placed in the forward-scatter location, as shown in Fig. 2.
This positioning for the LDV PMT takes advantage of the
strong forward-scatter lobes associated with Mie particle
scattering, resulting in a stronger signal-to-noise ratio for the
LDV relative to a backscatter approach. The disadvantage is
that the receiving optics must be repositioned each time the
LDV is moved to a new measurement location. The LDV is
driven with an argon-ion laser, operating at a nominal power
of 1 W, in a single-line mode at 514.5 nm. The LDV optics
split the laser into three beams, which are focused through a
310 mm lens to form a measuring volume within the flow.
The dimensions of the measuring volume were approxi-
mately 0.1 mm in the vertical and streamwise directions, and
1 mm in the cross-channel direction. A 514.5 nm notch filter
allows laser light scattered from particles in the flow to enter
the LDV PMT, but blocks stray light and fluoresced light.

The LIF system uses the high-intensity laser light in the
LDV measurement volume as an excitation source for
fluorescent dye introduced into the flow in the ex-current
streams. Rhodamine 6G was used as the dye, based on its
relatively low toxicity and low susceptibility to
photobleaching.20 Some commonly used dyes �e.g., fluores-
cein� are highly susceptible to photobleaching, which intro-
duces a correlation between the LIF measurements and the

FIG. 3. Top and side views of sample 3�3 array of raised �a� and flush �b�
model clam siphons. The mean flume flow is from left to right. The arrows
indicate the direction and relative velocity of the ex-current �upward� and
in-current �downward� flows. The inside diameters of the ex-current and
in-current siphons are de=1.6 mm and di=3.2 mm, respectively. A 21
�189 array of clam siphons encompassing an area 0.2 m�1.8 m was used
in the experiments.
flow velocity, which is undesirable when scalar flux
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measurements are being made. Dye passing through the mea-
surement volume fluoresces in an omnidirectional pattern.
The LIF receiving optics can therefore be placed in a back-
scatter location without any loss of signal strength. The PMT
for the LIF system was placed in a backscatter section within
the LDV transmission optics. A pinhole mask in the back-
scatter optics was used to block light that did not originate
within the measurement volume, and a 555 nm notch filter
was used to block light outside the emission spectrum of
Rhodamine 6G.

C. Experimental conditions

Three quantities were varied in the experiments: the si-
phon height h, the siphon flow rate Q, and the free-stream
flow velocity U0. Two siphon heights were tested,
h=3.2 mm �“raised”� and h=0 mm �“flush”�. For each of the
two siphon heights, permutations of four values of Q �0,
0.030, 0.045, and 0.060 ml/s� and U0 �10, 20, 30, and
40 cm/s� were tested, resulting in a total of 32 experimental
runs. For each of the 32 conditions, data were taken at 20
logarithmically spaced vertical stations. At each station,
100 000 simultaneous samples of concentration and velocity
were acquired at approximately 80 Hz. The dimensional
variables Q and U0 can be combined into a single dimension-
less parameter,13 defined as the ratio of the average ex-
current jet velocity We and the free-stream velocity U0:

VR = We � U0, �1�

where

We =
Q

�de
2 � 4

. �2�

For our experiments, VR ranges from 0 to 0.3. For each
experimental case, the shear velocity u� was determined us-
ing a fit of the mean streamwise velocity data to the law of
the wall. Depending on the value of h and Q, the value of u�

was between 3.8% and 5.0% of U0.

III. ANALYTICAL METHODOLOGY

A. Momentum mixing lengths

We begin with the Reynolds stress model proposed by
Prandtl based on the concept of a hypothetical “mixing
length.” This model relates the Reynolds stress to the mean
velocity gradient through the relationship

uw = − �M
2 � �U

�z
� �U

�z
, �3�

where �M is an assumed mixing length of momentum. This
model can be used to form a general law of the wall, which
applies over the entire inner layer:

�U+

�z+ =
1

2�M
+ 2��1 + 4�M

+ 2 − 1� . �4�

Van Driest21 proposed a momentum mixing length distribu-

tion given by
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�M
+ = �z+�1 − exp�− z+

26
	
 . �5�

This damped mixing length distribution modifies the near-
wall momentum mixing lengths so that Eq. �4� integrates to
U+=z+ in the viscous sublayer. Farther from the wall, in the
log layer, the mixing length distribution reverts to the linear
form

�M
+ = �z+. �6�

We now consider flow over a rough boundary. The ge-
ometry of the roughness elements introduces an additional
set of length scales that are needed to completely describe
the effects of the roughness on the flow.8 However, the
roughness Reynolds number, given by

h+ =
hu�

	
, �7�

is a useful single parameter for describing the resulting be-
havior of the flow based on the ratio of a typical roughness
element height �a single length scale� to the viscous length
scale 	 /u� . Flows where h+�hS

+, where hS
+�5, are said to be

dynamically smooth since the roughness elements reside
completely within the viscous sublayer and do not disturb the
flow. For flows where h+
hR

+, where hR
+ �60, the distur-

bances completely erode the viscous sublayer, and the log
law extends all the way to the point where the mean velocity
is zero �usually somewhere between z=0 and z=h�; the flow
in this case is said to be fully rough. For flows where
hS

+�h+�hR
+, the roughness elements protrude through the

viscous sublayer and disturb the overlaying flow; these flows
are said to be transitionally rough. The extent of the distur-
bance in the transitionally rough regime can be parametrized
in terms of h+.

We introduced a modification to the Van Driest mixing
length to account for the effect of roughness in the transition-
ally rough regime. The new mixing length distribution is
given by

�M
+ �z+,h+� = �z+D̃�z+,h+� , �8�

where

D�z+,h+� = 1 − �hR
+ − h+

hR
+ − hS

+ exp�− z+

26
	
 for hS

+ � h+ � hR
+ .

�9�

When h+=hS
+, Eq. �8� matches Eq. �5�, which is used for

h+�hS
+. When h+=hR

+, Eq. �8� matches Eq. �6�, which is used
for h+
hR

+. For intermediate values of h, Eq. �9� applies a
linear interpolation of the Van Driest exponential damping
factor, where a linear interpolation is chosen for simplicity.
Figure 4 shows the assumed momentum mixing length dis-
tribution �M

+ �z+ ,h+� for the two limiting and one intermediate
roughness Reynolds number values.

Because �M
+ �z+ ,h+� is dependent not only on the distance
from the wall but also on the value of the roughness
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Reynolds number, it is convenient to define a Reynolds-

number-independent momentum mixing length, �M
+̃ �z+�,

given by

�M
+̃ �z+� =

�M
+ �z+,h+�

D̃�z+,h+�
= �z+. �10�

Equation �10� removes the effect of the roughness Reynolds
number from the momentum mixing length equation—all
mixing length distributions expressed in this form map back

onto the straight line �M
+̃ =�z+, regardless of the value of h+.

This formulation will simplify the analysis developed in later
sections.

B. Scalar mixing lengths and Prt

The behavior of the vertical scalar flux wc can also be
modeled in terms of mixing lengths. A scalar mixing length
can be defined through the relationship

wc = − �M
�U

�z
�C

�C

�z
, �11�

where �C is the scalar mixing length. Combining Eqs. �11�
and �3� gives the turbulent Prandtl number

Prt �
�M

�C
=

uw � ��U � �z�
wc � ��C � �z�

, �12�

which can be combined with Eq. �8� to give

�C
+�z+,h+� = Prt

−1 �z+D̃�z+,h+� , �13�

where �C
+ =�Cu� /	 is the nondimensional scalar mixing

length. Because �C
+�z+ ,h+� is dependent on the value of the

roughness Reynolds number, it is again convenient to define

a Reynolds-number-independent scalar mixing length �C
+̃�z+�,

given by

�C
+̃ =

�C
+�z+,h+�

D˜�z+,h+�
, �14�

FIG. 4. Assumed mixing-length distribution �M
+ for a range of values of h+.

The arrow shows the direction of increasing h+. Equation �5� is used for
h+�hS

+, Eq. �6� is used for h+�hR
+, and Eq. �8� is used for intermediate h+

values �h+=20 is shown�.
which, when combined with Eq. �13�, gives
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�C
+̃�z+� = Prt

−1�z+. �15�

Equation �15� removes the effect of the roughness Reynolds
number from the scalar mixing length equation—all mixing
length distributions expressed in this form conveniently map

back onto the straight line �C
+̃ =Prt

−1�z+, regardless of the
value of h+.

C. Mixing length origins

The assumed momentum and scalar mixing length dis-
tributions given by Eqs. �10� and �15� were formulated under
the assumption that both the momentum and scalar mixing
lengths vanish at identically z=0. This is likely to be a good
assumption only if the momentum sink and the scalar source
are located identically at z=0. For example, a smooth heated
plate can be considered both a momentum sink as well as a
scalar �heat� source located at z=0; there is no mechanism by
which the plate can introduce or remove momentum or sca-
lars anywhere other than at the boundary.

By way of contrast, consider the more complicated flow
boundary associated with the siphons used in the present
study, as shown in Fig. 5. The siphons are roughness ele-
ments with height h, where h=0 for the flush siphon array.
The roughness elements extract momentum from the flow
over a distributed vertical extent over the range 0�z�h. Far
from the bed, however, it is reasonable to model the rough-
ness as a momentum extraction occurring at a discrete verti-
cal location z=zM. The scalar dye is introduced into the
flow from the top of the siphons �i.e., at z=0 for the flush
siphons and at z=h for the raised siphons�. The scalar is
injected into the flow with some vertical momentum, causing
it to mix into the flow over a distributed vertical range. Far
from the wall, this scalar injection can be modeled as a mo-
mentumless scalar source occurring at a discrete vertical lo-
cation z=h+zC.

We define two separate coordinate systems, zM and zC,
for the momentum and scalar fields, respectively. The two
coordinate systems are related to the base coordinate z as

zM = z − zM , �16�

zC = z − �h + zC� . �17�

The offset parameters zM and zC define the distances from
the wall at which the boundary momentum sink and scalar
sources would be located if they were assumed to act at a

FIG. 5. A definition of the vertical coordinates for flush �left� and raised
�right� siphons.
discrete vertical location rather than over a distributed range.
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D. A model for Prt based on �zM and �zC

We now present a conceptual model for the turbulent
Prandtl based on the distribution of momentum and scalar
mixing lengths, allowing that these two distributions may
have separate origins. Our model defines Prt in the usual way
as the ratio of the momentum mixing length to the scalar
mixing length. To eliminate the effect of roughness Reynolds
number in our formulation, we use Eqs. �10� and �15� to
rewrite Eq. �12� as

Prt�zC
+� =

�M
+̃ �zC

+�

�C
+̃�zC

+�
. �18�

As discussed earlier, the �M
+̃ and �C

+̃ distributions are always
linear, regardless of the roughness Reynolds number. We in-

troduce a new parameter, Pr˜

t, that we call the intrinsic turbu-
lent Prandtl number. This parameter is defined as

Pr˜

t =
��M

�z  ��C

�z
=

��M
+̃

�zM
+  ��C

+̃

�zC
+ . �19�

By defining Pr˜

t in terms of mixing length derivatives, we
remove the effect of the mixing length origin location and

focus on the vertical growth rate. Note that Pr˜

t=Prt only if
the momentum and scalar mixing length origins are both at
z=0 �i.e., zM =0 and zC=0�. As an alternative to defining

Pr˜

t in terms of mixing length derivatives, it can be defined in
terms of a ratio of the mixing length distributions them-
selves, but evaluated at separate locations:

Pr˜

t�zC
+� =

�M
+̃ �zM

+ �

�C
+̃�zC

+�
. �20�

The momentum mixing length distribution in the model
is based on Eq. �6�, but written in terms of zM instead of z,
allowing for a mixing length origin that is not at the wall.
Using Eq. �10� to remove the effect of the roughness Rey-
nolds number, our model momentum mixing length distribu-
tion is then

�M
+̃ = ��z − zM�+ = �zM

+ . �21�

Likewise, the scalar mixing length distribution is based on
Eq. �15�, but written in terms of zC instead of z. Furthermore,

the turbulent Prandtl number Prt is replaced by Pr˜

t, allowing
a more meaningful comparison between two linear distribu-
tions with separate origins:

�C
+̃ = Pr˜

t
−1��z − �h + zC��+ = Pr˜

t
−1 �zC

+. �22�

Combining Eqs. �16�–�18�, �21�, and �22� gives the following
model for Prt:

Prt�zC� =
�M

+̃

�C
+̃

= Pr˜

t
zM

+

zC
+ = Pr˜

t�1 +
�+

zC
+ 	 , �23�

where �+ is the distance between the momentum and scalar
mixing length origins in terms of viscous wall units:

�+ = h+ + z+ − z+ . �24�
C M
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To demonstrate the model, we first consider the simple

case where zM =zC=0, so that �M
+̃ and �C

+̃ have the same ori-

gins, and Pr˜

t=Prt. This mixing length distribution is shown in
Fig. 6�a�, and the corresponding Prt distribution calculated
with Eq. �19� is shown in Fig. 7�a�. The Prt values are con-

stant over the depth, and equal to Pr˜

t. However, when zM and
zC are nonzero, a different behavior arises. Figure 6�b� shows

the �M
+̃ and �C

+̃ distributions corresponding to the case where

zC
zM 
0, and Fig. 7�b� shows the resulting Pr˜

t distri-

bution. Far from the wall �zC
+ ��+�, Prt asymptotes to Pr˜

t,
in agreement with the model results for Fig. 7�a�. However,
close to the wall, Prt grows large, becoming unbounded as z+

approaches �h+zC�+. The large values of Prt close to the
wall are simply due to the fact that the �M values are large
relative to the �C values, due to the differing assumed origins
for the two distributions. Note that values of Prt are not de-
fined in the model for z� �h+zC�, since �C is not defined
there.

E. Experimental determination of �zM and �zC

We determined the coordinate offsets zM and zC using
profiles of momentum and scalar mixing lengths calculated

FIG. 6. Mixing length model for �a� zC=zM =0 and �b� zC
zM 
0.

FIG. 7. Turbulent Prandtl number distributions calculated using Eq. �19� for
the assumed mixing lengths shown in Fig. 6: �a� zC=zM =0 and �b�

zC
zM 
0.
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from measured velocity and scalar concentration data. Mo-
mentum mixing length distributions are calculated by com-
bining Eqs. �10� and �3� into the form

�M
+̃ =

�− �uw � ��U � �z��+

D̃�z+,h+�
, �25�

where D̃ is the damping factor given by Eq. �9�. The param-

eter zM is determined by plotting �M
+̃ vs zM

+ and choosing
the value of zM that minimizes the error between the data
calculated with Eq. �25� and the assumed linear distribution
given by Eq. �10�. Likewise, an equation for calculating sca-
lar mixing length distributions can be formed by combining
Eq. �25� with Eq. �11� to get

�C
+̃ =

�− wc � ��− uw��C � �z���+

D̃�z+,h+�
. �26�

Then, �C
+̃ is plotted versus zC

+, and zC is again chosen to
minimize the error between Eq. �26� and the assumed form
given by Eq. �15�. Because the assumed mixing length dis-
tributions given by Eqs. �10� and �15� are independent of the
roughness Reynolds number, the approach for determining
zM and zC can be used for any roughness regime �smooth,
transitional, or fully rough�.

IV. RESULTS

A. Mixing lengths

We now apply the analytical methodology developed in
the previous section to experimental data acquired with the
combined LDV/LIF probe over arrays of model clams with
flush and raised siphons. The first step is to calculate mo-
mentum and scalar mixing lengths, and to use the resulting
distributions to determine the mixing length offsets zM and
zC.

The variation of zM with VR for the raised siphon cases
is shown in Fig. 8. The values of zM are normalized by the
siphon height h �see Fig. 5�. The calculated zM values are
shown with symbols. Where more than one data point exists

FIG. 8. Nondimensionalized momentum mixing length offsets, zM /h, ver-
sus the normalized velocity ratio, VR. Circles are zM /h data �the symbol
sizes reflect the number of zM values calculated for the given value of VR,
as defined in the figure�. The dotted line is a least-squares empirical fit to the
data.
at a given VR value, the data are averaged to a single point;
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the size of the symbol indicates the number of data points
averaged, as shown in the figure legend. The zM offset data
are well described by an empirical curve fit with exponential
form, as shown in the figure. As VR→0 �no siphonal pump-
ing�, the value of zM asymptotes to 0.74h. By definition,
z=zM is the location where the extrapolated log law would
give U�z�=0, and thus zM =0.74h is a measure of the
roughness length8 for Q=0. As VR increases, zM decreases,
indicating that the mixing length at a given height is increas-
ing due to increased mixing by the siphonal pumping. For
large VR values, the mixing length origin is depressed as-
ymptotically toward the bed at z=0. No zM results for the
flush siphons are presented since these values were all essen-
tially zero �within the positional accuracy of the LDV
traverse�.

Figure 9�a� shows calculated momentum mixing lengths,

normalized as �M
+̃ , and plotted versus z+ for all 32 experimen-

tal cases. As a reference, the flush-siphon and raised-siphon
cases are indicated with � and + symbols, respectively. The
straight line on the plot is Eq. �10�, the assumed momentum
mixing length distribution. Figure 9�b� shows the same data,
except that it is now plotted versus zM

+ . Each of the experi-

FIG. 9. Normalized momentum mixing lengths for all flow conditions plot-
ted versus �a� z+ and �b� zM

+ . Data from all 32 experimental cases �siphons
flush and siphons raised� are shown. For the right-hand plot, zM is chosen
for each experimental case, such that the near-wall data match Eq. �21�,
which is shown in both plots by the solid line.
aded 16 Aug 2011 to 128.138.65.220. Redistribution subject to AIP lic
mental cases is assigned a zM value that gives the best
near-wall agreement with Eq. �10�. The zM

+ scaling is effec-
tive at producing a good near-wall fit, and removes the effect
of siphon height �raised or flush� from the data. Far from the

bed, the �M
+̃ mixing lengths cease to grow as rapidly as in the

assumed distribution.
The variation of zC with VR for flush and raised si-

phons is shown in Figs. 10�a� and 10�b�. The zC offset
�which is measured relative to the siphon tops�, behaves
similarly for the flush and raised siphons. In both cases, the
scalar mixing length origin moves down toward the siphon
tops as VR increases, meaning that the scalar mixing lengths
are increasing at any fixed height in the flow. As before, the
zC offset data are well described by an empirical curve fit
with exponential form, as shown in the figures.

Figure 11�a� shows calculated scalar mixing lengths,

normalized as �C
+̃ , and plotted versus z+ for the 24 experi-

mental cases for which dye was present �i.e., excluding the
eight Q=0 cases�. In addition to being coded as before to
indicate the siphon position, the plotted data are color coded
according to the value of the velocity ratio VR. There is a
significant amount of structure introduced by VR into the

FIG. 11. �Color� Normalized scalar mixing lengths
plotted versus �a� z+ and �b� zC

+. The solid line is Eq.

�22� with Pr˜

t=1.0, and the dotted line is Eq. �22� with

Pr˜

t=1.5. Symbols are the same as in Fig. 9.

FIG. 10. Scalar mixing length offsets, zC versus the normalized velocity
ratio, VR. The symbols are zC data �the symbol sizes reflect the number of
zC values calculated for the given value of VR�. The dotted line is the
proposed zC model.
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near-wall distributions of �C
+̃ . Two versions of Eq. �22� are

shown in the figure: one for an assumed Pr˜

t value of unity

�solid line�, and one for Pr˜

t=1.5 �dotted line�. Figure 11�b�
shows the scalar mixing lengths plotted versus zC

+, which
incorporates the offsets zC. We found that the offsets could
be best used to make the mixing lengths assume the form of

Eq. �22� if a value of Pr˜

t=1.5 was used. The Reynolds anal-

ogy suggests that Pr˜

t be on the order of unity, so a value of
1.5 is not unreasonable. Note that the zC

+ scaling is effective
at removing the structure associated with VR.

B. Turbulent Prandtl numbers

Having calculated scalar and momentum mixing length
distributions and offsets in the previous section, we now use
them to calculate turbulent Prandtl number distributions.
For clarity, we begin by presenting results for a single
experimental flow case �siphons raised, U0=30 cm/s,
Q=0.060 ml/s�. Figure 12�a� shows Prt data values �sym-
bols� calculated from Eqs. �18�, �25�, and �26�, compared
with the prediction from our analytical model �dotted line�,
calculated using Eq. �23� with Pr˜

t=1.0. Far from the bed,
the Prt values are approximately unity. Closer to the bed
�zC

+ �100�, the Prt values grow monotonically. The model

FIG. 12. Prt and Pr˜

t calculations �siphons raised, U0=30 cm/s,
Q=0.060 ml/s�.
aded 16 Aug 2011 to 128.138.65.220. Redistribution subject to AIP lic
prediction �which is based on a � value calculated from the
mixing length data� is in good agreement with the data.

Figure 12�b� shows data from the same experimental

case, but presented in terms of Pr˜

t instead of Prt. The +
symbols are calculated using Eq. �23�; namely, these data are
the ratio of the symbols and the dotted line in Fig. 12�a�. The
triangle symbols are calculated using Eq. �20� by directly
taking the ratio of the momentum and scalar mixing lengths,
but from separate locations within the flow. The two ap-

proaches to calculating Pr˜

t yield similar results. Pr˜

t is ap-
proximately unity, but tends to be closer to 1.5 near the bed.

Figure 13 contains Prt and Pr˜

t data from all 28 experi-
mental cases with siphonal pumping. Figure 13�a� shows Prt

plotted versus z+, and the data are color coded by VR, as
shown in the legend. The Prt data exhibit a strong structural
dependence on VR, and the Prt values extend over a large

range. When the data are recalculated in terms of Pr˜

t

�Fig. 13�b��, the dependence on VR is eliminated, and the Pr˜

t

values are all approximately unity �although closer to 1.5
near the bed�. Figure 13�a� demonstrates that the traditional
definition of Prt yields a wide range of values, depending on
the experimental case and the distance from the bed. How-
ever, Fig. 13�b� demonstrates that a large portion of these
variations can be captured using the turbulent Prandtl num-
ber model put forth in this paper.

V. SUMMARY AND DISCUSSION

The concept of a turbulent Prandtl number has histori-
cally used to denote the relative rates of mixing of a scalar
and momentum. When these two mixing rates are expressed
in terms of mixing lengths, the turbulent Prandtl number be-
comes equivalent to the ratio of the mixing lengths. In the
case where the two assumed mixing length distributions have
separate origins, the turbulent Prandtl number based on the
mixing length ratio is influenced by two effects: the offset
between the two origins and the difference in the growth rate
of the two mixing length distributions. In this paper we pro-
posed a model that explicitly separates these two effects. The
ratio of the growth rates of the two distributions is termed the
intrinsic turbulent Prandtl number �Eq. �19��. We then pro-

FIG. 13. �Color� Scatter plots for all flow cases for �a�
Prt versus z+ using Eq. �18� and �b� Pr˜

t vs zC
+ using Eq.

�23�. The solid line is Pr˜

t=1.0; the dotted line is Pr˜

t

=1.5. The symbols are the same as in Fig. 9.
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posed a model for predicting Prt based on Pr˜

t and the offset
between the two origins �Eq. �23��. Our results indicate that
this model is effective at parametrizing Prt for the flume
experiments over the model clams.

The technique relies on the ability to model the complex
vertical distribution of momentum sink �roughness� and sca-
lar source �dye injection� by discrete mixing length origins.
This approach was successful for both the momentum �Fig.
9� and scalar �Fig. 11� mixing length distributions. The mo-
mentum mixing length offset is an effective roughness length
scale, and it combines the effect of the “passive” bed rough-
ness with the “active” siphon pumping. Thus, our results
indicate that the complex siphon flows can be effectively
modeled as an effective “active” roughness.

In many cases, it ought to be possible to estimate the
mixing length offsets based purely on the known boundary
conditions of the flow. Thus, the momentum offset would be
estimated based on some fraction of the roughness scale, and
the scalar offset would be based on knowledge of the scalar
injection geometry. The model proposed in this paper then
permits the vertical distribution of Prt to be predicted based

only on these two estimates and an assumed value of Pr˜

t

�presumably near unity�. In the experimental case shown
herein, Prt values grew large near the bed since the scalar
origin lay above the momentum origin. If the opposite were
true, then the near-bed values of Prt would be less than unity.
In all cases, the model predicts that the farfield value of Prt

approaches Pr˜

t since the flow can no longer distinguish be-
tween the two origins.

The measurement �and model prediction� in this study of
Prt values that greatly exceed unity should not be viewed as
being inconsistent with the Reynolds analogy. Instead, the
model suggests that the Reynolds analogy is best applied to

Pr˜

t rather than to Prt itself. The parameter Pr˜

t is a measure of
the intrinsic relative ability of the local turbulence to trans-
port momentum and scalars, and is expected to be order
unity. The large deviations from unity in Prt can be predicted
by the geometric and kinematic nature of the momentum and
scalar boundary conditions.
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