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Abstract

Spectroscopic Studies of Physical and Electronic Structure in Transition Metal Oxide Photocatalysts

by

Stephanie Noelle Choing

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Tanja Cuk, Chair

The complex relationship between electronic structure and physical structure in both molecular and solid state photocatalytic systems is examined. Ultrafast transient optical absorption spectroscopy and x-ray photoelectron spectroscopy are the main techniques used to investigate the underlying properties that affect the reactivity of various photocatalysts. The two respective spectroscopies are exceptionally suited to observing the ultrafast kinetics and interfacial behavior of these systems. In this dissertation, two systems are investigated—one a vanadium-based organometallic complex and the other strontium titanate, a wide band gap metal oxide semiconductor. The relaxation dynamics of a chelated oxovanadium (V) ligand-to-metal charge transfer complex are measured by ultrafast transient absorption. A combination of theoretical and experimental work indicate that the observed excited state lifetime in this molecular complex, which is an order of magnitude longer than those of metal-to-ligand charge transfer iron compounds, is derived uniquely from geometric constraints on its radiative and nonradiative relaxation pathways. Transient optical reflectance measurements are also carried out on niobium-doped strontium titanate at the solid-liquid interface to identify midgap radical states that could be implicated in the water oxidation mechanism. The creation of localized radical hole species is determined to be a surface-site limited process, which is highly dependent on the in situ reaction conditions. The application of voltage is shown to induce a significant redistribution of holes to the surface from valence band hole species, highlighting the capacity of the surface to accommodate localized charge under different conditions. Additional x-ray photoelectron spectroscopic measurements are taken under ambient pressure conditions to investigate water adsorption on the strontium titanate (001) surface. The effects of different variables—surface termination, dopants, and photoelectrochemical surface treatment—on the surface wetting behavior are considered. Further quantitative analysis of the x-ray photoemission data is currently underway; details of the data processing and analysis procedures as well as a description of how these sample variables might manifest in our x-ray spectra are discussed.
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Chapter 1

Introduction

Given the growth of the human population, their increasing annual consumption of energy per capita, and the obvious environmental and geopolitical costs of using traditional power sources largely derived from fossil fuels, solar energy conversion represents a major solution to the search for renewable energy sources. The sun serves as a 120,000 terawatt source of energy, substantially greater the projected global energy consumption at 15 TW for the next century. [1] However, the diffusivity and intermittence of sunlight prevent its use as a reliable energy source as delivered directly by photovoltaics. The implementation of artificial photosynthetic systems to drive the capture and conversion of solar energy into a long-term storage medium—such as batteries or chemical fuels—will be a necessary step to harnessing the full potential of the sun. Photocatalytic water splitting offers one approach to obtaining a clean source of energy, utilizing an abundant feedstock and producing non-pollutive hydrogen and oxygen gases for fuel storage, which can subsequently be combusted or recombined to release energy. [2–4]

\[
2\text{H}_2\text{O} \rightarrow \text{O}_2 + 2\text{H}_2 \quad (1.1)
\]

\[
2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2 \quad (1.2)
\]

\[
2\text{H}_2\text{O} \rightarrow \text{O}_2 + 4\text{H}^+ + 4\text{e}^- \quad (1.3)
\]

The production of hydrogen gas from water requires two protons and the transfer of two electrons to form a single bond. The evolution of oxygen from water is kinetically a much more intensive half-reaction, necessitating two liberated oxygen atoms, four protons and a multi-step charge transfer involving four electrons. The oxidation reaction is commonly perceived as the bottleneck for water splitting, serving as the rate-limiting half-reaction. Many promising molecular and solid state materials are currently under investigation as oxygen-evolution catalysts for the oxidation half-reaction in a complete water splitting artificial photosynthetic system. For reviews of current research efforts in both hydrogen and oxygen evolution photocatalysts, the reader is referred elsewhere. [5–8]
1.1 Natural Photosynthesis Versus Artificial Photosynthesis

Natural photosynthesis occurring in bacteria and plants is a complex process and has been the subject of much scrutiny over the last century. In more recent decades, researchers have examined biological systems to develop a deeper understanding of the natural photosynthetic mechanism as well as a paradigm on which to model artificial scaffolds. In brief, the two major proteins involved—Light Harvesting Complex (LHC) and Oxygen-Evolving Complex (OEC)—serve the critical functions of an oxygenic photosystem. These primary functions are to (1) absorb energy as light and channel it to the appropriate active sites where it can (2) induce charge transfer and drive the catalytic production of oxygen. [9]
Figure 1.2:  (a) The Z-scheme of electron transfer in natural photosynthetic systems with a series of redox couples is contrasted by (b) a self-contained single-component artificial system and (c) a two-component artificial photosynthetic system coupled by a single redox mediator. Reprinted by permission of Macmillan Publishers Ltd: *Nature Photonics* Tachibana, Y.; Vayssieres, L.; Durrant, J.R. "Artificial Photosynthesis for Solar Water-Splitting" Vol. 6, pp.511-518, copyright 2012.
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The separation of these functions into two distinct subsets of proteins hints at the incredible importance of cooperative dynamics occurring in the electronic and structural manifolds to achieve these processes at such high quantum efficiency. For example, several studies have examined the nature of coherence and spatiotemporal correlation across the light-harvesting complex in relation to its ability to guide charge towards the reaction center. [10–13] Notably, light-harvesting complexes also mediate photoprotection in over- or under-saturating light conditions and regulate the distribution of excitation energy among photosystems. [14, 15] Given the important functions of LHC proteins, it is not surprising that the bulk of these proteins show significant homology across different biological systems. [15] Similarly, the electronic structure and local environment of the active site in the oxygen-evolution complex have been extensively probed in order to examine the mechanism by which its manganese cluster undergoes sequential charge transfers to generate oxygen gas. [16–18]

Nature has clearly evolved intricate systems to produce energy from sunlight. Conversely, the complexity of designing transition metal-based artificial photosynthetic systems lies in their structural simplicity (Fig. 1.2). In artificial systems, these functions are not so cleanly separated in space or time. The artificial system must simultaneously achieve the properties of the two individual proteins in yielding an optimal reactive center and moving the charge effectively to that site. Enzymes possess highly specialized active site cavities with secondary residues to hold substrates in highly reactive configurations. Because the size of proteins relative to a substrate such as water is massive, proteins such as PSII and LHC are more analogous to heterogeneous catalysts as a scaffold on which catalysis takes place. However, the uniquely tailored active site and its coordination to substrates are much more similar to the controlled ligand environment and interactions one would expect in a homogeneous catalytic system with molecular transition metal complexes.

Heterogeneous and homogeneous photocatalysts have neither the structural nor functional flexibility that allow biological systems to respond dynamically to their environments. [14] From this perspective, the comparison between the biological machinery of PSI and PSII—encompassing the concerted structural and electronic changes that result in highly efficient light absorption, charge transfer, and catalytic transformation—and artificial photosynthetic systems may be an inappropriate one. While there are clear analogies between natural and artificial photosynthesis, the optimization of water oxidation by both homogeneous and heterogeneous photocatalysts should be approached with a better idea of the limitations intrinsic to these photocatalysts and the structure-activity relationships that arise.

1.2 Physical and Electronic Structure

One major complication inhibiting our ability to devise artificial scaffolds for water splitting is our lack of knowledge regarding the exact mechanism of water oxidation in photocatalytic systems. Both the localization and relaxation dynamics of carriers within the system on an ultrafast timescale dictate the eventual formation of intermediates and preferred kinetics
on the nanosecond timescale. Therefore, it is imperative to identify the multiple pathways in which excited electrons and holes can flow following photoexcitation. The intervening period following femtosecond photoexcitation spans six orders of magnitude during which any number of electronic and vibrational processes—even electron transfer and bond formation—can occur (Fig. 1.3). Although much effort has been devoted to the development of materials that are able to harness solar energy and, thus, drive chemical reactions, very little is understood fundamentally about the structural and electronic changes that occur on the timescales between initial photon absorption and the last step of catalysis.

Figure 1.3: Typical timescales in chemistry and biology. Adapted from G.R. Fleming and P.G. Wolynes, Physics Today, 1990. [19]

A second impediment to the development of efficient solid-state oxygen evolution systems is our limited understanding of the interactions between water and the surfaces of heterogeneous catalysts. The heterogeneous catalyst surface may support several different types of adsorption interactions and, consequently, different mechanisms of water oxidation may be possible. From an energetic perspective, some wetting interactions may be more favorable than others, leading to different reactivities.

To address these issues, both ultrafast transient optical and x-ray spectroscopies are very useful techniques to investigate the behavior of these systems. With the precise resolution of early timescales and sensitivity to the interface that these measurements provide, the relationship between physical structure and electronic structure in water splitting photocatalysts can be examined. For this reason, these two techniques are employed as the principal
methods within this dissertation to study the properties of both molecular and solid-state systems.

1.3 Transition Metal Organometallic Complexes

Ever since the late 1800’s, transition metal complexes have formed the basis of a large subset of chemistry from a theoretical and experimental standpoint regarding orbital interaction (crystal field, ligand field, molecular orbital, etc.). The utility of these complexes to drive chemical reactions catalytically has landed them a vaulted place in synthetic research laboratories as well as industrial-scale manufacturing facilities. The principal difficulty in utilizing these molecular compounds for photo-driven water oxidation lies within creating the appropriate ligand coordination environments to obtain the desired reactivity and balancing their catalytic properties with robustness and durability.

Ruthenium trisbipyridyl dichloride has been the prototypical transition metal complex for artificial photosynthetic systems since its discovery. [20] Used primarily as a sensitizer, its final photoexcited triplet state is both sufficiently long-lived and energetically high to engage in useful transformations on the nanosecond or longer timescale. However, the cost of the ruthenium and alternative precious metal centers has been a prohibitive factor in the realization of large-scale photocatalytic systems. For a feasible implementation of artificial photosynthesis, it is generally acknowledged that the systems in question must be composed of earth abundant elements, be amenable to large-scale manufacture, and provide durable, robust catalytic performance. [21, 22] Transition metal complexes are attractive candidates for use in such systems because they offer two handles with which to tune these characteristics—the ligand coordination environment and the metal center.

Unfortunately, attempts to exchange precious metals with 3d transition metals, such as iron for ruthenium, have been less than successful. Rapid relaxation down to low-lying metal-centered states seems to be a ubiquitous deactivation pathway for most first-row transition metals that plagues their catalytic performance. This behavior is exemplified by the first-row analog of ruthenium, iron, whose polypyridyl derivatives fall into the class of spin crossover complexes. [23, 24] These compounds undergo a similar spin state conversion following photoexcitation but relax to an electronic state that is very energetically similar to the ground state within hundreds of femtoseconds. [25] Consequently, these compounds are thermodynamically useless for photo-driven catalysis. Understanding the timescales for this ultrafast relaxation, the mechanisms to inhibit these deactivation pathways, and the synthetic methods to improve localization of photogenerated charges in catalytically active orbitals are currently the major impediments to progress in this field.
1.4 Solid State Transition Metal Oxides

As with organometallic complexes, solid state transition metal oxides employing first-row metals are being increasingly studied as alternatives to their precious metal counterparts. Titania, TiO$_2$, and hematite, $\alpha$-Fe$_2$O$_3$, are two of the most common oxide materials under study for solid state photoelectrochemical systems. As a wide band gap material, with a minimum absorption energy of 3.0 eV, titanium dioxide ineffectively utilizes the solar spectrum, neglecting the most intense visible light region. Consequently, titania is often sensitized to absorb light between 400-700 nm with dyes, including ruthenium trisbipyridyls. [26, 27]

However, following the discovery of its photocatalytic behavior by Fujishima and Honda in 1972, [28] the body of research on this system has become rather large and continues to grow, making it an excellent prototype for studying fundamental charge transfer processes. [29–32]

In contrast, hematite has poor light harvesting properties and high working overpotential, but is still under investigation as a viable catalyst due to its abundance, chemical stability, and visible light absorption. [33–35] Silicon has also been used extensively in photovoltaic systems, [36] and now has extended to photoelectrochemical systems. Recent research efforts have focused on engineering silicon in more reactive geometries, such as nanowires, and in complete photocatalytic systems for water splitting. [37, 38]

A few of the basic issues confounding the use of molecular transition metal photocatalysts reappear in solid state systems, including rapid deactivation of excited states, sensitivity of materials to degradation, etc. However, with heterogeneous catalytic conditions, additional uncertainties arise regarding the nature of the active photocatalytic intermediates at the interface. For example, when photocatalysis occurs, it is unclear which electronic states are responsible. These active species may have different densities of states, may populate with charge carriers at different rates, and may interact with one another. Particular intermediates may exhibit higher turnover rates under different electrolytic conditions, or may operate in multiple mechanisms at the same time. The number of variables to be considered for a heterogeneous system can grow exponentially if one is not careful to limit his or her study to a subset of conditions. Conversely, the dearth of information regarding the many possible combinations of solid-liquid interfaces acts as a large barrier to improving these transition metal oxide catalysts and devising novel photocatalytic systems. Resolving the existing ambiguity of these issues in each solid state material under the appropriate time scales and reactive conditions is a critical direction for the success of solar energy fuel conversion.

1.5 Conclusion

In this dissertation, the complex relationship between electronic structure and physical structure in both homogeneous and heterogeneous photocatalytic systems are examined. Following this introduction, Chapter 2 describes the principles of ultrafast transient optical absorption and x-ray photoelectron spectroscopies, which are the main experimental methods used to investigate the chemical systems studied here. These two techniques are well-suited
to investigate changes in electronic structure at early timescales and identify dependencies of energetics and reactivity on local structure. Chapter 3 delves into the investigation of an oxovanadium (V) molecular complex that is strikingly different from typical transition metal complexes considered for photo-driven systems in its strong ligand-to-metal charge transfer transition and long-lived excited state. Chapter 4 explores the formation of multiple radical hole species in strontium titanate at the solid-liquid interface and their respective responses to different \textit{in situ} conditions. Employing ambient pressure x-ray photoelectron spectroscopy, Chapter 5 investigates the wetting behavior of the (001) surface of strontium titanate and how the behavior may be affected by alterations in surface termination and the presence of dopants.
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Chapter 2
Experimental Methods & Techniques

The electronic structure and physical nature of molecular and solid state metal oxide systems are examined using two principal techniques—ultrafast transient optical absorption and ambient pressure x-ray photoelectron spectroscopy. These spectroscopies are ideal for investigating the very early time dynamics of both homogeneous and heterogeneous photocatalysts and the interfacial structure-activity relationships of solid-state systems, respectively. In this chapter, the basic principles—theoretical background and practical aspects—of transient absorption spectroscopy and x-ray photoelectron spectroscopy are discussed. Specific information regarding each chemical system under investigation will be included in the relevant chapters.

2.1 Transient Absorption Measurements

2.1.1 Basic Principles

Once limited to home-built setups, ultrafast transient absorption spectroscopy has established itself as an invaluable technique over the last three decades. As transient absorption systems have become commercially available and relatively straightforward to operate, they have continued to provide insight into a wide variety of chemical systems. [1–3] In transient absorption, or pump-probe, spectroscopy, a sample of interest is subjected to two sequential light pulses with a variable time delay between them, as shown in Figs. 2.1 and 2.2a. The first light pulse resonantly excites the molecule or solid state material at a chosen transition. The second weaker monochromatic or broadband probe pulse interrogates the evolution of the excited state by monitoring changes in probe transmission or reflection as a function of the time delay between the two pulses. The differential absorption or reflection of the probe pulse with respect to the ground state response (i.e., laser-on vs. laser-off) provides a snapshot of the excited state as it evolves in time.
2.1.2 Interpreting Transient Absorption Measurements

Transient absorption measurements are typically recorded in transmission mode, with both pump and probe pulses directed through a sample of millimeter thickness. For any given time delay, the transmitted probe light is recorded with and without the pump pulse present, corresponding to the laser-on ($I_{on}$) and laser-off ($I_{off}$) signals. The differential absorption signal is recorded as a change in absorbance $\Delta A(t)$ in units of optical density (OD).

$$\Delta A = -\log\left(\frac{I_{on}}{I_{off}}\right)$$  \hspace{1cm} (2.1)

The static absorbance is described by the Beer-Lambert equation:

$$A(\lambda) = \epsilon(\lambda)cd,$$  \hspace{1cm} (2.2)

where $\epsilon$ represents the molar absorptivity (extinction coefficient) of a molecule or material at a given wavelength $\lambda$, $c$ is the concentration of the absorbing species within the probe volume and $l$ is the sample pathlength through which the probe light travels. In a time-resolved set-up, the differential absorption examines changes in the excited state absorption spectrum relative to the ground state absorption. The differential absorption will depend not only on the wavelength probed, as with the static absorption, but also on the time delay $t$ with respect to the excitation (pump) pulse. Data can be collected as a function of wavelength—resulting in a transient spectrum at time $t$—or as a function of time—producing one or more kinetic traces that track the dynamics at particular wavelengths.

$$\Delta A(\lambda, t) = \sum_k \Delta(\epsilon_k(\lambda)c_k(t)l)$$  \hspace{1cm} (2.3)

The change in the absorption due to the excitation pulse may manifest as a difference in the absorptivity, $\Delta \epsilon$, of the species in question and/or its time-dependent concentration, $\Delta c$. Multiple species or electronic states may coexist within a sample at a given time, therefore,
the transient response of a system is characterized by the sum of the transient responses of all its components. When several components have overlapping contributions to the transient response, the interpretation of the transient response can become incredibly complex. The reader is referred to Appendix A in which the analysis of multiwavelength data is addressed. [2–4]

Figure 2.2: (a) Following excitation of the ground state system by the pump pulse, probe pulses at variable time delay track the evolution of the excited state(s) by changes in their absorption spectrum. (b) The four major transitions in pump-probe spectroscopy are illustrated: (1) ground-state bleach, (2) stimulated emission, (3) excited state and (4) product absorption.

Changes in the excited state absorption spectrum are usually classified into four main types of transitions, as shown in Fig. 2.2b. In a transient absorption experiment, a small fraction of molecules (or charge carriers) is excited by the pump pulse. The probe is kept at a significantly lower fluence than the pump pulse (typically less than 10 %) so as to minimize the perturbation of the excited state population. Because there are fewer molecules (carriers) in the ground state, the overall ground-state absorption of light will be reduced. This will result in a negative change in absorption (-ΔA), i.e. greater transmission of probe light to the detector, known as a ground-state bleach (GSB). Molecules (carriers) in the excited state may also undergo stimulated emission (SE) in the presence of the probe pulse. In such a case, the presence of the probe photon induces the excited molecule or carrier to transition back to its ground state and release a photon of the same wavelength and in the same direction as the probe. Stimulated emission—which will only occur for an optically allowed transition and whose spectral profile will match the fluorescence spectrum of the excited
molecule (carrier), including its Stokes shift—also appears as an increase in transmission and is characterized by a negative absorption change (-\( \Delta A \)). Alternatively, the excited state produced by the pump pulse may have its own allowed transition dipole moments that couple to higher-lying states at certain wavelengths. Thus, when the excited state is illuminated by the probe, the excited state absorbs photons at those wavelengths. The overall intensity of light reaching the detector will decrease and present as a positive change in absorbance (+\( \Delta A \)). In very complex systems, the excited state may undergo charge transfer or even bond rearrangement that alter it to the point where it is distinct from the original excited state. This distinctive species can be considered a photogenerated product, with its own transition dipole moments to higher-lying states. The resulting response is similar to an excited state absorption—appearing as a decrease in probe intensity and a positive change in absorption (+\( \Delta A \))—but is occasionally cited in the literature as a product absorption. The distinction between the excited state absorption and the product absorption is poorly delineated in practice unless the excited state system has been well-characterized by other means.

2.1.3 Equipment and Experimental Setup

As transient absorption spectroscopy has become a widespread technique, an overwhelming variety of ultrafast transient experimental setups have been devised to conduct such measurements. For the sake of brevity, only the experimental set-up employed for the experiments conducted in this dissertation (Fig. 2.3) is discussed.

A single laser pulse is derived initially from a Ti:sapphire regenerative amplifier laser with a fundamental wavelength of 800 nm (1.55 eV), 10 nm full-width half-maximum, and a pulse length of 150 fs, generated at a repetition rate of 1 kHz. The original pulse is separated into two beams—the pump and the probe—through the use of a beamsplitter. As mentioned earlier, the probe pulse is maintained at a substantially weaker intensity (mJ/cm\(^2\)) than the pump pulse for data acquisition; the ratio of the split is chosen to reflect this requirement. In certain cases, the fundamental laser pulse may not be at the appropriate photon energy for use as either the pump or probe, or both. To achieve the desired wavelength(s), the two light pulses may be sent to separate wavelength conversion stages. As shown in Fig. 2.3, the pump pulse is converted to the appropriate excitation wavelengths through nonlinear processes in an optical parametric amplifier (OPA) (OPerA Solo, Coherent, Inc., Santa Clara, CA) or through a third harmonic generation stage. For further detail on nonlinear conversion methods, the reader is referred to a number of other comprehensive sources. [5–7] Although the probe pulse can also be converted to the appropriate wavelengths through similar nonlinear processes, the high peak power (GW/cm\(^2\)) requirements for nonlinear processes often (but do not always) preclude their use with lower power probe pulses. Here, a typical configuration is employed in which a white light continuum is generated by focusing a small fraction of the fundamental pulse into a sapphire or calcium fluoride plate. [8]

Following conversion to the desired wavelengths, both beams are routed to the sample. Through careful control of the distances traveled by the light pulses, the pump and probe
will reach the sample at nearly the same time. Gross temporal overlap is necessary to ensure that the probe pulse will reach the sample close enough in time to the initial excitation by the pump such that the subsequent dynamics of the excited state can be monitored. Fine control of the relative arrival times between the pump and probe pulses is achieved with a mechanical delay stage. The precise position of the delay stage and, consequently, the distance traveled by the probe are monitored during data acquisition to determine the time delay $\Delta t$ between the two pulses. When both light pulses reach the sample, their spot sizes are adjusted with focusing lenses or curved mirrors to control the concentration of excited species within the sample and to ensure spatial overlap of the pump with the probe. Spatial overlap is a necessary constraint of the experiment that ensures the probe pulse tracks the excited state population rather than a region of the sample that was not illuminated by the pump. Generally, the spot sizes are maintained at a 2:1 ratio, with the pump the larger of the two. After both pulses have traveled through the sample, the probe pulse is spatially separated from the pump and detected on a light sensitive diode or CCD array. The probe signal collected on the detector is synchronized with a mechanical chopper wheel, which

Figure 2.3: Generalized laser table set-up for a transient absorption experiment in transmission mode. Mirrors and lenses are omitted for clarity.
modulates the pump pulse to determine the differential laser-on/laser-off signal.

The device employed for detection will invariably depend on the wavelength(s) chosen as
the probe. The detector is usually comprised of a single photodiode into which monochrom-
atized light is focused for individual wavelength measurements or, alternatively, composed of
several light-sensitive elements in an array for simultaneous broadband spectral acquisition
in which each pixel corresponds to a certain wavelength. Impinging light usually generates
photocurrent or -voltage that is sent to and read by a computer. The sensitivity and respons-
siveness of the detector can vary widely across the probe spectrum and so the photosensitive
material is chosen with great care to accommodate the desired probe wavelength(s). The
signal is recorded in relation to a number of factors, primarily the location of the delay
stage—that is, probe pulse arrival with respect to the pump pulse arrival. Additional vari-
ables include the probe wavelength as well as the phase of the signal with respect to the
laser-off measurement—indicating either a positive or negative change in absorption in the
presence of the pump.

Although the time delay is regulated by the incremental steps taken by the mechanical
delay stage, the absolute temporal resolution conferred by this technique depends intimately
on the duration of the interrogating pump and probe pulses. The convolution of these
two pulses provides the instrument response function (IRF), which limits our ability to
measure transient lifetimes at very short timescales. The length of the probe pulse is also
relevant in relation to the time delay increments selected for data acquisition. In the setup
described above, the pump and probe pulses are estimated to be on the order of 150 fs in
duration, with some additional dispersion to account for material traversed in the wavelength
conversion stages. As a result, changes in the transient response on the order of 100 fs
or less cannot accurately be recorded. It is important to note that the limitation of the
resolution is often dictated by the monochromatic pump pulse, which in turn is usually
limited by the original bandwidth of the fundamental 800 nm pulse. However, advances
in optical laser spectroscopy have afforded increasingly short duration pump pulses with
broadband spectral windows that have been essential in elucidating chemical dynamics at
the ultrafast timescale. [6, 9, 10] In such cases, the selectivity of monochromatic light used
to excite the system is traded for the ability to resolve subpicosecond behavior (on the order
of 10 fs). Chemical reactions typically occur on a nanosecond timescale, though relaxation of
photoexcited carriers and the generation of principal intermediates have been shown to take
place at much earlier timescales. Thus, the time resolution conferred by ultrafast transient
absorption spectroscopy can provide critical insight into the initial subpicosecond preparation
of photoexcited states and their subsequent relaxation into active water oxidation species.
Figure 2.4: X-ray photoelectron spectroscopy tracks the excitation of a core-level electron into the vacuum continuum. The energy required to remove an electron can be modeled as the sum of the binding energy, the work function of the sample, work function of the detector, and the excess kinetic energy of the expelled electron.

### 2.2 Ambient Pressure X-Ray Photoelectron Spectroscopy (APXPS)

#### 2.2.1 Basic Principles

X-ray photoemission, or photoelectron, spectroscopy is an element-specific characterization method that provides surface-sensitive information regarding the electronic structure of a sample. The principle behind this technique is the photoelectric effect, with an extension to higher-energy incident photons. [11] Electrons in a material are ejected from a material when excited with light above a threshold photon energy. The required photon energy is dictated by the tendency of the material to hold onto those electrons. In a discrete atom, the
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Minimum photon energy is dictated by the ionization energy for the occupied atomic orbital. The corresponding energy in a solid state system is the binding energy; when valence band electrons are the photoelectrons of interest, the binding energy is the work function \( \Phi \) of the material. Once the energetic threshold is achieved or surpassed, excess energy from the photon will be converted into the kinetic energy of the ejected photoelectron. Through the law of the conservation of energy, the relationship between the incident photon energy, the binding energy and the resultant photoelectron kinetic energy is described by the following equation:

\[
E_B = h\nu - E_{KE}
\]  

(2.4)

Photoelectron spectroscopy is intrinsically a surface-sensitive technique. Within a material, the inelastic mean free path (escape depth) of an electron is on the order of 5-10 Å, [12] which encompasses only a few unit cells. Therefore, electrons that escape the material to reach the detector will only come from the topmost layers of the material. Additional surface sensitivity can be obtained through adjusting the x-ray angle of incidence in order to change its penetration depth. [13] While x-ray photoelectron spectroscopy provides valuable information on material surface properties under ultrahigh vacuum conditions, the need to observe the electronic structure of interfaces in working systems or under near in situ conditions has resulted in an increase in ambient pressure x-ray photoemission measurements over the last two decades. [14–17]

2.2.2 Chemical Shifts in Binding Energy

Measurements are taken by recording the quantity of photoelectrons emitted by a material as a function of their kinetic energy. For a fixed photon energy, the binding energy of each electron can be calculated from its corresponding kinetic energy. (In practice, additional energy is lost upon absorption by the detector (\( \Phi_{\text{det}} \)), reducing the apparent kinetic energy.) The binding energy of an electron can then provide information regarding the local chemical environment from which it was removed. [18] Although ultraviolet light may be used for photoemission experiments to probe valence band electrons in solid state materials, the use of x-ray light to excite electrons confers elemental specificity to this technique. The energies of x-ray photons are such that core-level electrons may be excited into the continuum of vacuum states. The energy required to remove a core-level electron is strongly influenced by the effective nuclear charge of the source atom, the orbital involved \( (n = 1, 2, 3, \ldots; \ell = 0, 1, 2, \ldots) \), and the surrounding chemical environment through its valence electrons—listed here in decreasing order of importance. While the effective nuclear charge largely dictates the energetic region in which this emission threshold falls, the exact binding energy is controlled by several other factors including atomic oxidation state, electronegativity of neighboring atoms, bond order, and covalency. [19, 20] Any alteration in electron density around the target atom will result in a shift in binding energy. Therefore, a photoelectron spectrum and its chemical shifts can be used to identify both the electronic interactions and the structural
aspects of the material. \cite{18, 21} The advantage of elemental specificity provided by x-rays enables the measurement of local characteristics of atoms that may be relatively dilute for a given sample. Whereas ultraviolet light can be used to eject valence band photoelectrons that are collectively shared across a number of atoms, x-ray light can narrow the focus to electrons ejected at a well-defined, discrete transition and examine the atoms of a single element type.

### 2.2.3 X-Ray Light Source

Since the 1970s, ambient pressure x-ray photoelectron measurements have been conducted at synchrotron facilities. \cite{11, 18, 19, 22} Only recently have laboratory-scale instruments been able to provide focused x-ray beams with sufficient light intensity to enable APXPS measurements. \cite{16} While laboratory-scale x-ray sources offer greater accessibility and lower operational costs to using a synchrotron facility, synchrotron radiation provides more flexibility in x-ray photon energies produced—comprising the full range of both soft ($<$1 keV) and hard x-ray ($>$1 keV) regimes, higher photon fluxes for better signal, and fine control of x-ray light characteristics, such as polarization.

In commercial x-ray systems used for x-ray diffraction or x-ray photoelectron measurements, x-ray light is obtained by focusing high-energy electrons onto a metal target. The incident electrons displace and eject inner-shell electrons into the vacuum. Higher-lying
electrons subsequently relax into the core orbitals to replace the ejected electrons and emit x-ray photons during the downward transition. The energy of the emitted x-ray photons is dictated by the orbital energies of the target element, often aluminum or copper, and as a result the generated light is fairly monochromatic. This is known as the characteristic emission of the material—for example, Al K$_\alpha$ and Cu K$_\alpha$. [23]

Synchrotron radiation is produced when electrons are accelerated at relativistic speeds in a curved trajectory, as seen in Fig. 2.5. Electrons are accelerated in a ring through the use of magnets. As these electrons are accelerated, they will emit energy in the form of electromagnetic radiation. The frequency of light is dictated by the angle of acceleration, which in turn is controlled by the strength of the magnet. [23] At relativistic speeds, the emitted radiation will fall within the regime of x-rays. Electrons are brought up to relativistic speeds through several stages of acceleration. Electrons are initially generated through a cathode ray tube in large quantities. These electrons are passed through a preliminary stage of acceleration, through what is known as a booster ring, shown as the inner stage in Fig. 2.5. The accelerated electrons are then trickled into the (outer) accelerator ring, in which they can achieve currents up to 500 mA. When electrons are accelerated along the curve, radiation is emitted along the tangent of the curve. This radiation continues to propagate in a straight direction, where for the purposes of experimentation, the light will be focused, monochromatized, and redirected onto a beamline endstation.

2.2.4 Detection Methods and Ambient Pressure Measurements

X-ray photoelectron spectroscopic measurements require direct detection of the ejected photoelectron from the core orbital. The kinetic energies of ejected electrons can be resolved by a number of analyzer types, [21] only one of which—the hemispherical electron analyzer (Fig. 2.6)—is described here. The hemispherical analyzer is comprised of two concentric half circle plates. As electrons travel between these two plates, a retarding potential is applied to both plates to allow electrons only of certain kinetic energies to reach the electron detector. The electron detector used is typically a generic electron multiplier. Alternatively, multi-channel electron multipliers may be used to collect electrons with a broad range of kinetic energies simultaneously. [21]

At a minimum, the vacuum requirement for the electron analyzer has an upper limit of $10^{-5}$ Torr and for the target chamber $10^{-2}$. [21] Typical x-ray photoemission measurements are conducted under vacuum—ultrahigh vacuum ($10^{-7}$-$10^{-10}$ Torr) in synchrotron-based measurements. Both the sample chamber and analyzer are maintained at vacuum in order to reduce surface contamination as well as to ensure that ejected electrons will not scatter off residual gas molecules prior to reaching the electron detector. A standard ultrahigh vacuum XPS chamber may have a single pump to enable the transition from the sample chamber to the high vacuum environment of the analyzer. In contrast, a series of differential pumping chambers leading to the hemispherical analyzer are required for ambient pressure measurements. These pumping stages are needed to limit the scattering of photoelectrons by gas molecules. Because the chamber environment is filled with vapor in ambient pressure
Figure 2.6: Depiction of experimental set-up for the detection of ejected photoelectrons in ambient pressure XPS. The setup for UHV XPS measurements is identical.

experiments, the different stages allow electrons to travel from a relatively high pressure environment (up to 1 Torr) to an ultrahigh vacuum environment ($10^{-10}$ Torr) through an open detector arm over a very short distance. [14, 17] For ambient pressure measurements, the experimental chamber is isolated from the x-ray source—i.e., the synchrotron—by a silicon nitride window that will transmit x-ray light but can also withstand the large pressure differential of the synchrotron and the sample chamber.

Additional efforts to minimize the diffusion of gas molecules into the detector arm involve using a very small aperture through which the electrons must travel and maintaining a very short distance between the emitting sample and this aperture—approximately $4 \times$ the aperture diameter (Fig. 2.6). When photoelectrons are emitted by a sample, the angle of their trajectory is not always along the axis of the detector arm. This behavior is used to great effect in angle-resolved photoemission measurements [24]—an instance where a multichannel
electron multiplier is utilized. Resolution of the emission angle requires a large aperture to collect electrons with different trajectories. However, in cases where the information provided by angle resolution is not needed, photoelectrons are simply focused into the hemispherical analyzer using an electromagnetic lens at the tip of the collection arm in order to provide larger signal intensity.
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Chapter 3

Distortionally Inhibited Excited State of an Oxovanadium (V) Complex VOLF

Adapted with permission from Choing et al., "Long-lived LMCT in a d0 Vanadium (V) Complex by Internal Conversion to a State of 3dxy Character", J. Phys. Chem. C 2015, 119 (30), 17029-17038. Copyright 2015 American Chemical Society.

3.1 Abstract

The excited state dynamics of a vanadium oxo chelate complex are investigated using a combination of density functional theory, second-order perturbation theory, static UV-visible absorption spectroscopy, static x-ray absorption spectroscopy and time-resolved optical absorption spectroscopy. The vanadyl (V) compound has a broad visible absorption due to a ligand-to-metal charge transfer (LMCT) transition, whose character has been mapped out by density functional theory (DFT). In contrast to most first-row transition metal complexes under study having metal-to-ligand charge transfer excitations as the principal transition, VOLF displays a long-lived photoexcited state of 321 ps upon excitation of the charge transfer band in anhydrous tetrahydrofuran; a near two-fold decrease in lifetime is observed for the compound in a nonpolar solvent, anhydrous benzene. Theoretical calculations suggest that the extended lifetime is not due to triplet formation but rather may be attributed to a minimal optical dipole transition moment and poor Franck-Condon overlap. To complement the DFT analysis of the UV-visible absorption spectrum, pump dependence measurements are conducted on VOLF at three of the four major transitions within the broadband LMCT peak and are utilized in an attempt to create a global kinetic model of the chelate complex relaxation pathways. This compound represents one of the few examples of a long-lived first-row transition metal complex with an energetically useful excited state and, to the authors’ knowledge, derived from a ligand-to-metal charge transfer transition. Understanding
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of the early time components of the data is rendered somewhat difficult due to the many possible processes occurring within the early femtosecond to picosecond timescales. Further femtosecond fluorescence upconversion measurements are proposed as future means to verify our model.

3.2 Introduction

Organometallic complexes are of great interest for their various applications in pharmaceutical development [1], medical imaging [2], materials synthesis and catalysis [3, 4] as well as their photophysical properties [5]. In particular, the flexible choice of ligands and metal center(s) confers unique properties of solubility, reactivity and absorptivity that are major criteria for homogeneous photocatalytic materials. Over the last few decades, a variety of ligand families such as pi-acceptor ligated, low-valent metal oxido [6], nitrido [7], alkyldyne [8], peroxo [9], cyclopentadienyl, benzene, cycloheptatrienyl, pyridyl, and phosphine, have been investigated for photocatalytic systems. Polypyridyl groups have been the most prominent subject of research, with several derivatives containing Os, Fe, Co, Rh, Pt, and Ir centers [10–13] serving as photosensitizers and single electron reductants. Most notably, photoexcitation of ruthenium trisbipyridyl dichloride produces a long-lived (800 nanoseconds [14]), high energy triplet MLCT state that can be used for photosensitization as well as catalysis. [15, 16] Motivated in large part by the goal of scalable, earth abundant solar energy conversion materials, a shift towards the development of first-row transition metal complexes oxides has been observed over the last thirty years, with copper [17–20] and iron congeners [21–24] being most widely examined. However, very few molecular complexes containing first-row transition metal centers have displayed the long lifetimes necessary to drive chemical reactions at the nanosecond timescale.

To date, the greatest impediment to using these compounds is the rapid femtosecond relaxation of (metal-to-ligand) charge transfer excitations to the d-d manifold of the originating metal species. Many of these d-d states are, in fact, long-lived due to spin forbidden relaxation to the ground state [25–27] but also very low in energy—often approaching the ground state in energy—such that these excited states are energetically useless and catalytically inactive. [27, 28] This behavior is in stark contrast to corresponding precious metal complexes, where metal-centered states are significantly less strongly coupled with charge transfer states. [15] Recently, Sundström and Wärnmark synthesized a N-heterocyclic carbene iron complex with an extended lifetime of 9 ps in a highly excited state [29, 30]; derivatization with carboxylic acid moieties for adsorption onto TiO$_2$ nanoparticles revealed an even longer lifetime of the charge separated $^3$MLCT state (37 ps), with an electron injection efficiency of 92 %. [22] This complex is currently an anomaly, given that the typical relaxation of iron-based polypyridyl complexes is on the order of 100 femtoseconds. [22, 24]

Here, we explore the viability of a vanadium-based ligand-to-metal charge transfer complex to drive photocatalysis. Vanadium complexes are renowned for their diversity of valent states as well as their effectiveness in driving catalysis. The complex under study is
an equatorially distorted $C_{3v}$ vanadium (V) oxido chelate, VOL$^F$, bound by a tetradeinate aminophenol ligand. The excited state dynamics of VOL$^F$ are investigated with static optical and X-ray absorption, transient optical spectroscopy, as well as multiple levels of electronic structure theory. Ligand-to-metal charge transfer (LMCT) in a ground state $d^0$ metal complex, unlike metal-to-ligand charge transfer transitions, opens up the possibility of tracking the excited state evolution by following both the bleach of the initial LMCT transition as well as new ligand field absorptions from the $d^1$ center. By following the evolution of these two discrete signals, transient absorption measurements reveal a long-lived $3d_{xy}$ state following internal conversion from a photoexcited $3d_{yz}$ orbital. Density functional theory is employed to characterize the major components of the LMCT absorption band of the ground state, revealing four principal single particle transitions. Time-dependent DFT calculations are used to describe the geometries and electron-hole localization in the Franck-Condon and geometry-relaxed excited states. Neither static nor transient photoluminescence measurements can confirm the extended lifetime of VOL$^F$ as a consequence of triplet formation. However, calculations of transition matrix probabilities in the excited state indicate a near-zero transition dipole moment and minimal Franck-Condon overlap between the long-lived species and the ground state, due to a geometric distortion induced during thermalization of the initial excited state. Furthermore, the high oxidation state of the complex results in energetically high-lying metal 3d orbitals, as shown by electronic structure calculations. The only notable first-row complexes with high energy, long-lived $^3$MLCT states are $3d^{10}$
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copper complexes, for which the d-block is completely filled in the ground state. [19, 31] A kinetic model is developed based on the observed lifetimes from our transient data. Additional pump wavelength dependence measurements are conducted in order to examine the relation of the four major transitions from TD-DFT to the proposed kinetic pathway but prove inconclusive in verifying the model.

3.3 Experimental Methods

3.3.1 Structure and Electrochemical Characterization

Fig. 3.2: X-ray crystal structure of VOL$_F$, CCDC 1027781. Selected bond distances (Å): V1-O1: 1.5991(11), V1-O2: 1.7966(11), V1-O3: 1.8047(10), V1-O4: 1.8167(11), V1-N1: 2.3922(12). Selected interatomic angles (°): O1-V1-O2: 97.09(5), O2-V1-O3: 118.47(5), O1-V1-N1: 174.20(5). Hydrogen atoms have been omitted for clarity with thermal ellipsoids drawn at 50% probability.

Fig. 3.2 shows the X-ray crystal structure of the vanadium (V) oxido chelate VOL$_F$ under study, supported by the fluorinated tetradentate aminophenol ligand (L$_F$). Full synthetic details for H$_3$L$_F$ and VOL$_F$ are described in the original manuscript. [32]

By definition, LMCT results in metal-centered excited states where reduction photochemistry can be controlled by shifting the redox properties of the metal through either ligand modification and/or metal substitution. As a result, tuning of LMCT excited state energetics should be possible over a wide range. Electrochemistry of VOL$_F$ shows an irreversible V(IV/V) redox couple at -1.01 V vs. Fc/Fc$^+$, which suggests that this class of compounds has metal-centered excited states that are relatively strong reductants. VOL$_F$ therefore has the thermodynamic potential to photochemically drive the reduction of protons [33] to form dihydrogen in solar energy-to-fuels applications or to mediate organic transformations such as quinone reduction [34].
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Figure 3.3: Electrochemistry of VOL\textsuperscript{F} shows that an irreversible V(IV/V) redox couple at -1.01 V vs. Fe/Fe\textsuperscript{+}.

3.3.2 Theory

DFT calculations were completed using the Gaussian09 [35] and Q-Chem [36] codes. The molecule was relaxed using the HSE06 functional [37]. Consistency checks with B3LYP [38, 39] produced a consistent geometry. For the O, H, N, and F atoms we used the 6-31+G* basis set while we treated V orbitals with LANL2DZ [40] and its corresponding pseudopotential. All calculations were done with polarizable continuum models (based on benzene and tetrahydrofuran). Linear response TD-DFT was used to compute the static UV-vis spectra.

The spectra shown in Fig. 3.4 has an applied Gaussian blur with a FWHM of 6000 cm\textsuperscript{-1} (which results in similar resolution to what can be seen experimentally) and is based on a configurational average of temperature perturbed structures. These structures were generated using \textit{ab initio} molecular dynamics. Molecular dynamics calculations were done using the Q-Chem software package. Population analysis is based on the Mulliken formalism. Since MPA provides a non-unique description of electron localization, we also performed population analysis using the Modified Mulliken [41] and \textit{c}\textsuperscript{2} [42] methods. The two give the same qualitative picture.

Employing an 4 electron, 6 orbital complete active space (denoted CAS(4,6)), electronic energies were computed using multi-state multi-reference second-order perturbation theory (MS-CASPT2) at each of the reported geometries.

3.3.3 X-ray Absorption

X-ray absorption measurements were carried out at the Advanced Light Source (Lawrence Berkeley National Laboratory) at beamline 6.3.1.2. Beamline 6.3.1.2 is sourced by a bend magnet, capable of producing x-ray light at energies between 250-2000 eV which are mono-
chromatized with a VLS-PGM monochromator with a fixed exit slit and refocusing mirror. The resolving power is 5000 (E/ΔE). Powder samples of \( \text{VOL}^F \) were pressed onto a sliver of carbon tape that had been adhered to a copper metal puck. The sample puck was inserted into the main chamber at a vacuum of \( 10^{-7} \) torr, at room temperature, and oriented at a 45 degree angle with respect to both the incident x-rays and the detector. The samples were illuminated over the vanadium L\(_{3,2}\) (510-530 eV) and oxygen K-edges (530-570 eV). All data were detected in fluorescence yield with a silicon drift detector, resulting in energy-resolved spectra over the region of interest (500-600 eV). Spectra were calibrated with respect to the oxygen K-edge in rutile titanium dioxide. \([43]\)

X-ray absorption data were also collected for \( \text{VOL}^F \) in tetrahydrofuran solution. The solution was contained in a static liquid cell sealed with a silicon nitride window for transmission of x-rays; absorption spectra were collected in fluorescence mode. The limited solubility of the oxovanadium compound in both polar and nonpolar solvents (maximum 3 mM) revealed that our spectra from the solid powder samples showed some detector saturation at the oxygen edge.

### 3.3.4 Static and Time-Resolved Photoluminescence

Static photoluminescence was measured on an Edinburgh Photonics FLS920 spectrometer. Samples of 1 \( \mu \)M \( \text{VOL}^F \) were prepared in nitrogen-sparged spectroscopic grade THF (Sigma-Aldrich). The spectrum of \( \text{VOL}^F \) was recorded with excitation and emission bandwidths of 4.0 nm, 1 nm step, and a 1 s dwell time; for comparison, the reported sensitivity of 6000:1 at the Raman band of water was collected at 350 nm excitation, 5 nm spectral bandwidth, and 1 s integration time. Three spectra were averaged. Upon excitation with 405 nm light, no photoluminescence from the \( \text{VOL}^F \) sample was detected between 415 and 750 nm. A more concentrated, 1 mM solution of \( \text{VOL}^F \) in THF was also prepared. This sample (recorded with excitation/emission bandwidths of 5 nm, 1 nm step size, 0.1 s dwell time) also showed no photoluminescence between 415 and 750 nm, possibly due to self-absorption.

### 3.3.5 Transient Optical Absorption

For the experimental set-up, the pump and probe pulses were sourced from the 800 nm output of a Ti:Sapphire regenerative amplifier (100 fs, 1 kHz, Libra, Coherent, Inc.). The output of a Coherent OPerA Solo optical parametric amplifier was employed as the pump pulse at various excitation wavelengths (390 nm, 425 nm and 480/500/525/550 nm), whereas a white light continuum (350-700 nm) generated from a CaF\(_2\) window was used as the probe. Both pulses were directed into a HELIOS Femtosecond Transient Absorption Spectrometer (Ultrafast Systems, LLC) where, in an all reflective-geometry, the pump pulse (600 nJ) was focused at the sample (300 \( \mu \)m diameter) with a 10\(^\circ\) incidence with respect to the probe. The probe pulse was focused into a fiber optic cable to a spectrometer equipped with multi-channel CMOS sensor; a reference pulse was split off from the continuum prior to transmission through the sample and directed into an identical spectrometer.
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Solutions of VOL$^F$ were prepared in anhydrous tetrahydrofuran or anhydrous benzene and transferred to a 1 mm glass cuvette (Starna Cells, Inc.) for pump-probe measurements. Signal levels were linear for the concentrations (415 µM-1.25 mM) and pump fluences (0.275-5 mJ/cm$^2$) used in this study as determined by comparison and reasonable agreement with calculated levels. Calculated levels of signal change were based on static measurements of extinction coefficients and estimates of excited state concentrations based on pump fluence, sample concentration and pump-probe overlap volume. The integrity of the sample solution was monitored by UV-visible absorption spectroscopy, showing only a two percent decrease in optical density at the maximum wavelength (422 nm) over six hours of uninterrupted excitation at 5 mJ/cm$^2$ (390 nm); the observed degradation was considered negligible within the course of data acquisition. The spectral data acquired for each pump wavelength were collected as three averaged scans, each lasting for no more than 15 minutes.

Data obtained for each sample were subjected to pre-analysis treatment wherein the chirp of the white light probe was corrected (see Appendix A, GVD) and time zero was readjusted to the half-maximum of the peak signal at 425 nm where possible. For irradiation experiments with the pump centered at 425 nm, time zero is assigned such that the corresponding time value for this experiment agree for the half-maximum time zero in the spectra excited at 390 and 480 nm. Extraneous light in our transient data due to pump scatter was removed either through scattered light correction, via subtraction of the average light signal present before time zero, or a complete removal of the wavelength elements, resulting in the reduction in the absolute data matrix size. This was found to be necessary at wavelengths for which the pump signal overwhelmed the sample response, as observed with the benzene samples for 425 nm and 480 nm excitation wavelengths.

A negative absorption artifact attributable to Raman scattering from the solvent (THF and benzene) was observed in the VOL$^F$ data at early times (< 200 fs) in the spectrum ~3000 cm$^{-1}$ from the pump pulse; this contribution has been removed from the data. A second transient absorption artifact averaging ~2600 cm$^{-1}$ higher in energy than the excitation pulse was present in neat solvent and VOL$^F$ samples; the absorption was attributed to anti-Stokes Raman scattering and was also eliminated from the spectra at early times. The early transient response due to solvent alone, extracted from neat solvent samples, was also removed from the data collected at all excitation wavelengths for both benzene and tetrahydrofuran samples. Corrections for the solvent response, Raman response, and cross-phase modulation signal were not originally conducted for the published data at a pump wavelength of 390 nm. [32] However, both the original data and new data are considered here. The removal of these coherent artifacts reduces the number of time constants required for fitting but does not alter the general kinetic model that was developed from the uncorrected data. This is discussed in greater detail below.
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3.4 Results

3.4.1 UV-Visible Absorption and Theory

UV-visible absorption measurements of VOLF gives the LMCT absorption spectrum shown in Fig. 3.4a. Using TD-DFT, the spectrum is reproduced and decomposed into its component transitions. There are four bright transitions that make up the ligand-to-metal charge transfer absorption, labeled as S_1-S_4 in descending wavelength. These excited states are shown in Fig. 3.5, where yellow denotes an electron, and blue is the corresponding hole. Electron-hole distributions are shown both for the initially excited electronic state with ground state geometry (Franck-Condon state) and at the relaxed minima of each excited state potential energy surface (Fig. 3.5a and b, respectively). Each excited state clearly contains LMCT character, involving charge transfer from one or both of the ligands to the metal center (unoccupied V d orbitals). The two frontier (HOMO-1 and HOMO) donating orbitals involved in these excitations are labeled as \( \pi^- \) and \( \pi^+ \) respectively (Fig. 3.4b).

In the ground state geometry (indicated with a *), S_2^* makes up contributions from V d orbitals and both phenyl rings (\( \pi^+ \) and \( \pi^- \)). S_1^* is an even combination of \( \pi^- \) and \( \pi^+ \), while S_3^* and S_4^* have slightly more weight on the \( \pi^- \) side. For clarity, all excited states are labeled by their largest d component. Fig. 3.4b shows the largest d component of S_3^* as \( d_{yz} \) since the transition is 60% \( \pi^+ \rightarrow 3d_{yz} \). The lowest energy excitation, S_1^*(d_{x^2-y^2}), has the hole localized to one ligand; this state has only \( \pi^+ \) character. In the transient optical spectroscopy discussed below, the LMCT is excited at 390 nm (Fig. 3.4a). Since S_3^*(d_{yz}) and S_1^*(d_{x^2-y^2}) are close in energy, both states are initially populated due to Franck-Condon broadening. After excitation, the wave packet will evolve along the potential energy surface of each of the electronic states. Electron-hole dynamics will differ along each excited state surface. As the wavepacket moves along the potential energy surface, S_3(d_{yz}) and S_4(d_{yz}) lose their \( \pi^- \) character; the hole becomes localized on \( \pi^+ \). The largest d component of S_4 changes from d_{x^2-y^2} to d_{yz}. As a consequence to these changes, S_3(d_{yz}) and S_4(d_{yz}) essentially have the same character in the relaxed geometry (Fig. 3.5). S_2(d_{yz}) exhibits the opposite trend; relaxation along the excited state potential causes the hole to localize on \( \pi^- \). The mismatch in hole localization (\( \pi^+ \) vs \( \pi^- \)) between S_3(d_{yz})/S_4(d_{yz}) and S_2(d_{yz}) suggests that internal conversion (IC) between these states is symmetry forbidden and unlikely to occur.

Conversely, the character of S_1(d_{xy}) is unaffected by relaxation. The hole remains localized on \( \pi^+ \) and therefore, IC from either S_4(d_{yz}) or S_3(d_{yz}) to S_1(d_{xy}) is impossible. S_3(d_{yz}) and S_4(d_{yz}) are very similar in character and we excite both S_4 and S_3 states with our 390 nm pump, though the initially excited S_3^*(d_{yz}) state is significantly brighter than the S_1^* state. For the sake of simplicity, we adopt S_3(d_{yz}) as the higher energy state in a two-state model of the low energy, relaxed charge transfer states. S_1(d_{xy}), the lowest energy excited state and the only one that can couple to either S_3 or S_4, is the lower energy state.

The excited state absorption spectra explored through our supercontinuum probe was also computed. There is more coupling optically (through the dipole matrix element) between S_3(d_{yz}) and higher states (S_n(d)) than from S_1(d_{xy}) (Table 3.2). The majority of the higher-
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Figure 3.4: (a) Optical absorption of VOL$^F$. The broad absorption peak occurring for wavelengths longer than 400 nm is due to a charge transfer excitation from the ligand-to-metal center (LMCT). (b) Single particle orbitals contributing to the main transition (peak at 425 nm) into $S_{3}^{*}$. Vertical lines denote TD-DFT transition energies and oscillator strengths.

lying states within 3.0 eV are of LMCT character. From $S_{3}(d_{yz})$ up, $\sim$60% of states are pure LMCT while the remaining 40% are mixed (not pure LMCT, MLCT or ligand-to-ligand charge transfer). Similarly, $S_{4}(d_{yz})$ has $\sim$65% pure LMCT, and 35% mixed.

In order to calibrate where the nearest higher-lying LMCT states are, denoted by $S_{n}(d)$ in Fig. 3.1, x-ray absorption spectroscopic measurements of the O K-edge (1s absorption) were taken on VOL$^F$ (Fig. 3.6). Because LMCT states all have the electron primarily on vanadium, the energy differences between V LUMO orbitals, or the d$^1$ absorptions, are
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indicative of the level splitting between LMCT states. The level alignment of the LUMO is informed by the pre-edge region of the O 1s spectrum that comprises three lower energy (529-535 eV) bands, each a mixture of oxygen 2p orbitals with vanadium 3d states. [44–47] Previous work has shown that for tetrahedral compounds of $e$ and $t_2$ symmetries, [46, 47] the peak separation of these bands in the O K-edge reproduces observed d-d transitions fairly well. [44, 46] Therefore, the energy separation between the lower two peaks in the XAS

![Diagram](image)

Figure 3.5: Electron-hole distribution for the first four excited states in the visible region. The hole is shown in blue and electron in yellow. This color scheme distinguishes the states from the single particle orbitals shown in Figs. 3.4 and 3.6.
Figure 3.6: X-ray absorption spectrum of powder \( \text{VOL}^F \) in PFY mode. Scheme shows the DFT d orbital (dashed lines) splitting based on observed transition energies from XAS.

spectrum, 2.2 eV, is assigned to the level splitting between the lowest LUMO orbitals (two degenerate pairs, LUMO/LUMO+1 and LUMO+2/LUMO+3), indicative of excited state absorption from the initial LMCT to the next higher LMCT state. [48–52]

### 3.4.2 Static and Time-Resolved Luminescence Measurements

Unlike the MLCT compounds discussed above, there is no observed static photoluminescence. The absence of photoluminescence suggests that the long-lived charge transfer state is not easily ascribed to triplet formation. An alternative method to identify triplet formation is to estimate the energy barrier for ground state recovery and compare it to previously measured singlet-triplet intersystem crossing (ISC) activation barriers that lead to long-lived states. In order to determine the upper limit for the energy barrier to ground state recovery, a simple Arrhenius model was applied to the measured decay rate at room temperature (321 ps) in the ultrafast optical experiments below and the rate at -80 °C. At -80 °C, we were unable to observe any transient absorption signal on the nanosecond timescale; the experimental details and results are described in the supporting information of the original manuscript. [32] The time resolution of the nanosecond transient absorption measurement, and therefore the upper bound for the lifetime of this transition at -80 °C, is \( \sim 2 \text{ ns} \). Using these two data points we conclude that the energy barrier is less than 50 meV. This 50 meV maximum barrier is significantly lower than the precedent set for ISC by rubrene in sucrose octaacetate matrix, which is on the order of 160 meV. [53]

The negative results obtained here do not preclude the possibility of intersystem crossing to a triplet state within early timescales. Indeed, rapid ISC on the order of hundreds of
femtoseconds is expected for metal-to-ligand charge transfer first row transition metal complexes. [27] Given that no conclusive evidence towards the existence of a triplet state has been found for \( \text{VOL}^F \), fluorescence upconversion measurements would be useful to confirm that the LMCT complex is a unique exception to the rule.

### 3.4.3 Broadband Transient Absorption Data

Initial measurements were conducted on a solution of \( \text{VOL}^F \) in tetrahydrofuran, with pump excitation at 390 nm and probe range of 400-700 nm. Minimal depletion of the LMCT bleach was observed after several hours (six) of excitation at 390 nm at 5 mJ/cm\(^2\).

Excitation of \( \text{VOL}^F \) at 390 nm leads to the transient spectrum, probed from 400 nm-700 nm, shown in Fig. 3.7. This spectral region comprises the LMCT excitation into the initial charge transfer states (\( \sim 400 \text{ nm} - 525 \text{ nm} \)) and excited state absorptions (\( \sim 500 \text{ nm} - 600 \text{ nm} \)). Transient spectra were collected at both short time delays (100-500 fs, Fig. 3.7a) and longer time delays (1-500 ps, Fig. 3.7b). To aid assignment of the transient signals, the transient spectra are compared to the static UV-vis LMCT spectrum in each time window, at 100 fs and at 36 ps. In the region of 400-525 nm, the transient spectra exhibit a \(-\Delta mOD\) associated with a ground state bleach (GSB) and stimulated emission (SE). An excited state absorption dominates in the region beyond 525 nm for times faster than 36 ps. After 36 ps, the ESA has decayed substantially and the transient spectrum largely follows the UV-vis LMCT spectrum (Fig. 3.7b).

Notably, the transient spectrum contains an isosbestic point (475 nm) for the time window 1 ps to 36 ps, where the \( \Delta mOD \) is time-independent (Fig. 3.7b). For the isosbestic point to appear in a transient spectrum, there must be negligible back electron transfer to the ground state. This suggests that at these timescales there is a concentration of total excited carriers that is constant over the entire spectral region, but whose contribution exchanges between two different excited electronic populations that both contribute to the spectrum. [54–56] \( S_3(d_{yz}) \) and \( S_1(3d_{xy}) \) described in a two-state model for \( \text{VOL}^F \) can account for these two populations. An isosbestic point would result from internal conversion (IC) between these two states. A detailed description of the isosbestic point will follow after a discussion of the kinetic components of these spectral signals.

For our kinetic analysis, we applied a sum of single exponential functions—each convolved with the Gaussian instrument response function (IRF) of our system (FWHM 100 fs)—as the fitting function for the kinetic traces in most spectral regions (Eq. 3.1). The excepted region (540-590 nm, centered about the peak of the ESA) was modeled with a slight variation on the general summation to account for a small rising component (Eq. 3.2). Time constants were extracted from global fits of multiple kinetic traces at 10 nm increments within a particular spectral region, as described in Appendix A.
Figure 3.7: Transient spectra of VOL$^F$ following excitation at 390 nm at (a) very short and (b) long time delays. The included arrows indicate the direction in which the spectra evolve over time. At longer delay times, an isosbestic point is observed (box). The ligand field transition energy suggested by x-ray measurements is shaded for comparison with the transient spectrum (b). The dotted line in both panels represents the ground-state LMCT absorption.
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\[ \Delta \text{mOD} = \sum_{i=0}^{n} A_i e^{-t/\tau_i} \otimes \text{IRF} \]

\[ = \sum_{i=0}^{n} A_i e^{\left(\frac{\sigma^2}{2\tau_i} - \frac{t}{\tau_i}\right)} \left[ 1 + \text{erf}\left(\frac{t}{\sigma \sqrt{2}} - \frac{\sigma}{\tau_i \sqrt{2}}\right)\right] \]

\[ \Delta \text{mOD} = \left[ A_{\text{rise}} e^{-t/\tau_{\text{rise}}} + \sum_{i=0}^{n} A_i (e^{-t/\tau_i} - e^{-t/\tau_{\text{rise}}}) \right] \otimes \text{IRF} \]

In Fig. 3.8a, the kinetics probed by the GSB/SE transition reveal rapid relaxation of the initial state followed by a much longer decay. The kinetics are well-represented by a triexponential function composed of fast 0.180 ps ± 0.005 ($\tau_{\text{ISC-IVR}}$), intermediate 7.27 ps ± 0.32 ($\tau_1$), and slow 455 ps ± 30 ($\tau_2$) time constants. The expected amplitude of the transient signal at time zero (-80 $\Delta \text{mOD}$) agrees with the signal estimate (-100 $\Delta \text{mOD}$), which is based on the concentration of VOL$^F$ in solution, the pump power, and an LMCT extinction coefficient derived from static UV-vis as related through the Beer-Lambert Law. There are at least two physical phenomena that could be attributed to the 0.18 ps time constant: singlet-to-triplet intersystem crossing (ISC) and intr-/ intervibrational relaxation (IVR). For the majority of the MLCT compounds studied previously, a fast 0.02-0.1 ps ISC is observed as a stimulated emission signal from the singlet state significantly red-shifted from the GSB and then a much weaker, further red-shifted emission signal of the triplet state. [57] Stimulated emission related to ISC may be less important in VOL$^F$ since no long-lived emission is observed, the 0.18 ps time constant is observed in the region of the GSB rather than in a red-shifted spectrum, and there is general agreement of the signal magnitude with expectations from a GSB. However, it may also be the case that the SE in VOL$^F$ is not significantly red-shifted from the GSB or that the ESA contribution masks the true SE signal. IVR of the initially excited Franck-Condon state to a relaxed state that is less well-coupled to the ground state geometry will certainly be present; this can also account for the 0.18 ps time constant. Given the TD-DFT description where the hole localizes to $\pi^+$ and the d-electron undergoes symmetry changes (Fig. 3.5), this IVR could be quite large; this is further indicated by the 90% reduction in the transition dipole back to $S_0$ for $S_3^*$ calculated by MS-CASPT2 (Table 3.1). The time constant of 0.18 ps is tentatively attributed to a combination of ISC and IVR ($\tau_{\text{ISC-IVR}}$). Resolution of the ISC and IVR contribution to $\tau_{\text{ISC-IVR}}$ through separate ultrafast fluorescence studies that would directly detect SE [57, 58] is proposed for future experiments.

Because IVR and ISC are expected to be on the order of hundreds of femtoseconds, the two later time constants (7.27 ps ($\tau_1$), 455 ps ($\tau_2$)) should originate from transitions involving vibrationally relaxed excited populations. The observation of two long time scale contributions to the GSB decay is unlike that seen in the canonical Ru(bpy)$_3^{2+}$ or recent Fe(bpy)$_3^{2+}$. In these cases, subpicosecond ISC, IVR, and IC are followed by a single long time constant identified by GSB traces and attributed to a fluorescent, charge transfer state.
Figure 3.8: Kinetic traces of VOLF following excitation at 390 nm shown at (a) 425 nm, (b) 550 nm, and (c) 500 nm. The LMCT GSB/SE and ESA dominate in the first two kinetics, respectively. The 500 nm trace contains overlapping contributions from both signals. In panel (a) the instrument response function is shown (red, dotted line) to compare the rapid decay of the GSB signal. In (b), the LMCT GSB is reproduced (yellow, dotted) to compare early timescales with the ESA.

Indeed, VOLF has two closely spaced charge transfer states $S_3$ and $S_1$ that could both contribute significantly to the GSB spectral decay (Fig. 3.4a, Fig. 3.5). The clear resolution of the two time scales in the GSB traces in VOLF could be a result of a population exchange between in Ru(bpy)$_3^{2+}$ and the high spin metal-centered state in Fe(bpy)$_3^{2+}$. [14, 59, 60]
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<table>
<thead>
<tr>
<th>Transition Dipole</th>
<th>Transition Dipole</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1^* \rightarrow S_0$</td>
<td>0.0324</td>
</tr>
<tr>
<td>$S_3^* \rightarrow S_0$</td>
<td>0.1075</td>
</tr>
<tr>
<td>$S_1 \rightarrow S_0$</td>
<td>0.0015</td>
</tr>
<tr>
<td>$S_3 \rightarrow S_0$</td>
<td>0.0120</td>
</tr>
</tbody>
</table>

Table 3.1: Calculated transition dipole moments in the LMCT GSB region, from a single excited state to the ground state.

The initially excited S3 population and the lower energy S1 population, i.e. a series pathway that comes from internal conversion between the two CT states. On the other hand, the separation of the two time scales could also result from a parallel pathway, in which both S3 and S1 decay back to the ground state with different time constants. DFT calculations that reproduce the LMCT UV-vis spectrum indicate that the relaxed geometry of S3(dyz) has an appreciable transition dipole to the ground state ($S_3(dyz) \rightarrow S_0$). In contrast, the calculated transition dipole moment for $S_1(d_{xy}) \rightarrow S_0$ is significantly smaller, by an order of magnitude (Table 3.1). This would affect how each transition contributes to the GSB and their decay, in either a series or parallel model.

The decay kinetics probed by the ESA spectrum, shown in Fig. 3.8b, can be fit with a tri-exponential function containing one rise component and two decaying components (Eq. 3.2) having time constants of $0.188 \pm 0.024 (\tau_{ISC-IVR})$, $0.602 \pm 0.054 (\tau_0)$, and $6.63 \pm 0.12 (\tau_1)$, respectively, in the region of the maximum of the ESA (2.3 eV, 540-590 nm). The similarity of $\tau_1$ with the intermediate time scale observed in the GSB traces (7 ps) relates the decay of the ESA to the same state involved in the GSB/SE kinetics. Two possibilities exist to explain the nearly identical intermediate lifetimes in the two spectral regions. If a series pathway/internal conversion between the two charge transfer states were involved, then the ESA decay would report uniquely on the decay of S3. Alternatively, in a parallel scheme, the ESA would report on either S3 or S1, and $\tau_1$ would track the relaxation of both S3 and S1 to the ground state. The isosbestic point observed between 1 ps and 36 ps—in the same time frame that the IC would be expected by $\tau_1$ of the ESA—primarily points to internal conversion. It follows that the ESA signal arises from the S3 state, and that the decay of the ESA signature $\tau_1$ describes the rate of internal conversion. In support of this assignment, our initial excitation is at 390 nm, $\sim 0.5$ eV away from the poorly absorbing S1 state. Therefore, S1 is unlikely to be substantially populated following initial excitation such that it could account for the rather large $+20 \Delta mOD$ ESA at early times. Internal conversion, on the other hand, could significantly populate the S1 state. Because the time constant $\tau_0$ $\sim 0.602$ ps occurs exclusively with $\tau_1$ $6.63$ ps in the ESA kinetics, it likely arises from IVR within S3. The rise time of 0.188 ps is determined by the inclusion of a negative amplitude exponential to modulate the amplitude of subsequent decay (Eq. 3.2). Since it is similar to the fast 0.180 ps $\tau_0$ of the LMCT GSB, it is possible that it results from an overlapping $-\Delta mOD$ and therefore could be related to IVR or ISC. Finally, we note that
the large ESA observed also invalidates attributing 6.63 ps $\tau_1$ or 0.6 ps $\tau_1$ to an ISC, since excited state absorptions will primarily be determined by the electronic structure, regardless of whether the initial state is a singlet or triplet with respect to the ground state.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Transition Dipole</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1^* \to S_n$</td>
<td>0.017</td>
</tr>
<tr>
<td>$S_3^* \to S_n$</td>
<td>0.017</td>
</tr>
<tr>
<td>$S_1 \to S_n$</td>
<td>0.009</td>
</tr>
<tr>
<td>$S_3 \to S_n$</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Table 3.2: Transition dipole moments in the ESA d-d region, integrated over all unoccupied states 2.0-2.5 eV higher in energy than the originating excited state.

Given the evidence for internal conversion, the assignment of the excited state absorption to either $S_3$ or $S_1$ is considered. DFT calculations show that the majority of the higher lying excited states to which there could be an absorption are of LMCT character; consequently, the contributions to the ESA from $S_n(d)$ are likely (Table 3.2). A positive assignment of the ESA to higher lying LMCT states comes from the energy of $d^1$ transitions obtained by XAS of the O K-edge (Fig.3.6). The ESA, with a peak at 550 nm (2.3 eV) (Fig. 3.7b) comes very close to the splitting (2.2 eV) of the two lowest pre-edge peaks in the XAS spectrum. These were considered uniquely attributable to d-d transitions with significant oxygen 2p character as discussed above. A 2.2 eV absorption also agrees with $d^1$ absorptions in vanadium (IV) compounds in the literature. [48–52]

While a positive assignment to a ligand field transition can be made based on the agreement of the ESA and the XAS data, there are three other possible transitions that could account for the ESA. These include MLCT, di-cation LMCT, and intraligand transitions. An di-cation LMCT transition is the least likely candidate as removal of a second electron from the ligand to create a dication is highly unfavorable; such a transition is expected to appear significantly blue-shifted from the LMCT. An excited state MLCT transition could come from excitation of the electron in vanadium d LUMO orbitals to a higher lying ligand LUMO orbital. However, in our TD-DFT calculations we do not see any pure MLCT transitions up to 3.0 eV away from the relaxed states. The intraligand hole excitation to lower-lying occupied molecular orbitals is the only real alternative to a higher-lying LMCT state as an assignment of the ESA. Ideally, one would perform spectroelectrochemical measurements of the ligand to determine the UV-VIS spectrum of the ligand cation. Unfortunately, electron or hole transfer by electrochemistry decomposes the ligand. In the measurements done, both oxidative and reductive spectroelectrochemistry of VOLF demonstrate complex decomposition without discernible formation of redox products by optical absorption spectroscopy.

In order to clarify the roles of the ligand hole and $S_n(d)$ to the ESA, singular value decomposition (SVD) transformation of our transient data was carried out and a global analysis subsequently applied as detailed in Appendix A. For our global analysis, the general model (Eq. 3.1) used in our earlier fits was applied to the resultant SVD kinetic eigenvectors.
Through global analysis, time constants associated with the excited state were extracted without regard to particular spectral regions. The best fit for the global analysis was obtained from a tetraexponential function, producing decays of 141 fs, 777 fs, 6.85 ps and 423 ps, in good agreement with the parameters obtained from our prior fits. The corresponding normalized decay-associated spectra (DAS), reflective of the relative spectral contributions for each time constant, are shown in Fig. 3.9.

At early times following excitation, the creation of the initial charge transfer excited state is illustrated by DAS1, consisting of both an LMCT GSB and the ESA (141 fs, Fig. 3.9). Importantly, the 423 ps spectrum, DAS4 is nearly identical to DAS1 in both the LMCT GSB and the ESA. The fact that an ESA persists at longer time scales and is so similar to the initially excited charge transfer state points to the fact that the long-lived state is indeed of charge transfer character. However, the similarity of the ESA at the two time scales might not at first seem consistent with the involvement of two different charge transfer states, $S_3$ and $S_1$. This could be reconciled by an ESA of common origin for the two states agnostic of the excited state electron character, with the most likely candidate being a ligand hole absorption. The similarity in DAS1 and DAS4 likely comes from the fact that, in both, the GSB reports on the unexcited population through the $S_3^*$ transition, while the ESA reports on the total excited state population through the ligand hole transition. Furthermore, the

![Normalized decay associated spectra (DAS) for the associated time constants (141 fs, 777 fs, 6.82 ps, and 423 ps) determined by our global analysis. As with Fig. 3.7a, Raman scattering from the tetrahydrofuran solvent has been removed from the DAS at 2.8 eV.](image-url)
ESA of DAS1 and DAS4 also occurs in DAS2 and DAS3, and is therefore present throughout the ground state recovery, again indicating an ESA of common origin.

On the other hand, a comparison of the decay-associated spectra at intermediate times (DAS2, 777 fs and DAS3, 6.85 ps) with the early/late DAS reveals an additional ESA. The ESA is slightly blue-shifted from the ESA assigned to the ligand hole and has a significantly greater intensity with respect to the GSB. This blue-shifted ESA is peaked at 2.3 eV, the energy of a d-d transition roughly indicated by our XAS oxygen pre-edge (2.2 eV). The presence of this d$_1$ absorption at intermediate times and its disappearance at longer times despite a long-lived CT state can be explained by internal conversion from S$_3$ to S$_1$ over 1-36 ps, where the absorption from S$_3$ far exceeds that of S$_1$. This explanation is corroborated by theory with our calculation of significantly reduced optical coupling to higher-lying d states from S$_1$ (S$_1$(d$_{xy}$)→S$_n$(d)) as compared to S$_3$ (S$_3$(d$_{yz}$)→S$_n$(d)) (Table 3.2). The analysis of the kinetic traces of the ESA above, the similarity in the DAS2 and DAS3 spectra, and the rationale given by the TD-DFT calculations, assigns these two intermediate time constants to the S$_3$(d$_{xy}$) state. Further, the unique ESA of this state, regardless of the exact assignment, means that its disappearance at later times is related to changes in the electronic nature of the excited state rather than relaxations within a similar state, either due to IVR or solvent dynamics. This suggests that the isosbestic point is electronic in nature and supports an internal conversion occurring with a 6.8 ps time constant.

Contributions of the isosbestic point to the transient spectrum, as demonstrated by Han et al. [54], can be written as:

$$\Delta mOD = (-\epsilon_{LMCT}^3 + \epsilon_{d-d}^3)[S_3(d_{yz})(t)] + (-\epsilon_{LMCT}^1 + \epsilon_{d-d}^1)[S_1(d_{xy})(t)]$$

(3.3)

where $\epsilon_{LMCT}^3$, $\epsilon_{LMCT}^1$ are the S$_3$(d$_{yz}$)→S$_0$, S$_1$(d$_{xy}$)→S$_0$ transitions and $\epsilon_{d-d}^3$, $\epsilon_{d-d}^1$ are the S$_3$(d$_{yz}$)→S$_n$(d), S$_1$(d$_{xy}$)→S$_n$(d) transitions. The ligand hole contribution to each state is not included because the normalized DAS suggest that the absorptions, relative to the LMCT GSB, are similar in magnitude and would negate one another in the calculation of the isosbestic point below. Further, the ligand hole contribution at the wavelength of the isosbestic point, 475 nm, if any, is strongly overshadowed by the LMCT GSB and the ESA of S$_n$(d) origin. The analysis of isosbestic points in transient absorption spectra at the many picoseconds time scale is preceded. [61–63]

The isosbestic point requires a population exchange, such that $[S_3(t)] = c_0 - [S_1(t)]$, where $c_0$ represents the excited state population after IVR and ISC in the initial picosecond. For the $\Delta mOD$ to be time independent at 475 nm from 1 ps to 36 ps, the extinction coefficients must be, at 475 nm, related in the following way: $-\epsilon_{LMCT}^3 + \epsilon_{d-d}^3 = -\epsilon_{LMCT}^1 + \epsilon_{d-d}^1$. In order to see if this is viable, we can utilize extinction coefficients for the LMCT back to S$_0$ and for the ESA transitions to S$_n$(d) (summed over 2.0 to 2.5 eV) calculated by TD-DFT for both states. Since the extinction coefficients reported in the tables indicate an average magnitude, these are taken to represent the maximum wavelength extinction coefficient (425 nm) and are subsequently scaled to reflect a Gaussian absorption profile to determine the relative absorptivity at 475 nm. For the LMCT transition, the scaling is 50 % from the UV-vis.
absorption. The ESA transition to $S_n(d)$ is harder to estimate, but DAS2 and DAS3 suggest that 10% as a higher bound is reasonable. With these considerations, the equation roughly holds, where it is imbalanced by $\sim 4\%$ of the transition dipole for the initial $S_3^*$ transition. A final note on these extinction coefficients is that the deconvolved spectra (DAS2 and DAS3) and the TD-DFT calculations suggest that $\epsilon_{LMCT}^3 \sim \epsilon_{d-d}^3$. While extinction coefficients are generally much weaker for d-d than LMCT transitions, these d-d transitions involve two LMCT states, which can significantly enhance optical d-d transitions from what one would normally expect in the ground state. [28, 64, 65]

3.4.3.1 Addendum to Published Work: Cross-Phase Modulation

While the original published work detailed the use of four time constants to describe the relaxation of VOL$^F$, it was determined that the early rising component was extraneous. The unnecessary addition was noted after significant contributions of cross-phase modulation at longer wavelength excitation were found to interfere with global analysis and had to be removed (Fig. A.1c). After removal of cross-phase modulation from the original data with illumination at 390 nm, the 777 fs lifetime component was not extracted from singular value decomposition analysis. Instead, global analysis of the VOL$^F$ eigenkinetic traces under 390 nm excitation yielded time constants of 142 fs, 5.76 ps and 321 ps in THF, in Table 3.3 and Fig. 3.11a.

The prior analysis of the decay-associated spectra that assigns the DAS2/DAS3 absorptive component to a transient d-d transition remains valid under the new time constants. In Fig. 3.10, the decay-associated spectra for 142 fs (DAS1.1) and 321 ps (DAS3.1) are identical and attributed to the ground-state bleach; unusually no ligand hole excited state absorption was observed. The signature that was previously ascribed to the ligand hole ESA appears to have been, in fact, a result of the cross-phase modulation signal at early times. DAS2.1 for the 5.76 ps component shows an additional, larger excited state absorption which is assigned to the transient d-d transition. The assignment of the ESA to the ligand field transition is still valid; a ligand hole absorption is expected to appear constant for the entire duration of the LMCT GSB, which contradicts the observation of a very short ESA lifetime (5.76 ps) relative to the long-lived bleach (321 ps). Additionally, the analysis of the isosbestic point still holds as removal of the cross-phase modulation contribution within the first picosecond does not affect the later kinetics in the tens of picoseconds over which the excited state population exchanges. All subsequent discussion of the results reflect the triexponential model and its associated time constants following removal of cross-phase modulation contributions.

3.4.3.2 Solvent and Excitation Wavelength Dependence

To examine the dielectric nature of the photoexcited charge-separated state, the dependence of VOL$^F$ kinetics to solvent polarity was investigated. We note that in the static ultraviolet-visible spectrum, no significant solvatochromism was observed; sample-to-sample variation in the peak position of the absorption spectrum up to $\sim$10 nm was observed but was found
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Figure 3.10: Normalized decay associated spectra (DAS) for the new time constants (142 fs, 5.76 ps, 321 ps) determined by our global analysis of the data following removal of cross-phase modulation.

to be independent of solvent polarity. Interestingly, there is very little difference between the observed early timescales but a significant decrease in the long lifetime duration by a factor of 1.5 (Table 3.3). Solvent relaxation is expected to occur on the order of hundreds of femtoseconds to tens of picoseconds, which may account for the similarity of the kinetics in the first ten picoseconds. Notably, the isosbestic point is preserved in the transient data, apparently independent of the polarity of the solvent.

In addition to changing the solvent for our VOL$^F$ samples, the excitation wavelength was also varied. For the original experiments, excitation of the $S_4$ transition was carried out at 390 nm rather than the nominal 400 nm to allow the full spectral probe window to be examined with minimal pump light scatter. Subsequent interrogation of the transitions at $S_3$ (425 nm) and $S_1$ (460 nm) were carried out to determine if any variation in the spectra or kinetics could be identified as predicted by theory. Excitation at the transition $S_2$ (437 nm) was not examined due to its proximity to transition $S_3$. Instead, transition $S_1$ at 460 nm was selected. We opted to excite this transition at 480 nm rather than at the nominal wavelength to avoid excitation of transition $S_2$ and even $S_3$. Due to a combination of Franck-Condon broadening and the breadth of our "monochromatic" OPA output, comprising 10 nm at the full-width half-maximum but covering approximately 20-40 nm due to scatter, excitation of these two transitions at the $S_1$ transition wavelength cannot be ruled out. Data were also collected with excitation wavelengths centered at 500, 525, and 550 nm, on the absorption tail.
Figure 3.11: Singular value decomposition of VOL$^F$ transient data excited at (a,b) 390 nm, (c,d) 425 nm, and (e,f) 480 nm in tetrahydrofuran. The 390 nm data for VOL$^F$ in benzene are presented in panels g and h. Panels a, c, e, and g display the first eigenkinetic components, and panels b, d, f, and h the corresponding eigenspectra. Only the first two principal components were analyzed.

of the ligand-to-metal charge transfer transition. Surprisingly, these data displayed identical transient behavior to the data obtained with a 480 nm excitation wavelength; consequently, these spectra and kinetics are not included here.
### Table 3.3: Excitation wavelength dependence time constants extracted from global analyses of first two eigenkinetic traces generated by singular value decomposition.

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>THF $\tau_{\text{ISC-IVR}}$ (ps)</th>
<th>THF $\tau_1$ (ps)</th>
<th>THF $\tau_2$ (ps)</th>
<th>Benzene $\tau_1$ (ps)</th>
<th>Benzene $\tau_2$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>390 nm</td>
<td>0.142</td>
<td>5.758</td>
<td>321.283</td>
<td>0.177</td>
<td>6.560</td>
</tr>
<tr>
<td>425 nm</td>
<td>0.143</td>
<td>5.015</td>
<td>326.778</td>
<td>0.194</td>
<td>7.415</td>
</tr>
<tr>
<td>480 nm</td>
<td>0.120</td>
<td>4.728</td>
<td>326.146</td>
<td>0.137</td>
<td>6.542</td>
</tr>
<tr>
<td></td>
<td>390 nm</td>
<td>6.560</td>
<td>181.263</td>
<td>0.177</td>
<td>6.542</td>
</tr>
<tr>
<td></td>
<td>425 nm</td>
<td>7.415</td>
<td>~195</td>
<td>0.194</td>
<td>7.415</td>
</tr>
<tr>
<td></td>
<td>480 nm</td>
<td>6.542</td>
<td>205.437</td>
<td>0.137</td>
<td>6.542</td>
</tr>
</tbody>
</table>

Surprisingly, there was no stark difference in the transient behavior between excitation at 400, 425 and 480 (500-550) nm, as shown in Table 3.3. The eigenkinetics of the transient data were examined to avoid the confounding variable of relative initial populations and absorptivity at the different pump positions. Fits of the first two eigenkinetics at each wavelength gave nearly identical time constants (Fig. 3.11). With higher excitation wavelength, the intermediate time constants of approximately 5-6 ps showed a slight decrease, whereas the long time constant showed a minor increase with wavelength. The longer lifetime of VOL$^F$ in tetrahydrofuran relative to that in benzene was preserved across the examined pump excitations; though the benzene pump dependence experiments showed more variability in measured lifetimes.

### 3.5 Discussion

#### 3.5.1 Relaxation Pathway of VOL$^F$

The results show that a long-lived excited LMCT state is created by internal conversion between two charge transfer states, differentiated by their vanadium d-character—$S_3(d_{yz})$ and $S_1(d_{xy})$. The exchange of excited state population between these two ligand field states is evidenced by (1) an isosbestic point at intermediate time scales (from 1 ps to 36 ps); (2) the recovery of the LMCT GSB with two time constants (5.76 ps and 321 ps) following initial relaxation or recombination; (3) a distinct 5.76 ps decay observed in the kinetic traces of the ESA and DAS2.1 within the time window of the isosbestic point and, therefore, attributable to internal conversion; (4) a unique decay-associated spectrum at intermediate time scales (5.76 ps, DAS2.1), where the energy of the ESA can be assigned to a transition to $S_n(d)$; and (5) a second decay-associated spectrum at 321 ps (DAS3.1) that supports the interpretation of the isosbestic point as coming from an internal conversion between different excited electronic states, due to the absence of the $S_n(d)$ ESA at longer times. Corroborating this evidence are TD-DFT calculations that suggest a two-state model where...
internal conversion between $S_3(d_{yz})$ and $S_1(d_{xy})$ is likely by orbital symmetry. Furthermore, they suggest a larger transition dipole of $S_3(d_{yz})$ to $S_n(d)$ than for $S_1(d_{xy})$, explaining why a 5.76 ps decay related to internal conversion can be isolated from the ESA. Lastly, the TD-DFT calculations for the different transition dipoles also show that an isosbestic point is viable.

Fig. 3.12 depicts the kinetic pathway that results from this internal conversion. The short time constant (142 fs) is attributed to rapid IVR/ISC from the initially excited state, $S_3^*(3d_{yz})$. Identifying the contributions to this fast decay by intersystem crossing and intravibrational relaxation is set aside for later experiments, as internal conversion is similarly possible from singlet or triplet states. After a combination of IVR and ISC within 0.142 ps, the initial wave packet excited by the pump relaxes to an a thermalized (geometry relaxed) $S_3(d_{yz})$ excited electronic state. Thereafter, the $S_3(d_{yz})$ population can transfer to the energetically nearby CT state provided by $S_1(3d_{xy})$. To this internal conversion, we assign the 5.76 ps ($\tau_1$) time constant. Finally, decay of $S_1(3d_{xy})$ to the ground state occurs with the last CT time scale associated with the DAS spectra, 321 ps ($\tau_2$).

![Figure 3.12: Scheme of relaxation pathways for excited VO$^\text{F}$ with corresponding time constants determined from the DAS of the transient optical spectroscopy and excited and ground states depicted by TD-DFT. The relative energy differences are to scale, the one exception being $S_3^*(3d_{yz})$.](image-url)
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We now explore why internal conversion is an efficient pathway and why population of S1(3d_{xy}) leads to such a long lifetime by TD-DFT and MS-CASPT2 calculations. In Fig. 3.12, the symmetries of the excited states are shown with electron occupation in yellow and hole occupation in blue. The electron occupation of the ground state, S0, is shaded in blue/orange, denoting phase. In both S0 and the initially excited S3^*(3d_{yz}), electron occupation for S0 and hole occupation for S3^*(3d_{yz}) span both ligands, \( \pi^+ \) and \( \pi^- \) orbitals (a). As S3^*(3d_{yz}) moves along the potential energy surface the geometry is altered (b), and the hole is localized on \( \pi^+ \). At this point, S3(3d_{yz}) has the right symmetry to internally convert to S1(3d_{xy}) (c). For S1(3d_{xy}), there is minimal electron weight on the bridging oxygen (i.e. vanadium-coordinating) to the \( \pi^+ \) ligand. To make this more clear, the molecule is shown from above for (c) and (d). The limited spatial overlap leads to weak coupling between S1(3d_{xy}) and the distorted ground state, S0^*, calculated at the geometry of S1(3d_{xy}) and where the blue/orange indicate unoccupied electron density (d). Further, in this configuration, S0^* has unoccupied electron density on \( \pi^+ \) rather than distributed across both \( \pi^+ \) and \( \pi^- \) (d). Together, the minimal electron weight on the bridging oxygen to \( \pi^+ \) and the \( \pi^+ \) occupation of S0^* leads to a very small transition dipole for S1(d_{xy})\( \rightarrow \)S0^* (Table 3.1), or \( \sim 1 \% \) of the initially excited transition to S3^*(d_{yz})). Furthermore, Franck-Condon overlap between low energy vibration modes of S1(3d_{xy}) with the ground state is negligible (\( < 10^{-8} \)). While S0^* does lie higher in energy than S0, the energy difference is small.

Given the significant distortions in the unoccupied density of S0^*, with the weight on the \( \pi^+ \) orbital, one could ask whether or not the lifetime of the excited charge transfer state S3(3d_{yz}) would also be long if the S1(3d_{xy}) state was not available. While the TD-DFT and MS-CASPT2 indicate that the overlap of S1(3d_{xy}) with the distorted ground state leads to a very small transition dipole, it is still significant for S3(3d_{yz}). While the transition dipole between S3(3d_{yz}) with the same distorted ground state is indeed reduced, it is still 10% of the initially excited transition to S3^*(d_{yz}). (S3(3d_{yz}) relaxes to a saddle point, thus we cannot assess Franck-Condon overlap). In conjunction with the absence of photoluminescence and identifiable triplet formation at longer time scales, this indicates that the electronic structure of S1(3d_{xy}) is critical for the long charge transfer lifetime. In comparison to S3(3d_{yz}), the electronic structure is primarily differentiated by the symmetry of electron occupied 3d orbital, since in both states the hole is localized on \( \pi^+ \) (Fig. 3.12).

3.5.2 Verifying the Kinetic Model

From initial measurements with excitation at 390 nm and our theoretical model of accessible excited states, a kinetic model was developed as described above. With careful choice of the monochromatic excitation wavelength, we investigated the possibility of selectively populating the S3(3d_{yz}) (425 nm) and S1(3d_{xy}) (480 nm) states as the initial prepared states and following their identical or variable trajectory as compared to the S3^*(3d_{yz}) generated from 390 nm. Unusually, the observed kinetics did not show any dependence on the pump wavelength. Eigenkinetics and eigenspectra extracted from experiments at the various wavelengths in both solvents revealed nearly identical behavior; slight deviations were observed in...
the early lifetimes. As expected, an isosbestic point was apparent after excitation at 425 nm, tracking the evolution of $S_3(3d_{yz}) \to S_1(3d_{xy})$. Incredibly, despite the low signal and pump scatter, the isosbestic was preserved under 480 nm excitation to $S_1(3d_{xy})$ as well. Given that transfer from the excited state $S_3(3d_{yz})$ to $S_1(3d_{xy})$ should not have been possible with initial population of the lowest excited state $S_1(3d_{xy})$, it seems likely that $S_3(3d_{yz})$ was dominantly excited. Furthermore, excitation at the lowest energy wavelength still yielded a lifetime on the order of hundreds of femtoseconds that, for higher energy excitation, we attributed to thermalization of electrons from the $S^*_3(3d_{yz})$ state. We examine two possible explanations.

The Franck-Condon broadening of each of the LMCT single particle transitions ($S_4$ through $S_1$) is unknown. Given that the calculated oscillator strength of the $S_1(3d_{xy})$ transition is orders of magnitude less than that of $S_3(3d_{yz})$ and $S_4$ (at their respective peaks), it is feasible that even at 480 (500-550) nm, the $S_3(3d_{yz})$ (or $S_2$) transition is preferentially excited. This suggests that the assignment of the fast kinetics at hundreds of femtoseconds to picoseconds is not thermalization but rather reflective of strong coupling and relaxation to the ground state. Alternatively, it may be that our theoretical estimate of the energy difference between $S_4$ and $S_3(3d_{yz})$ is minimal, and even residual $S_4$ is populated at the tail of the LMCT band.

Direct excitation of the LMCT band at or above the wavelength threshold for the $S_1$ transition does not confer the expected changes in our transient spectrum based on our excitation pathway. We are unable to make any positive statement about whether that excitation above the lowest transition is required for the long-lived component or at which point in time the necessary geometric distortion is achieved that provides the long lifetime. The full kinetic model that was developed on the 390 nm excitation alone cannot be confirmed due to an inability to selectively populate the $S_1$ transition and follow its excited state dynamics.

Solvent dependence may be explained by the reorganization of tetrahydrofuran to preserve a certain molecular geometry that results in the poor optical coupling and Franck-Condon overlap. Given the similarity in the early lifetimes, it seems reasonable to infer that intersystem crossing, if it does occur, would take place under both solvent conditions. Intersystem crossing rates in transition metal complexes have been shown to be fairly independent of solvent [66–68], which agrees with the hundreds of femtosecond lifetimes that are typically observed for ISC. Consequently, the discrepancy between the longer lifetimes seems likely a result of a excited state charge stabilization in polar and nonpolar media rather than the formation of a triplet state in one solvent versus another. While there is no positive experimental evidence of VO\textsuperscript{F} in the triplet state, the possibility of intersystem crossing contributing to the long lifetime that was observed under both solvent conditions and all excitation wavelengths cannot be ruled out.

Despite the resolution of our ultrafast system, it remains difficult to attribute early time scales to specific process(es) in transition metal complexes that can occur in under tens of femtoseconds and are convolved with additional signals and transient artifacts. Fluorescence upconversion is an ultrafast technique that is currently employed to distinguish between fluorescence from ground-state bleach contributions with energy dependence of the conversion
efficiency acting as signal gate. These additional upconversion experiments on the oxovanadium complex are proposed to elucidate the origin of the short lifetime in our relaxation pathway.

3.6 Conclusion

Following internal conversion from an initially excited state to a nearby charge transfer state, $S_1(3d_{xy})$, a long-lived (321 ps) LMCT state is observed in a 3d metal-centered compound, VOL$^F$. In conjunction with no observed photoluminescence, theoretical calculations indicate very poor optical and vibrational overlap of the thermalized charge transfer state $S_1$ to the distorted ground state. The long lifetime of the $S_1(3d_{xy})$ is attributed to its relaxation through non-radiative transition with little opportunity to release its energy to vibrations. The results obtained here represent one of the first few studies on the photophysics of a ligand-to-metal charge transfer complex, and one of the longest-lived excited states in a first row transition metal to be observed without a confirmed triplet state. Future work will investigate the universality of this type of long-lived charge transfer in 3d metal-centered compounds by transient absorption and TD-DFT, along with uses for VOL$^F$ and related compounds containing d$^0$ LMCT transitions for driving photochemical reactions.
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Chapter 4

Formation Dynamics of Multiple Hole Species on Niobium-Doped Strontium Titanate

4.1 Abstract

Surface sensitive transient optical reflectance spectroscopy of an n-doped strontium titanate single crystal (001) reveals multiple surface hole midgap states, one of which can be correlated to a water oxidation intermediate previously observed in the far-infrared. In prior studies, two hole species were separately identified at 800 nm and 800 cm\(^{-1}\), corresponding to valence band holes and a titanium-oxyl radical (Ti-O\(^*\)), respectively. The transient reflectance response of SrTiO\(_3\) is examined using sub-band gap probe light (400 nm, 450-700 nm) to map the formation dynamics of coexisting radical species. In the 400 nm kinetics, two distinct surface hole states are revealed, with both displaying in-plane transition dipole moments. The formation rate of the first hole state was found to mirror the early time dynamics for the formation of a Ti-O\(^*\)-induced vibration at 800 cm\(^{-1}\) as well as vibrational relaxation dynamics in bulk and interfacial water. The signature was generally ascribed to an oxyl radical (Ti-O\(^*\)), though contributions from other surface-localized radical species, such as a lateral hole (Ti-O\(^*\)-Ti), were not discounted from consideration. The second surface hole species was found only to appear following a delay time (4 ps) and a much longer formation time (36 ps) than was observed for the first radical species. The delay time was taken to represent necessary surface rearrangement—e.g., solvent reorganization and lattice thermalization—following the localization of the first hole in its final state. Based upon the significant duration of the time between the formation of the first radical and the second hole species and the preceding surface rearrangement, the second species was attributed to a distorted surface-trapped hole with a distinct but undetermined molecular form. With a white light continuum probe, three distinct holes are identified as arising out of the excess photogenerated holes within the depletion region. Singular value decomposition of the broadband data is carried out
to elucidate these hole states’ contributions to the monochromatic and broadband white light kinetics under a number of reaction conditions, specifically voltage. Under negative bias, the dominant hole species observed in the broadband spectrum is attributed to valence band holes; conversely, under positive applied bias, the white light transient response reveals major contributions from the two hole species that were observed in the 400 nm kinetics. The population distribution of these three hole species at the interface depends strongly on voltage conditions \(k_{WLC}(V)\), with direct competition between the two radical states \(k_1, k_2\) for surface sites. Furthermore, the number of available surface-sites appears to be heavily influenced by current density.

4.2 Introduction

The mechanism for water oxidation on solid-state transition metal oxide photocatalysts is a topic of extreme interest for optimizing artificial photosynthetic systems. Unfortunately, a precise description of the mechanistic pathway has long eluded researchers. In addition to the complexity of identifying metal oxidation states and their corresponding coordination environments following photoexcitation, further difficulty arises in determining the molecular intermediates that subsequently form at the solid-liquid interface. The difficulty in doing so derives from the fact that the creation of oxygen gas requires the transfer of four holes. Several research groups have investigated various systems in order to determine the individual reaction steps of the multistep process. \([1–3]\) A clear understanding of the mechanism, however, requires the ability to distinguish the individual hole transfer steps and the resultant intermediates from the preceding and succeeding charge transfers. Notably, previous studies in n-doped titanium dioxide and iron oxide \(\textit{in situ}\) have reported a range of timescales spanning several orders of magnitude for the first hole transfer of the oxidation mechanism. \([2, 4–6]\) The breadth of timescales over which the first hole transfer is observed is likely attributable to the low quantum efficiency of these systems, \([2, 7]\) indicating competitive decay channels to the overall oxygen evolution process. With charge recombination as a competing pathway to the water oxidation mechanism, there may be insufficient concentrations of the appropriate water oxidation intermediate(s) to detect signal or extract signal from that of other synchronous species.

In transient reflectance measurements previously undertaken by our group, specific efforts were made to tailor the wavelengths and geometry of the experimental setup to a niobium-doped (0.1 wt. %) strontium titanate (n-SrTiO\(_3\)) single crystal such that the depletion width (25 nm) would match the excitation and interrogation depths (Figures 4.1a and b, and 4.2a). \([8]\) Under matching conditions, the electric field created by interfacial band bending under \(\textit{in situ}\) conditions reduces carrier recombination by driving electrons into the bulk and allows for complete drift of photogenerated holes to the interface. Therefore, all signals recorded \(\textit{in situ}\) using this geometry can be attributed to holes and their dynamics. In this particular experimental configuration, as shown in Fig. 4.1b, quantum yields up to 70% under 266 nm illumination could be achieved based on photocurrent measurements (Fig. 4.2b), further
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Figure 4.1: (a) Schematic of the interface of n-SrTiO$_3$ and water. Charge equilibration induces band bending over the first 25 nm. Under a UV pulse at or above band gap (3.2 eV), photogenerated electrons are swept into the bulk and holes towards the solid-liquid interface. Ti-$\text{O}^*$ and Ti-$\text{O}^*$-$\text{Ti}$ are two possible hole species created at the surface, though others ($h^+$) may occur. (b) In the transient reflectance geometry, the pump and probe depths are equal to or less than the SrTiO$_3$ depletion width (25 nm). The pump pulse employed here is well above the band gap (266 nm, 4.66 eV) to match the interrogation depth of optical probes at 400 nm and 450-700 nm (white light continuum, WLC). Sub-band gap transitions to the conduction band probed by the 400 nm and WLC are shown in panel (a).

indicating that a large number of holes are produced and reach the surface. The high incident photon-to-current conversion efficiency of strontium titanate makes the system an ideal choice for examining both electronic relaxation pathways and the formation of molecular bonds under ultrafast time-resolved techniques.

As a model perovskite, strontium titanate has a cubic structure of interleaved rock salt crystals SrO and TiO$_2$, shown in Fig. 4.3. As has been observed in studies of titanium dioxide, the exposed crystal face and surface preparation can have a significant effect on the observed kinetics and thermodynamics of water oxidation. [9] Although many facets of strontium titanate, like those of titanium dioxide, have shown catalytic activity, [1, 10] the focus of this study is limited to the SrTiO$_3$ (001) surface. The (001) crystal face of SrTiO$_3$ comprises alternating layers of titanium dioxide and strontium oxide. SrTiO$_3$ can be doped as p-type (e.g. Fe$^{3+}$) and n-type (e.g. Nb$^{5+}$) through substitutional replacement of native titanium (Ti$^{4+}$) atoms, thereby providing large gains in conductivity. [11] Upon the introduction of niobium dopants, the material changes its appearance from a white, translucent crystal to a dark, glossy black crystal. Other defect, or midgap, states such as oxygen vacancies can contribute to the electronic properties of SrTiO$_3$ as well. [12–14]
In this chapter, transient optical absorption measurements were undertaken to investigate the possibility of coexistent radical hole species at the solid-liquid interface of Nb-doped SrTiO$_3$. Due to the importance of distinguishing contributions from multiple hole states to the strontium titanate water oxidation mechanism, the general probes of monochromatic 400 nm and broadband (450-700 nm) white light were used to track sub-band gap ($\lambda > 355$ nm) transitions—some of which are shown in Fig. 4.1a—for which the midgap states of radical species are expected to contribute. Additionally, the use of a broadband spectral probe enables measurement of the time dynamics of many possible hole species simultaneously. Two principal radical species were distinguished based on their unique experimental behavior in the 400 nm kinetics. One hole species was observed to form within the first 1.25 ps following excitation; both oxyl radical (Ti-O*) and lateral (Ti-O*-Ti) holes were considered as candidates for this initial state. The observed time constant was confirmed as reflecting the formation of the titanium-oxyl (Ti-O*) radical species, based upon an identical rise time observed for a subsurface vibration induced by the titanium-oxyl radical in the far-infrared. However, the formation of lateral holes within the timescale of this early 1.25 ps rise signal could not be eliminated; indeed, theoretical calculations strongly suggest possible contributions to the signal arising from a lateral hole. A second hole species with an unidentified molecular form was observed to appear following a 4 ps delay and a substantial rise time (36 ps). The preceding delay was assigned to surface rearrangement—thermalization of the surrounding electrolyte and hydrogen bonding network—that was likely induced by the
Figure 4.3: (a) Crystal structure of n-doped strontium titanate, n-SrTiO$_3$. Strontium titanate is a cubic perovskite with two overlapping rock salt structures. (b) Niobium (Nb$^{5+}$) atoms act as substitutional donors, replacing Ti$^{4+}$ atoms in the lattice (red). Oxygen vacancies (purple) are a common defect state, producing excess charge carriers. Oxyl radicals and lateral holes (blue) are two species implicated in the water oxidation mechanism. [1]

localization of the first surface hole. A supercontinuum probe was also employed to examine the behavior of these radical hole species under various reaction conditions. In the broadband measurements, an additional valence band hole signature was distinguished from the two radical species of the monochromatic traces. It was determined that, while the formation dynamics of these two radical hole species remained unchanged, the overall distribution of holes in the valence band and the two radical states was highly sensitive to voltage. In addition, the number of accessible surface-sites strongly depended on photocurrent.

### 4.3 Experimental Methods

#### 4.3.1 Sample Preparation

Single crystalline samples of (001) niobium-doped n-type strontium titanate (n-SrTiO$_3$) (0.1 wt. % Nb) were purchased from MTI Corp (Richmond, CA). Samples were received as polished on both surfaces; to improve electrical contact, one side was roughened manually with sandpaper. Given that ultraviolet irradiation has previously shown the formation of oxygen vacancies [15] and electrochemical treatment (+0.8 V vs. Ag/AgCl) has been implicated in surface rearrangement [16], all SrTiO$_3$ samples were subjected to ultraviolet irradiation at 266 nm and an applied bias of +0.5 V for 15 minutes to establish a stable (roughened)
surface prior to acquisition of transient reflectance data. To characterize the surface of strontium titanate following transient measurements, both low energy electron diffraction (LEED) patterns and scanning electron microscopy (SEM) images were acquired for pristine and roughened samples. Inductively-coupled plasma atomic emission spectra (ICP-AES) were also collected on the electrolyte solutions before and after catalysis to quantify loss of surface material as a result of photoelectrochemical treatment. The effect of the surface roughening procedure on our ability to distinguish discrete molecular radicals at the interface is discussed below and, ultimately, found to be negligible.

4.3.2 Electrochemistry

A three-electrode setup incorporated into a homemade teflon electrochemical cell and a potentiostat from CH Instruments (CHI 1400B, Austin, TX) were used for all electrochemical measurements and transient absorption experiments. Platinum wire was employed as a counter electrode; a Ag/AgCl electrode in 3 M KCl (MF-2052, Basi, West Lafayette, IN) was used as a reference (0.20 V vs. normal hydrogen electrode). For the working electrode, ohmic contact was obtained by securing a copper wire to the unpolished backside of the n-SrTiO$_3$ sample with silver paste (Electron Microscopy Sciences, Hatfield, PA) or with indium-gallium eutectic; the choice of contact had a negligible effect in our electrochemical measurements. An insulating lacquer (Miccrostop, Tolber Chemical Division, Hope, Arkansas) was applied to all surfaces except the front polished side of the n-SrTiO$_3$ crystal. Prior to conducting transient absorption experiments, each sample was tested for carrier concentration (Mott-Schottky measurements). In addition, before each pump-probe experiment, cyclic voltammograms were taken of each sample in the dark and under illumination by laser pulse to determine photocurrent and ensure good electrical contact within the setup. The open circuit kinetics were collected prior to and following the roughening procedure, described above, at the probe wavelength(s) being examined.

4.3.3 Transient Absorption Measurements

Transient optical absorption measurements were conducted in the same homemade teflon electrochemical cell, with the exception of fluence dependence measurements in air. The cell was designed to hold a transparent window for transient reflectance measurements in situ. An uncoated calcium fluoride flat was chosen as the window to enclose electrolyte solution in the electrochemical cell while allowing transmission of both ultraviolet pump and visible probe pulses.

Both the excitation and probe pulses were derived from a regeneratively amplified Ti: Sapphire laser (Legend Elite HE, Coherent, Santa Clara, CA) with an output of 150 fs pulses centered at 800 nm at a repetition rate of 1 kHz. In order to generate the necessary photon energy to excite strontium titanate above its band gap—3.25 eV (indirect) [12, 17–19], the fundamental beam was directed into a series of type I birefringent $\beta$-barium borate (BBO) crystals (Eksma Optics, FK-800-200-M, Vilnius, Lithuania) for third harmonic generation to
produce 266 nm (4.66 eV) light. Residual 400 nm and 800 nm light were removed by a Pellin-Broca prism and high reflector harmonic separator (CVI Melles Griot, Rochester, NY). A small fraction of the 800 nm pulse was used to generate probe light at 400 nm (3.1 eV) by focusing the fundamental into a BBO cut for second harmonic generation (0.5 mm thick, 29°). The broadband white light continuum probe, extending from 450-700 nm, was created by focusing approximately 3 µJ of 800 nm light into a sapphire plate. Reflected probe light was directed into a fiber optic cable coupled to a Ultrafast Systems visible light detection module (Sarasota, FL). The Ultrafast Systems detection module was triggered with a TTL pulse derived from the signal delay generator of the regenerative amplifier and connected to an optical chopper modulating the pump pulse for recording signal phase (laser-on, laser-off). Within the detection module, the probe light was dispersed by a self-contained grating and imaged onto a 1024-pixel CMOS detection array for an intrinsic 2 nm energy resolution of the continuum probe.

![Figure 4.4: Polarization orientation of probe pulse in the transient reflectance measurements. The p-polarized light contains electric field components along the surface plane and the surface normal. s-polarized light only contains an electric field in the plane of the surface.](image)

The particular geometry of the experimental setup was arranged such that the excitation pulse was incident along the surface normal of the sample and the probe pulse reflected at 45 degrees incidence (Figs. 4.1b and 4.4). Based on a calculation of the depletion width at 0.1 wt. % Nb doping, 300 nm (4.1 eV) and 800 nm (1.55 eV) light pulses were selected as the pump and probe wavelengths in prior experiments to illuminate the entire space charge region of 25 nm. [8] Here, due to a significantly higher energy excitation in the ultraviolet and interrogation wavelengths in the visible (Fig. 4.2a), the expected pump and probe depths are less than the 25 nm depletion region—with the 266 nm pump providing 13 nm excitation depth \(d = \lambda/4\pi\kappa\) and the 400 nm pulse yielding a 12 nm probe depth. With both a 400 nm and broadband visible light probe, sub-band gap transitions are interrogated, either between...
in-gap states or between bulk band states and midgap states. Signals arising from intraband transitions, as were examined with 800 nm probe light, may also be present with these probe wavelengths as well.

Pump fluences of 0.05-0.06 mJ/cm\(^2\) were utilized for excitation for all experimental conditions unless explicitly varied for fluence dependence measurements in air or at open circuit in 0.1 M sodium hydroxide solution. Polarization of both the pump and monochromatic probe were modulated through the use of a 266 nm and 800 nm \(\lambda/2\) waveplates, respectively. Due to the inherent difficulty in generation of white light with controlled polarization, [20] no polarization studies were conducted for the supercontinuum probe.

Global analysis of white light continuum data was carried out following singular value decomposition (SVD), the methodologies of which are detailed in Appendix A. Briefly, singular value decomposition enables the extraction of the principal components (eigenvectors) that contribute to total transient kinetics and spectra; these components are often directly related to electronic species or states in the overall system. [21] In contrast to considering the non-decomposed broadband spectra as a whole, by analyzing each component independently through SVD, the behavior and reactivity of one electronic species can be distinguished from that of another state under different conditions. The relative weight of each component’s contribution to the total transient response is indicated by its corresponding singular value.

4.4 Results

4.4.1 Photoelectrochemical Roughening

In Fig. 4.5a and b, SEM images of the pristine and roughened surfaces of strontium titanate are shown. The pristine SrTiO\(_3\) sample shows a smooth, polished surface (\(R_a < 5\) Å) and no significant features on the 100 nm scale. In contrast, the roughened surface displays striations on the order of 20-100 nm, indicating that some rearrangement of the surface takes place under photoelectrochemical conditions. Comparison of the low-energy electron diffraction patterns for a pristine sample and a roughened sample, also in Fig. 4.5c and d, led to a similar conclusion. The diffraction pattern for the as-received n-type strontium titanate sample showed a (1 x 1) surface symmetry at beam electron energies of 100 eV, and 70 eV at significantly lower intensity. The roughened sample, interestingly, also displayed a (1 x 1) symmetry, though it only showed this pattern at a beam energy of 97.5 eV, with a drop-off in intensity as the energy was modulated around this center value. The absence of a distinct diffraction pattern at lower electron energies indicated rearrangement to a surface with limited long-range periodicity; the development of an amorphous surface during roughening is also a possibility. ICP-AES analysis revealed negligible leaching of strontium or titanium atoms in the electrolyte. Of the total charge applied to the sample, only 0.054% (0.018% Sr, 0.036% Ti) contributed directly to the dissolution of SrTiO\(_3\). Together, the SEM images, LEED patterns, and ICP-AES measurements indicate that minimal material was lost during the roughening procedure and, further, that the depth of the roughened layer
extends no more than a few nanometers into the sample surface at most.

Over the course of transient reflectance measurements, a decrease in reflectivity was observed—primarily at the higher wavelengths 600-700 nm—as evidenced by decreasing photon counts reaching the detector. The reduced reflectivity was likely correlated with the physical roughening of the sample surface. The 400 nm and broadband white light probes were expected to report on discrete molecular surface states that lay energetically within the band-gap, with observed transients mapping the formation and/or resultant charge transfer dynamics of midgap states. Interestingly, despite the loss of periodicity and the apparent striation in the sample surface (Fig. 4.5), neither the 400 nm kinetics nor the broadband white light data showed any changes, producing identical behavior before, during and after the treatment. Previous studies have confirmed that optical signatures of discrete molecular

![Figure 4.5: SEM images of (a) pristine and (b) photoelectrochemically roughened n-doped strontium titanate at 12000x magnification. LEED diffraction patterns of corresponding (c) pristine and (d) roughened n-SrTiO₃, at electron beam energies 100 eV. Bright spots of the diffraction pattern are circled for easier identification.](image-url)
structures may be observed in the absence of long-range periodic order. [22, 23] The preservation of the kinetics after roughening was taken as evidence that the presence of discrete molecular midgap states, their formation and charge transfer dynamics—evidenced by subband gap optical transitions—and their interactions with the local electrolyte environment were unaffected by the photoelectrochemical treatment.

4.4.2 Transient Data with 400 nm Probe

Using a monochromatic 400 nm probe pulse, two distinct hole species were isolated and identified by their unique formation dynamics. The transient behavior of the two states was analyzed under several experimental conditions, including probe polarization, hole scavengers, and pump fluence, which revealed the localized, interfacial nature of the hole species. Based on their formation rates, the dynamics of the two holes were ultimately attributed to those of a titanium-oxyl radical (Ti-O\(^*\)) and an additional surface-bound, possibly distorted hole species with an unknown molecular form.

Initially, the ultrafast dynamics of n-SrTiO\(_3\) were collected at 400 nm under an applied bias of 0 V. The 400 nm kinetic trace at 0 V, shown in Fig. 4.6a, comprised a strong negative absorption signal. Before delving into the data, it is important to note that, although the data are collected in reflectance mode ∆R/R (%), the transient signals here are referred to as changes in optical density ∆A/A (OD), which is more commonly used for transient transmission measurements. Absorbance changes themselves are defined as ∆A = -\log(I_{on}/I_{off}). Consequently, positive reflectance signals, where the amount of probe light reaching the detector increases, are represented as negative changes in absorbance—arising from ground-state bleach or stimulated emission contributions. Similarly, negative reflectance responses, or decreases in light intensity at the detector, are interpreted as increases in optical density due to excited state absorptions. As described above, negative absorbance signals are considered indicative of either a ground-state bleach or stimulated emission transition. Given several studies on the photoluminescent behavior of strontium titanate—specifically transitions occurring between the conduction band and in-gap defect states—the negative signal was interpreted as arising from stimulated emission contributions. [24–27]

A significant probe polarization dependence was observed at 400 nm, as depicted in Fig. 4.6a, indicating that the observed hole species were in fact surface states and that the dynamics at 400 nm uniquely describe the competition between these two surface states to dictate the surface composition. Upon changing the polarization of the probe pulse from \(p\)-polarization to \(s\)-polarization, a two-fold increase in bleach signal was observed, though the kinetics were unchanged. The nature of our reflectance measurement adds a small layer of complexity in analyzing the polarization data. Because the probe pulses are angled at 45 degrees with respect to the surface normal, the \(p\)-polarization light pulse will probe electronic transitions with transition dipole moments both in- and out-of-plane with the sample (Fig. 4.4) at a ratio of 50:50. In contrast, \(s\)-polarization will selectively (i.e., 100%) probe optical transition dipoles parallel to the plane of the crystal face. From the doubled 400 nm signal, it was concluded that the monochromatic hole signature(s)
exclusively contained in-plane transition dipole moments. Because strontium titanate is a cubic perovskite and, therefore, very symmetric, hole species within the three-dimensional bulk would be expected to show equal contributions from both out-of-plane (perpendicular to the surface) and in-plane optical dipoles. However, as no out-of-plane component was observed in the polarization measurements at 400 nm, the two hole species were attributed to surface states with in-plane optical dipoles. Theoretical calculations additionally confirm that in-plane (s-polarized) transition dipoles can be described by transitions of surface-bound radical holes to conduction band edge electron states (Fig. 4.7). This confirms both our assignment of the observed signal to stimulated emission and two common radical hole species as possible contributors to the signal. Subsequent scavenger dependence measurements also

Figure 4.6: Dependence of the SrTiO$_3$ 400 nm kinetics to (a) probe polarization and (b) the presence of scavengers and hydroxide ions. (c) The fit of the kinetic trace is composed of a stretched exponential and a delayed normal exponential function. (d) The early rise time of the 400 nm kinetics matches that observed in the far-infrared for the Ti-O$^*$ radical. The 400 nm delay extends from $\sim$ 3 ps to 7 ps, as shown by the parallel shaded region.
confirmed the interfacial—not sub- or near-surface—nature of the 400 nm hole signatures.

Figure 4.7: Comparison of transitions for hole states coupled to electron states in the conduction band for a lateral surface hole (top) and a titanium-oxyl radical hole (bottom). From left to the right: plots of oscillator strength versus the energy of the final conduction band state (the band edge is 0 eV)—s-polarization indicates in-plane transition dipole moments, whereas p-polarization tracks out-of-plane transition dipoles; molecular orbital depiction of initial hole states; and the corresponding lowest energy conduction band state, also marked by a red arrow in the transition plots.

Under open circuit conditions, the kinetics at 400 nm reveal a long-lived bleach signal in 0.1 M NaOH solution; the dynamics are roughly identical to those measured under an applied bias (0 V). When the basic environment is replaced by pure water at pH = 7, a drastic decrease in the amplitude of the bleach is observed, as seen in Fig. 4.6b, along with the growth of a positive absorption signal. In the presence of both methanol and thiocyanate
hole scavengers [28], the negative signal disappears completely, leaving only an absorptive feature. There is a significant dependence on the concentration of hydroxide ions as evidenced by the kinetics in pure water at pH 7 versus those in 0.1 M NaOH (pH 13). Valence band holes would not be expected to show such sensitivity to electrolyte conditions. Therefore, the strong dependence of the 400 nm kinetics on the presence of hole scavengers, as well as the absence of hydroxide ions at the solid-liquid interface, further supports the assignment of the 400 nm signal to surface-bound species.

Figure 4.8: (a) Early time kinetics of n-SrTiO₃ compared with kinetics of gallium nitride (GaN) and the instrumental response function (IRF) (b) a comparison of the early time kinetics of n-SrTiO₃ at low and high fluence.

To model the formation of and identify these hole species, the 400 nm kinetic trace was fit with a single exponential function convolved with the instrument response function (∼200 fs) for the first radical and a delayed single exponential function for the second (Fig. 4.6c). The fits yielded a rise time of 1.25 ± 0.06 ps for the first species, and a 4 ps delay time followed by a 36 ± 10 ps formation time for the second radical species. The early dynamics of the 400 nm probe were recorded in very fine detail, provided by small delay increments (Δt = 100 fs), to ensure that the 400 nm rise time was accurately measured. The measurement of this 1.25 ps rise time was not limited by the instrument response function of our set-up—the convolution of the pump and probe pulses—as evidenced by additional measurements on a sample of gallium nitride (GaN) under the same experimental conditions. With the same 100 fs delay increments, a faster rise time (0.63 ps) was observed in kinetic fits for GaN (Fig. 4.8a), significantly shorter than the rise time of 400 nm measurements of n-SrTiO₃ at 0 V. Thus, the recorded formation time of the first hole species (1.25 ps) was deemed accurate and not an artifact of the measurement. An additional oscillation with a frequency of ∼0.1 THz was observed, overlaid on the second rise component (Fig. 4.6c).

The first rise of 1.25 ps charts the formation of the first surface-bound hole species following excitation. The 400 nm kinetic trace, which was previously shown to reflect in-
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Figure 4.9: (a) Fluence dependence of the 400 nm signal magnitude at open circuit, compared with the fluence dependence of far-infrared Ti-O* signal under fluence and measured photocurrent. (b) The 400 nm kinetic traces, at 0.05 mJ/cm$^2$ increments, show the growth of an absorptive feature with increasing fluence.

plane optical dipole transitions and to depend significantly on electrolyte conditions, was expected to involve potentially both a lateral hole and oxyl radical state as well as other molecularly ill-defined, surface-trapped hole species. The two main candidates considered for the assignment of the early rise were the lateral and oxyl radical states based on previous reports of their coexistence at longer timescales in TiO$_2$. [1] Density functional theory calculations of photohole configurations at the surface have also revealed that the oxyl radical and lateral hole are thermodynamically low in energy and, therefore, preferred hole states. While the contribution of the lateral hole to the first rise time could not be confirmed, theory suggested its contribution to the signature due to its strongly $s$-polarized transition dipole moment. The contribution of the oxyl radical formation to the 1.25 ps time constant was supported by earlier transient measurements on SrTiO$_3$ and literature values for the relaxation of surface hydroxyl O-H stretches.

Notably, the rise time (1.25 ps) of the first hole species matched the observed rise time of the Ti-O*-induced subsurface vibration from far-infrared experiments (Fig. 4.6d), [29] strongly evidencing contributions to the initial rise of the 400 nm signal from the formation dynamics of the Ti-O* species. The decrease in the 800 cm$^{-1}$ kinetics over 3 ps, illustrated in Fig. 4.6d, in a time window where the 400 nm signal remains flat (delay time), can be explained by the coupling of the infrared subsurface vibration to external solvent and electron dynamics. The coupling of the vibration to its external environment results in a Fano lineshape that evolves during initial relaxation of the solvent. The Fano lineshape is asymmetric and, for the oxyl-induced vibration, shifts the center energy and amplitude of
the vibration such that the kinetics at this particular wavenumber (800 cm\(^{-1}\)) appear to decrease.

In the literature, there have also been reports of solvent reorganization and hydrogen bonding network relaxation following the excitation of surface-bound hydroxyl groups \[30\] as well as bulk water \[31\]. In ultrafast transient infrared measurements of water, the introduction of energy into water through vibrational excitation results in both vibrational and orientational relaxation of O-H bonds. The relaxation processes display time constants of 1.45 ps and 1.53 ps, respectively, followed by 0.8 ps over which O-H bonds break due to the energy introduced; in isotopically mixed water (H\(_2\)O/D\(_2\)O) these time constants were observed to have a spread of 1-1.8 ps. \[31\] A similar time constant is observed for surface-bound hydroxyl species. \[30\] Orientational relaxation is less important to a constrained O-H bond and H\(_2\)O at an interface than in bulk water. However, the rapid injection of vibrational energy into the O-H bond by a laser pulse is rather analogous to the ultrafast localization of a hole on a Ti-OH moiety at the SrTiO\(_3\) interface; therefore, the vibrational relaxation following far-infrared photoexcitation is likely to be very relevant. The localization of a hole onto the oxygen atom of a dangling Ti-OH bond and the subsequent release of its energy as it thermalizes will similarly introduce vibrational energy into the Ti-O and O-H bond as they adjust to accommodate the hole carrier.

Indeed, the observed rise time at 400 nm shows the 1.25 ps time constant that would signify vibrational relaxation of an O-H bond. Furthermore, the subsequent thermalization of the solvent and interfacial hydrogen bonding network to the generated hydroxyl species is expected to occur over the course of several picoseconds (4 ps) following vibrational relaxation of the excited water molecule, \[31\] which matches the observed delay in our 400 nm kinetic trace. The oxyl radical is similarly expected to induce relaxation of the surrounding electrolyte environment relative to the localized hole. However, we cannot discount contributions from other hole species (such as a lateral hole) to the 1.25 ps rise time at 400 nm. The localization of a positive carrier on the oxygen of a lateral hole (Ti-O*-Ti) could similarly induce perturbations of the surrounding water environment as the oxyl radical is presumed to do; there is no evidence to support or negate the contribution of lateral hole formation to this 1.25 ps rise time. Generally, the observed 1.25 ps time constant may indicate localization of holes on surface oxygen sites—either Ti-O* or Ti-O*-Ti. For the time being and in the absence of evidence to suggest that other contributions are present, the agreement with infrared transient data and reported time constants of 1.25 ps and 4 ps for the relaxation of water and surface-bound hydroxyl species supports the tentative assignment of the first rise and delay time to the formation of surface radical hole species of a possible oxyl (Ti-O*-Ti) or lateral (Ti-O*-Ti) form.

Unfortunately, no prior transient measurements or literature could assist in the assignment of the relatively long rise component (36 ps) of the second species. The interfacial nature of the second hole was previously indicated by polarization and scavenger dependence measurements. The additional distorted nature of the surface hole was suggested by an associated oscillation overlaid on the second rise component (Fig. 4.6c), the frequency of which (0.1 THz) was within the range expected for acoustic phonons in SrTiO\(_3\). \[32–34\] The
second hole was tentatively attributed to surface-bound, distorted hole without a specified molecular form.

Figure 4.9 shows the behavior of the signal at 400 nm with increasing fluence under open circuit conditions. The number of photogenerated holes at the surface is expected to increase linearly with pump fluence. Here, surface excitation coverage is defined as the number of holes per in-plane oxygen atoms at the surface of a perfectly uniform TiO\textsubscript{2}-terminated crystal. At open circuit, the lowest fluence (0.06 mJ/cm\textsuperscript{2}) corresponds to 8% excitation whereas the highest fluence examined (0.42 mJ/cm\textsuperscript{2}) equates to 52% surface excitation, indicating excess photogenerated carriers. The kinetics under voltage (0 V) are preserved under the lowest fluence at open circuit (Fig. 4.6a and b). With increasing fluence, the 400 nm kinetics produce an additional absorptive component at early times, preceding the 1.25 ps rise of the oxyl radical (Fig. 4.9b). The absolute magnitude of the negative signal increases until an average 20% surface excitation is achieved, after which the signal magnitude saturates and remains constant despite increasing numbers of incident photons and photogenerated holes (Fig. 4.9). The saturation of the 400 nm signal at open circuit implies a limited number of surface sites accessible to the photogenerated holes.

In summary, two distinct surface radicals could be distinguished from the 400 nm kinetics alone. The observed dependence on probe polarization and scavengers indicated that hole species having in-plane optical transition dipoles and existing at the interface contributed to the monochromatic signal. The assignment of the strong negative absorption signal to stimulated emission involving midgap states—based on SrTiO\textsubscript{3} photoluminescence literature—was supported by theoretical calculations of in-plane optical transition dipoles between conduction band electron states and midgap, surface-localized holes. Two well-separated time constants were also extracted from fits to the 400 nm kinetics, indicating that two hole species were formed within our time window. Furthermore, the 400 nm kinetic trace showed a fixed delay time between rise components that has previously been attributed to solvent and lattice rearrangement. In particular, the first hole species was found to display a formation rate (1.25 ps) that matched the dynamics of an oxyl radical-induced response in the far-infrared. This time constant also agreed with previous reports of relaxation dynamics in bulk water and interfacial hydroxyl species, bolstering our assessment of the signal as a surface-bound oxygen-localized hole state. The similarity between the observed rise time and that of water thermalization in the literature supported a tentative assignment to the formation of a Ti-O* radical, though contributions from Ti-O*-Ti and similar radicals could not be excluded. The second species was attributed to a distorted surface-bound hole of unknown molecular structure. Lastly, fluence dependence measurements at open circuit demonstrated saturation, indicating a limited number of surface sites available to both interfacial hole species.

4.4.3 Scavenger and Fluence Dependence of White Light Data

In addition to measurements at 400 nm, the n-SrTiO\textsubscript{3} solid-liquid interface was also probed with a white light continuum in the presence of scavengers and under variable pump fluence
Figure 4.10: The eigenkinetics (a, c) and eigenspectrum (b, d) of the first component of the white light singular value decomposition in the presence of hole scavengers (a,b) and under increasing pump fluence (c,d). The weight, or contribution, of the first component to the raw broadband spectrum is given by its singular value. Under increasing fluence, the singular value also increases.
at open circuit. Ultimately, a third hole signature was extracted from singular value decomposition analysis and assigned to excited state absorptions involving valence band holes within the depletion region.

Under open circuit conditions and a fluence of 0.06 mJ/cm², the dominant component of the white light spectrum—whose eigenkinetics and eigenspectrum were extracted by the SVD analysis—revealed a positive absorption signal. The eigenspectrum displayed a broadband excited state absorption, with a peak of 650 nm (1.9 eV); the eigenkinetics were observed to decay with a time constant of $143.97 \pm 7.42$ ps—greater than the observed rise times in the 400 nm kinetics by almost an order of magnitude. Based upon our band banding model and the expected removal of electrons to the bulk, the signal was interpreted as an excited state hole absorption. Interestingly, the eigenkinetics and eigenspectrum of the dominant SVD component proved to be insensitive to hole scavengers—both methanol and thiocyanate (Fig. 4.10a,b)—unlike the two radical surface holes in the 400 nm traces. The lack of dependence on the electrolyte conditions was taken as evidence of the holes in question being physically separated from the interface.

Furthermore, the first SVD component under open circuit conditions did not display the same signal saturation with increasing fluence as the 400 nm probe (Fig. 4.10e). Instead, the dominant component’s contribution to the raw spectrum—i.e., the singular value—continued to grow linearly with pump fluence while its eigenkinetic and eigenspectral profiles remained relatively unchanged in having both a positive kinetic and spectral profile (Fig. 4.10c,d). We note that the decay constant for the hole signature did increase significantly under high fluence (681.9 ± 25.7 ps) and the spectral weight of the eigenspectrum shifted towards lower wavelengths. However, both the constancy of the positive absorption signal and the linear growth of the broadband signal can be interpreted as evidence that the dominant component of the white light signal is not surface site-limited and, moreover, that a large density of states was available to this particular hole species.

From the dominant SVD component of the white light probe, an additional third hole species—apart from the two hole states that were identified in the 400 nm kinetics—was clearly observed under open circuit conditions. Due to the red-shifted (650 nm peaked) broadband eigenspectrum of the first component and a previous assignment of energetically similar species at 800 nm to free holes [8], these additional carriers at open circuit were assigned to excess holes in the valence band. This assignment was supported by several other observations. Firstly, the broadband signature differed from the emissive negative monochromatic signal in its absorptive nature and the long time constant describing its decay. The assignment of this transition to excited state hole absorptions was founded upon the general picture of the SrTiO₃ solid-liquid interface (Fig. 4.1a), in which negative charge carriers are removed from the 12 nm probe region. The long decay is expected for valence band holes in the depletion region, for which recombination with electrons is substantially reduced. Secondly, the insensitivity of the absorption signal to hole scavengers imply a non-surface-bound hole species. Finally, its lack of saturation with fluence demonstrated both that the hole species was not surface-site limited and had an enormous density of states available. While polarization dependence measurements were not conducted with the white
light probe and could not be used to provide additional information regarding nature of the broadband signature, the white light hole species was definitively not a surface-bound species.

### 4.4.4 Voltage Dependence of 400 nm and White Light Data

![Figure 4.11](image)

Figure 4.11: (a) Signal amplitude at 400 nm separated into contributions from both the first and second rise components; the contributions increase linearly with applied voltage. (b) Comparison of 400 nm kinetic traces under different bias; the kinetics remain the same.

The 400 nm kinetics, which were initially examined under an applied bias of 0 V, were recorded as a function of voltage, as shown in Fig. 4.11. A negative absorption signal—previously attributed to a stimulated emission transition—was observed at all voltages. Interestingly, the stimulated emission signal was found to increase linearly with the application of voltage (Fig. 4.11a). However, the kinetic profile and the measured time constants at 400 nm remained fairly constant irrespective of the bias.

To understand voltage response of the 400 nm signal, the transient response of the broadband white light probe was also examined as function of applied potential. The transient behavior of the dominant first SVD component—both eigenkinetics and eigenspectra—is shown in Fig. 4.12a,b. At -0.8 V, a positive absorption signal identical to the signal at open circuit was observed; this signal was previously attributed to valence band holes. As the applied bias was adjusted to more positive potentials, two changes were observed. Notably, the eigenkinetics changed from an entirely positive absorption signal under OC and -0.8 V into a predominantly negative absorption under positive bias. Furthermore, as positive volt-
Figure 4.12: The eigenkinetics (a) and eigenspectrum (b) of the first component of the white light singular value decomposition as a function of applied voltage. (c) The raw white light transient spectra at 1 ns with voltage. (d) A plot of the integrated amplitude of the negative absorption signal (shaded in panel c) as a function of voltage. The white light integrated amplitude is compared with the 400 nm signal magnitude.

When an electric field was applied, the eigenkinetics transformed into an identical match of the kinetics taken at 400 nm (Fig. 4.12a). In addition, between -0.8 V and +0.4 V, the eigenspectrum was seen to change its profile, shifting its spectral weight towards lower wavelengths and peaking at 475 nm (2.6 eV) for an overall shift of 0.7 eV (Fig. 4.12b). In the raw transient white light spectrum, the signal at 1 nanosecond delay was also found to change drastically with voltage, with an increase in overall signal amplitude. Taking the integrated area of the negative absorption signal in the raw spectra (Fig. 4.12c, shaded), the increase in the signal magnitude was determined to be linear with voltage (Fig. 4.12d). The linear trend reveals a
similar voltage dependence as exhibited by the 400 nm signal. Before moving on to the significance of the 400 nm and white light voltage dependence, we briefly discuss the necessity of singular value decomposition analysis to elucidating the observed behavior. SVD eigenkinetics and eigenspectra are extracted not simply from one wavelength but the entire spectrum, thereby evaluating global transient responses. Furthermore, as the raw transient spectrum contains contributions from several SVD components—each with its own eigenkinetics and eigenspectrum—decomposition of the raw broadband response enables us to distinguish the effects of certain experimental conditions on each component. For example, as shown in Fig. 4.12c, the 1 ns spectrum at -0.8 V arises from a secondary, less significant SVD component. This component is not the dominant component that is highlighted in panels a and b and that was the subject of earlier discussion for white light scavenger and fluence measurements. However, as increasingly positive voltage is applied, the changes in the raw spectra—both spectral shift and increase in signal magnitude—are a result of dynamic behavior in the eigenspectrum of the dominant component (Fig. 4.12b) not in that of the secondary SVD component. As shown in Fig. 4.13, the eigenspectrum of the secondary component does not change substantially with applied voltage. We have omitted discussion of the secondary component in relation to fluence and scavenger dependence as it was shown to contribute less than the dominant component to the raw transients—i.e., the secondary component had a lower singular value by a factor of ten.

Figure 4.13: The evolution of the eigenspectra of the secondary SVD component as a function of applied bias. The observed spectrum does not appear to change substantially between -0.8 V and +0.4 V.

Taken together, the potential-dependent behavior of the first SVD component supports a model in which excess photogenerated holes are redistributed from the valence band into the two distinct surface-bound radical hole states (400 nm) under increasing voltage. This redistribution is illustrated by four main observations: (1) the transformation of the eigenkinetics
into the 400 nm kinetic trace; (2) the change of the eigenspectrum to a negative absorption, peaked at lower wavelengths; (3) the absence of change in the secondary component eigenspectrum; and (4) the linear dependences of the 400 nm and white light signal amplitudes on voltage.

Under increasingly positive voltages, the primary SVD eigenkinetics assumes the profile of the 400 nm kinetics (Fig. 4.12a). The kinetic transformation shows that the two surface radical species replace the valence band holes as the dominant species observed in the white light. At -0.6 V, an eigenkinetic trace that appears to be a hybrid of the open circuit/-0.8 V eigenkinetics (valence band holes) and the monochromatic profile (surface radicals) is observed. This indicates that at some voltages, the valence band holes and the two surface-bound radicals contribute somewhat equally to the white light response. While the kinetic transformation is occurring, a related shift in the primary SVD component’s eigenspectrum is observed (Fig. 4.12b). The eigenspectrum evolves from an excited state absorption signal to a negative absorption signal, which in consideration of the eigenkinetic changes is most probably due to a broadband stimulated emission. The change from a valence band excited state hole absorption to a stimulated emission signal is further supported by the shift of the peak energy for the eigenspectra—moving from a 650 nm (1.9 eV) peak to a 475 nm (2.6 eV) peak. These wavelengths are approximately close to the corresponding monochromatic transitions measured for excited state (intraband) absorption by valence band holes (800 nm) [8] and the stimulated emission signal from the conduction band to midgap radical states (400 nm), described earlier.

In contrast to the changes in the primary SVD component eigenvectors, the eigenspectrum of the secondary SVD component remains fairly fixed across the voltages applied. It would not be unreasonable to expect the valence band holes to displace this unknown species (shown in Fig. 4.13) as the second most important component if the population of valence band holes was independent of the two surface radicals’ populations. In such a case, the first SVD component would reflect the growing contribution from the two surface radicals, the second component the valence band holes, and the third component the lesser, unchanged eigenspectrum of Fig. 4.13; however, this displacement does not occur. Therefore, in the broadband data, the valence band hole contribution is not independent from that of the surface hole radicals. Lastly, both the signal amplitudes of the raw broadband transient spectrum and the 400 nm kinetic trace show a similar linearity in their dependence on voltage, implying that both signals track the growth of the same species.

A schematic illustrating the redistribution of holes from the valence band into the surface radical states is presented in Fig. 4.14, where the voltage-dependent eigenkinetics of the dominant SVD component (Fig. 4.12a) is given by $k_{WLC}(V)$. The rate constants $k_0$, $k_1$, $k_2$ represent the decay of the valence band holes ($\tau = 143.97$ ps, under open circuit and negative applied bias, -0.8 V), the formation of the oxyl radical or lateral hole ($\tau = 1.25$ ps), and the formation of the second distorted radical species ($\tau = 36$ ps). The population of photogenerated holes that we observed in the first SVD component (Fig. 4.12a,b) is apportioned between the surface radical species and the valence band holes by a fractional weight $x$ that depends on voltage. As a purely speculative example, the fractional value
$x$ may reflect a voltage-dependent activation energy barrier for hole transfer to a discrete surface state from the valence band, as has been considered previously. [8] In such a case, the application of positive bias might induce an increase in the reaction free energy $\Delta G$, such that the rate of (hole) charge transfer would increase, as described by Marcus theory. Therefore, as voltage changes, so will the value of $x$. At a given voltage, the dominant SVD component’s eigenkinetics and eigenspectra will reflect contributions from either the valence band holes (-0.8 V), the two distinct surface radicals (+0.4 V), or both (under -0.6 V). Within the disproportionation of holes between the valence band and surface radicals, the two radical species—Ti-O* and the second distorted, surface-trapped hole—are expected to compete for surface sites.

While changes in the eigenkinetics arise from the increasing contributions of the two radical species within our spectral window—as shown in our schematic, there is likely an additional contribution from a voltage-dependent decay for the valence band holes, $k_0'(V)$, that we have not illustrated. As described earlier, the valence band hole contribution is not

\[ k_{WLC}(V) = (1-x)k_0 + x(k_1 + k_2) \]

Figure 4.14: Schematic of the voltage-dependent hole redistribution in SrTiO$_3$. Under applied bias, the photogenerated holes are distributed amongst the two surface radical states and depletion region valence band states, as illustrated in the white light SVD kinetics, $k_{WLC}(V)$. The allocation of holes is dictated by a voltage-dependent fractional weight, $x(V)$. The formation time constants of the surface hole species ($k_1$, $k_2$) remain fixed, as shown by voltage dependence measurements; the decay of valence band holes ($k_0$), however, is likely voltage-dependent. Changes in the white light kinetics reflects the different weight of the formation and decay rates to the broadband response.
independent of the surface radicals. Consequently, under an applied voltage the decay of the valence band holes should reflect two time constants—one for the original decay pathway (recombination) as well as another for the transfer of holes to the surface states. In order to deconvolve the contributions of the voltage-dependent disproportionation factor $x$ from the voltage-dependent hole transfer rate, $k_0'(V)$ in the white light data $k_{WLC}(V)$, further transient experiments with a probe window (such as 800 nm or broadband near-infrared) that will not contain spectral contributions from the surface radical states will be necessary.

### 4.4.5 Current Dependence of 400 nm Transient Data

Figure 4.15: (a) Under 0 V, the 400 nm kinetics do not change as a function of pump fluence. The inset shows that the overall 400 nm signal amplitude at 0 V, however, does grow with increasing excitation. (b) In comparison with the fluence dependence measurements at open circuit, the 400 nm signal with an applied bias increases linearly with fluence and tracks the photocurrent.

In addition to voltage-dependence measurements at fixed fluence (0.06 mJ/cm$^2$), fluence dependence measurements at 400 nm were also conducted under an applied bias of 0.0 V (Fig. 4.15a). Interestingly, no change in the 400 nm kinetics was observed under these conditions. At higher pump fluences, however, the signal amplitude was found to increase linearly. Furthermore, unlike the fluence measurements under open circuit, no saturation of the emission amplitude was observed (Fig. 4.15b), implying that the density of available states under voltage was significantly larger than at open circuit. The linear growth of the signal with applied bias also appeared to scale with the increase in photocurrent under increasing pump power.

While the fluence dependence measurements at open circuit established the surface site-limited nature of radical formation, the number of surface sites appeared to increase sub-
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Substantially under an applied bias. Furthermore, the 400 nm signal matched the linear growth of photocurrent under increasing pump power, which suggested a correlation between charge density/flux and surface sites. It is unknown why the increased concentration of charges at the interface enables more surface radicals to exist but, in all likelihood, the increase in surface sites makes the voltage-dependent redistribution of the valence band hole population into a limited number of surface states a feasible process.

4.5 Discussion

The monochromatic and broadband visible light results presented here justify the existence of multiple distinct hole states—two of which are surface-bound—based on their individual responses under a number of experimental conditions. Within the ultrafast window under consideration, the dynamics of the 400 nm probe focus exclusively on site-limited hole species and provide spectroscopic handles with which the evolution of these holes and their reactivity at the surface can be tracked out to later timescales. The broadband white light transient response is also highly sensitive to surface carrier distributions, revealing a transfer of valence band holes to the 400 nm surface states in the presence of an applied bias.

4.5.1 Coexistence of Three Hole Species

Fits to the 400 nm kinetic trace—with a stretched exponential for the first rise—reveal two formation times of 1.25 ps and 36 ps, separated by a 4 ps delay time. Due to the long time constant extracted for second rise and the separation of the two rise components by a substantial delay, two distinct hole species were assigned to the optical signature at 400 nm. In the monochromatic trace at 0 V, polarization dependence measurements revealed that these two hole states contained exclusively in-plane transition dipole moments and, consequently, had to be ascribed to surface-bound radicals. The interfacial nature of the two hole species was supported by the sensitivity of the 400 nm signal to changing electrolyte conditions, including the presence of methanol and thiocyanate scavengers as well as a decrease in the concentration of hydroxide ions at the interface. Additional confirmation for assignment of the two surface-bound radical species was evidenced by signal saturation at open circuit with increasing pump fluence, thereby implying a limited number of accessible surface sites.

The similarity of the early rise time in the 400 nm trace (1.25 ps) to the formation time observed for the titanium-oxyl radical in the far-infrared supported the assignment of the first rise to the formation of the Ti-O* radical; theoretical calculations also supported the possibility of contributions from lateral holes Ti-O*-Ti to this early signature. Both the 1.25 ps rise time and the 4 ps delay have also been previously implicated in the relaxation dynamics of surface hydroxyl species and hydrogen bond networks in water, respectively, and may be indicative of general hole localization at the interface. The second hole species was tentatively attributed to a distorted, surface-bound hole of an unknown molecular form. This assignment was made on the basis of an associated oscillation in the second rise, whose
frequency matched literature values for acoustic phonons, and the fact that a substantial delay and rise time, which can result from lattice or solvent rearrangement, were observed. Unfortunately, there was no comparable signature in the far-infrared to make a confident assignment of the second surface hole species (with a 4 ps delay and 36 ps rise) to the distorted lateral hole. Further investigation to determine the precise molecular form of the second hole—through a time-resolved, structurally-sensitive technique—will likely be necessary to confirm the current assignment. An alternative assignment to the second intermediate in the 400 nm kinetics would be an interfacial bridging species ([Ti-O* + HO-Ti] or [Ti-O* + (H/Ti)-O-Ti]) with dipole components parallel to the surface plane, which have been proposed previously. [1] The formation time of these states would also be expected to display a delay time following diffusion of hole states to the same physical location along the surface as limited by polaronic transport [32] and/or (solvent-mediated) proton-coupled charge transfer [35].

A third hole species was identified through the use of a broadband white light probe, which displayed distinctly different behavior to that seen at 400 nm. For example, the primary SVD signature in the white light was predominantly absorptive, in contrast to the negative signal of the monochromatic kinetics. Additionally, the first SVD component showed neither a change in eigenkinetics or eigenspectrum with scavengers nor a signal saturation with increasing photogenerated holes. In consideration of both its apparent surface insensitivity and its eigenspectrum, which was peaked at 650 nm, the principal SVD component was ascribed to excess valence band holes within the space charge region of SrTiO$_3$.

4.5.2 Carrier Distribution and Site Competition at the Interface

Voltage-dependent measurements using both the monochromatic 400 nm and broadband white light probes revealed a redistribution of holes between the valence band and the two radical hole states at the interface. With increasingly positive applied bias, the 400 nm signal increased in magnitude. It is worthwhile to note that, in the voltage dependence measurements, the incident pump fluence was held constant across all voltages. Therefore, the number of photogenerated holes was constant. Consequently, the increase in 400 nm signal with voltage could only have arisen from additional holes moving into these surface states from another pre-existing source. Indeed, from the voltage-dependent 400 nm and white light data, a redistribution of charge carriers across the three hole states was observed—in particular the allocation of excess valence band holes into the two midgap radical hole states. This was evidenced by the increasing signal magnitude at 400 nm, the linear increase in the integrated amplitude of the broadband signal (with an identical slope to the 400 nm increase), and the transformation of the first SVD component’s eigenkinetics into the 400 nm kinetic trace all under increasingly positive bias. The eigenspectrum was observed to blue-shift as well, by approximately 0.7 eV, indicating a change in the dominant hole species being probed. The observed redistribution of charges to surface sites was in agreement with previous results at 800 nm, which displayed the rapid, voltage-dependent decay of valence band holes to (an) unknown species [8], and the generalized scheme of electron transfer in Marcus
theory, for which the free energy $\Delta G$ of the hole transfer reaction is probably increased with applied bias.

Under open circuit conditions, the 400 nm probe signal was observed to saturate above 20% surface excitation, suggesting that a limited number of surface sites existed for both radical hole species. Unusually, under an applied bias of 0 V, the 400 nm signal did not appear to saturate with fluence, suggesting that the density of accessible surface states increases. The growth in the 400 nm emissive signal tracked linearly with the photocurrent as well, implying a correlation between the addition of surface sites and (the flow of) charge at the surface. Voltage-dependence measurements at fixed fluence also revealed a linear growth of these surface radicals. At present, mechanism for creating additional surface sites and accommodating high concentrations of radical species is unclear. However, the number of accessible surface sites appears to be linear with respect to both current and voltage.

Given their coexistence on the picosecond timescale—and unless the second hole species is a subsequent intermediate of the oxyl radical—it is likely that the two radical hole species will compete for these sites. Interestingly, for both the voltage-dependent measurements at a fluence of 0.06 mJ/cm$^2$ and the fluence dependence measurements at 0 V, the monochromatic kinetic profile remained the same. Consequently, the population ratio of the two radical hole species to one another must have also remained constant under the application of voltage. Given that the a fixed number of surface sites exists for the 0 V condition, the constant ratio suggests that the number of surface holes generated—even at the highest fluences—is still less than the number of surface sites open. Furthermore, the fixed ratio also indicates that the competition between the two surface radicals isolated in the 400 nm trace is not particularly dominant at low pump fluences. A precise molecular description of the second radical species would be extremely informative in clarifying the nature of its competition with the titanium-oxyl radical for surface sites.

4.5.3 Future Work: Identifying the (Multiple?) Active Species

The number of active surface sites is widely considered to be one of the critical parameters for water oxidation performance. [36–41] However, it is not clear how many surface sites are occupied by a radical species and further which of these two surface states, if not both, is the most relevant to oxygen evolution. Now that signatures for several radical hole species have been identified, additional experiments are necessary to evaluate the population distribution of each hole species as well as their involvement in the oxidation mechanism. Further investigation is also required to clarify the molecular form of the second distorted radical species observed in the 400 nm kinetics and its relationship—competitive or otherwise—with respect to the oxyl radical.

At present, there is insufficient information to estimate the absolute, or even the relative, distribution of holes between the three states under different voltages. The initial density of states for the valence band holes at open circuit is expected to be larger than that of both surface hole states under open circuit; yet it is apparent that the density of surface states changes under voltage. Furthermore, it is difficult to generate estimates of relative
populations based on the optical signatures alone. The strength of the transition dipole moments will vary for each hole species and will affect the observed signal magnitudes; therefore, the signal amplitudes are not directly reflective of excited state hole populations. While theoretical calculations of transition dipole moments have been conducted, as shown earlier, and may help to resolve this ambiguity, the undetermined molecular form of the second radical hole species precludes this level of quantitation.

Even after the issue of relative populations is settled, the question of each state’s catalytic activity must be addressed. It is possible that one of these surface radical species may only contribute to the photocurrent and not correlate to the actual evolution of oxygen gas—a quantity that is not measured under our current set-up. In such a case, it would not be unreasonable, however unlikely, for the lesser populated hole species to drive the majority of water oxidation. Alternatively, the two states may also drive different oxidation pathways simultaneously. If two water oxidation mechanisms are, in fact, simultaneously operative for a certain voltage, it becomes more difficult to distinguish a relationship between external quantum efficiency and the active species. With distinctive signatures for both hole species in the visible, however, it should be possible to track the evolution of both states out to longer times under traditional nanosecond transient absorption measurements in the visible and discriminate their respective reactivities.

4.6 Conclusion

Transient optical reflectance experiments on niobium-doped strontium titanate single crystals (001) were conducted under several conditions including variable fluence, voltage, polarization and hole-scavenging molecules. The optical probes of monochromatic 400 nm and a broadband white light spectrum (450-700 nm) were explicitly chosen to investigate the existence of midgap radical hole species at the solid-liquid interface. In addition to valence band holes, the electronic transitions of two surface-bound hole states were identified. From the observed results, the surface hole species were assigned to an titanium-oxyl radical (with possible contributions from a lateral hole) and an unidentified, distorted hole state, both of which might serve as oxygen evolution intermediates. Under an applied voltage, the distribution of holes was found to shift substantially away from valence band hole states towards increasing populations of surface radical species, though the ratio of the two surface hole species remained constant under all examined voltages. As previously mentioned, the difficulty in examining the water oxidation mechanism in heterogeneous systems is largely due to the synchronous species that exist at the solid-liquid interface. Although it is not clear how many of each (surface) hole species exists under a certain set of conditions and which of these species may contribute to the water oxidation mechanism of SrTiO$_3$, the identification of unique kinetic and spectral signatures for these states within a broadband optical window enables future measurements that track their evolution and reactivity out to longer timescales for catalytic bond formation.
References


REFERENCES


(20) Johnson, P. J.; Prokhorenko, V. I.; Miller, R. D. Stable UV to IR Supercontinuum Generation in Calcium Fluoride with Conserved Circular Polarization States. *Optics Express* **2009**, *17*, 21488–21496.


Chapter 5

Ambient Pressure X-Ray Photoelectron Spectroscopy of Water Adsorption on Strontium Titanate (001)

5.1 Abstract

The (001) surface of SrTiO$_3$ was characterized through ambient pressure x-ray photoelectron spectroscopy (APXPS) with water. Isobaric ambient pressure x-ray photoelectron spectra of three niobium-doped strontium titanate single crystals—as-received, TiO$_2$-terminated, roughened—and one undoped strontium titanate single crystal were collected to investigate the roles of surface termination and defects, dopants, and photoelectrochemical roughening in wetting behavior. In the near future, a detailed, quantitative analysis will be carried out such that measurements across the different samples can be compared and the effects of each variable can be distinguished. The methodology for APXPS data processing (removal of adventitious carbon contaminants, peak fitting procedures), the subsequent analysis that will be applied, and the information that can be extracted from the analysis are described. Potential changes in the wetting behavior of the four samples that could be revealed by the analysis are discussed.

5.2 Introduction

Due to the interfacial nature of its many applications, much effort has been focused on identifying the surface structure of SrTiO$_3$ [1–4] and establishing the relationship of its structure to the desired chemical and electrical properties. Indeed, strontium titanate shows a great variety of surface reconstructions under different treatments, complicating studies of structure-activity relationships. [5, 6] As examples of interesting sample treatments, both
photoillumination and applied voltage have been demonstrated to change the surface of SrTiO$_3$. Zhang et al. were able to introduce oxygen vacancies through ultraviolet excitation, as shown by x-ray photoelectron measurements. [7] Similarly, a recent x-ray absorption study by Plaza et al. revealed that the surface of a TiO$_2$-terminated strontium titanate sample was converted to anatase titanium dioxide over the course of electrochemical operation. [8] Such alterations in electronic structure and surface morphology may produce drastic changes in the behavior of a material at an interface. The surface sensitivity of photoelectron measurements combined with the atomic specificity of x-rays provide an ideal means to probe the electronic structure of reactive surface species in polyatomic solid state systems such as strontium titanate. For this reason, SrTiO$_3$ has been studied extensively with x-ray photoelectron spectroscopy (XPS) over the last two decades, showing the effects of various sample preparation methods on the surface and the correlations to its surface chemistry. [3, 9–11]

![Schematic of the SrTiO$_3$ (001) face showing both (a,b) hydroxylation (dissociative adsorption), and (c) molecular adsorption of water. Both (a) surface strontium oxide and (b) oxygen vacancies are believed to be hydroxyl adsorption sites; (c) molecular water coordinates to a surface titanium atom.](image)

The wetting behavior of the strontium titanate (001) face is of particular interest due the material’s potential as a water oxidation photocatalyst. Water adsorption has recently been investigated in a number of useful metal oxide systems, including titanium dioxide [12], iron oxide [13], magnesium oxide [14], and lanthanum cobalt oxide [15], by synchrotron-based ambient pressure x-ray photoelectron spectroscopy (APXPS). The gradual transition from
laboratory-scale x-ray experiments to synchrotron-based measurements [16, 17] has resulted in higher x-ray photon fluxes for detection and, consequently, higher vapor pressures up to several torr, through which the sample can be probed. [18] Examination of the wetting properties of oxide surfaces under ambient conditions provides a deeper understanding of the catalyst as it may behave at a solid-liquid interface. Although water oxidation occurs in a condensed phase system, ambient pressure x-ray experiments can be informative in describing the types of interactions that the catalyst surface has with water, determining the energetics of those interactions, and providing insight into the surface reactivity as it might influence catalytic efficiency. In addition, when several different treatments are applied to a material, as has been done here, APXPS measurements may reveal unusual changes in the propensity of a surface to bind water associatively (hydration) and dissociatively (hydroxylation).

Ambient pressure x-ray photoelectron spectroscopic experiments are undertaken in this chapter for two purposes: (1) to establish a generalized water adsorption scheme for the (001) surface of strontium titanate and (2) to differentiate contributions from dopants, SrO and TiO$_2$ terminations, and surface roughening to the binding mechanism. The scheme of water adsorption on SrTiO$_3$ (001) is expected to follow that of its close relative, titanium dioxide, and will be compared to a previous ambient pressure study on the (110) surface of TiO$_2$. [12] In our investigation of surface terminations, strontium oxide moieties are expected to contribute significantly to the preferential binding of hydroxyl groups versus water in mixed SrO:TiO$_2$ surfaces on SrTiO$_3$. Similarly, the additional surface charge introduced by n-type doping (0.1 wt. % Nb) may produce different adsorption energetics between the undoped and doped samples as a result of charge equilibration with the adsorbed electrolyte and solvent molecules. Roughened SrTiO$_3$ is anticipated to show any number of changes in its wetting behavior, including alterations in the hydroxylation:hydration ratio, the number of total adsorption sites, the types of adsorption sites, and the associated energetics of each site. In the near future, the ambient pressure x-ray photoelectron data that are shown here will undergo processing (removal of contamination contributions, peak fitting) and a quantitative analysis—all of which will be detailed below—to provide information on surface coverage, preferential dissociative (versus associative) binding, onset temperatures and corresponding relative humidities. Experimental results will also be combined with molecular dynamics simulations to compare the different lineshapes of the three unroughened SrTiO$_3$ samples—due to the difficulty in modeling the irregular surface of the roughened sample—in ambient pressure conditions with the lineshapes from APXPS measurements of TiO$_2$ (110).

5.3 Experimental Methods

5.3.1 Sample Preparation

Undoped and niobium-doped (0.1 wt. %) strontium titanate (SrTiO$_3$ and n-SrTiO$_3$) single crystals were purchased from MTI Corp. (Richmond, CA). Crystals with an exposed (001) facet were selected to simplify analysis of the surface behavior—limiting the surface to large
domains of TiO$_2$ or SrO termination—in addition to complementing previous work from \textit{in situ} transient optical reflectance measurements on the same face. Samples labeled as "as-received" were utilized for measurements without any prior surface preparation or modification, unless otherwise noted. The as-received samples are expected to present mixed TiO$_2$ and SrO terminations at a 7:3 ratio, as determined in previous studies. [19] The TiO$_2$-terminated undoped and n-type SrTiO$_3$ samples were generated by subjecting the corresponding as-received samples to a known preparation involving a buffered hydrofluoric acid etch and subsequent annealing procedure (900 degrees Celsius) under oxygen atmosphere. [20–24] The acidic medium solubilizes strontium oxide more readily than titanium oxide species on the surface, leaving surfaces of TiO$_2$ exposed; annealing in an oxygen environment allows the surface to reequilibrate to an atomically flat crystal face. [24] To produce "roughened" samples for ambient pressure XPS measurements, as-received crystals were placed under an applied bias of +0.5 V vs. Ag/AgCl in 0.1 M NaOH solution and illuminated with 266 nm light for approximately 15 min. The roughened samples employed for static XPS measurements were taken from the set of samples used previously in transient optical reflectance measurements.

5.3.2 Monochromatic Static X-Ray Photoelectron Spectroscopy and Valence Band Measurements

Static x-ray photoelectron and valence band edge measurements on as-received and roughened n-SrTiO$_3$ were carried out by Dr. Ian Sharp at the Joint Center for Artificial Photosynthesis at Lawrence Berkeley National Laboratory. X-ray photoelectron measurements were conducted with a monochromatized Al K$_\alpha$ source ($h\nu = 1486.6$ eV), operated at 225 W, on a Kratos Axis Ultra DLD system at a takeoff angle of 0 degrees relative to the surface normal, and a pass energy of 160 eV and 20 eV for wide scan spectra and valence band scans, respectively. Due to charging, data for undoped strontium titanate samples could not be obtained. The XPS spectra were calibrated by the observed work function for a piece of gold foil.

5.3.3 Ambient Pressure X-Ray Photoelectron Spectroscopy

Ambient pressure XPS Experiments were carried out at beamline 11.0.2 of the Advanced Light Source at Lawrence Berkeley National Laboratory. Two separate chambers were utilized—one for surface preparation (i.e., cleaning) and an adjacent chamber for ambient pressure x-ray photoelectron measurements. Both chambers were maintained at pressures on the order of $10^{-8}$ to $10^{-10}$ torr, with the exception of the high pressure chamber during ambient pressure experiments.

For ambient pressure measurements, all samples were first heated in the preparation chamber under an ultrahigh vacuum environment at 600-700 degrees Celsius in order to remove adventitious carbon contaminants on the sample surfaces. [25] Previous studies on SrTiO$_3$ have shown no substantial surface rearrangement or damage upon heating to 650
degrees Celsius in a vacuum environment. Annealing in oxygen atmospheres [2, 27] and argon sputtering [9, 10, 28–30] are two alternative methods commonly utilized to facilitate the removal of carbon contaminants. However, these conditions were actively avoided during surface preparation to prevent reconstruction or depletion of surface defect states in the TiO\(_2\)-terminated and roughened samples.

Samples were initially monitored for x-ray damage over successive scans. In as-received n-SrTiO\(_3\), x-ray damage manifested in the form of dehydroxylation at high temperatures under 0.1 torr of water. In the undoped SrTiO\(_3\) sample, no dehydroxylation was observed; however, charging effects resulted in a constant kinetic energy offset across all edges that increased as the temperature was reduced. The spectra shown here were collected each at a different position on the sample surface to minimize the effects of dehydroxylation. As a result of spot-to-spot variation in carbon contamination, the oxygen edge spectra contain varying amounts of carbonate contaminants; carbon 1s spectra were periodically collected to enable quantification of carbon contaminants in the oxygen spectra. Prior to APXPS experiments, millipore H\(_2\)O was degassed with three freeze-pump-thaw cycles; we note that this procedure does not remove carbonate ions within the water. Four samples were analyzed under APXPS conditions including undoped TiO\(_2\)-terminated SrTiO\(_3\), n-doped TiO\(_2\)-terminated SrTiO\(_3\), as-received n-doped SrTiO\(_3\), and roughened n-doped SrTiO\(_3\). A minimum of three isobar measurements were collected for each sample at 0.03 and 0.1 Torr, and either 0.008 or 0.5 Torr. The undoped SrTiO\(_3\) sample was not analyzed under the lowest pressure conditions due to overwhelming charging effects at increasingly low temperatures. For the preliminary analysis conducted here, only the spectra collected at 0.1 torr were considered. Future work to determine the thermodynamics of hydroxylation and liquid water adsorption on strontium titanate will take all three isobaric data sets for each sample into account. These will be compared on an a scale of relative humidity—RH = \(\frac{p}{p_v(T)} \times 100\%\), where \(p\) is the experimental pressure and \(p_v\) is the equilibrium vapor pressure at the experimental temperature \(T\).

Spectra at the O 1s, Ti 2p, Sr 3d, C 1s/Sr 3p, and Nb 3d edges were collected with a constant photon energy of 735 eV. The spectra, which have not yet been treated with a quantitative analysis, will be subjected to a multiplet fitting procedure in Igor Pro 6.3, scripted for the fitting of x-ray photoelectron spectra (XPSTools, Dr. Martin Schmid, ETH Zurich). All x-ray photoelectron spectra shown are calibrated using the principal titanium 2p photoelectron peak (binding energy, BE = 459 eV) as an internal standard, adjusted to match the literature values of the reported binding energy in SrTiO\(_3\). [30] All fits will employ Voigt functions—with an initial Gaussian:Lorentzian ratio of 70:30—and a Shirley background to model the experimental data.
Figure 5.2: Static x-ray photoelectron spectra shown for three samples of n-SrTiO$_3$: one as-received (red) and two roughened (yellow, black). Spectra shown include the (a) oxygen 1s, (b) titanium 2p, (c) strontium 3d, (d) strontium 3p$_{1/2}$ (280.3 eV) and carbon 1s (284.2 eV), and (e) niobium 3d edges. In the oxygen edge, the photoelectron contribution from bulk lattice oxygen atoms is shown; additional contributions due to hydroxyl species (or carbon contaminants) and liquid, molecular water are highlighted by arrows. At the carbon edge, contamination peaks from adventitious carbon—aliphatic (C-C), alcoholic (C-O), acidic (COOH), and carbonate (CO$_3^{2-}$)—are also identified. (f) The valence band shows drastic changes in the density of deeper states, shifts at the VB edge and the growth of midgap states (inset).
5.4 Results

5.4.1 Static X-Ray Photoelectron Spectroscopy and Valence Band Measurements

Vacuum x-ray photoemission measurements were conducted on n-doped SrTiO$_3$ to provide a foundation for later ambient pressure XPS measurements as well as to examine the effect of surface rearrangement—occurring under our experimental conditions in transient reflectance measurements (photoillumination, applied bias)—on the electronic structure of strontium titanate as well as its wetting behavior. The x-ray photoelectron spectra of the as-received (mixed TiO$_2$:SrO) sample are considered first. In the oxygen 1s edge (Fig. 5.2a, two peaks are observed at 530.5 eV and 532.95 eV. The 530.5 eV peak corresponds to electrons ejected by bulk lattice oxygen atoms, in agreement with previous XPS studies on SrTiO$_3$ and transition metal oxides in general. [31, 32] The second peak at higher binding energy is ascribed to adsorbed molecular water, H$_2$O $($ℓ$)$. [12, 15, 33] A small component attributable to hydroxyl species, carbonate, or both at the surface may be present but are convolved with the overlapping contributions from bulk and water-derived oxygen. The titanium edge of SrTiO$_3$ (Fig. 5.2b) displays two prominent peaks at 459.38 eV and 465.2 eV, each corresponding to the expected transitions of photoelectrons from the respective titanium 2p$^{3/2}$ and 2p$_{1/2}$ orbitals. [34] Similarly, in Fig. 5.2c, the strontium 3d edge reveals two photoelectron transitions at 133.85 eV and 135.62 eV. In Fig. 5.2d, both the strontium 3p$_{1/2}$ and the carbon 1s edges are shown; the recorded spectral window excludes the second 3p$_{3/2}$ transition, which will be seen in the ambient pressure measurements. The carbon edge shows two peaks centered at 286.77 eV and 289.77 eV; the peak at 286.77 eV is, in fact, a convolution of two peaks. These contributions to the carbon edge have been previously identified as adventitious carbon contaminants on the sample surface, arising from aliphatic carbon (C-C), alcoholic and carboxylic acid carbon (C-O, COOH), and carbonate carbon (CO$_3^{2-}$)—highlighted by arrows in Fig. 5.2d. The niobium 3d edge shows a very low photoelectron signal, with two peaks that agree with literature reports for their binding energies. The observation of a small signal is expected given the low concentration of niobium dopants (0.1 wt. %) in the sample. The concentration of niobium in the doped samples (0.1 wt. %) is such that only two titanium atoms out of a thousand unit cells are expected to be substituted by niobium.

<table>
<thead>
<tr>
<th>sample</th>
<th>O 1s</th>
<th>Ti 2p$_{3/2}$</th>
<th>Sr 3d$_{5/2}$</th>
<th>Sr 3p$_{1/2}$</th>
<th>Nb 3d$_{5/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>as-received</td>
<td>530.50</td>
<td>459.38</td>
<td>133.85</td>
<td>280.00</td>
<td>199.53</td>
</tr>
<tr>
<td>roughened (1)</td>
<td>530.48</td>
<td>459.125</td>
<td>133.53</td>
<td>279.65</td>
<td>201.00</td>
</tr>
<tr>
<td>roughened (2)</td>
<td>530.23</td>
<td>458.93</td>
<td>133.40</td>
<td>279.73</td>
<td>200.93</td>
</tr>
</tbody>
</table>

Table 5.1: Static XPS binding energies for the as-received and roughened n-doped SrTiO$_3$ samples. All values are in electron-volts.
Lastly, in Fig. 5.2f, the valence band spectrum displays two large, convolved peaks centered at roughly 199.53 eV and 201.25 eV; an additional peak can be seen at the edge of the spectral window around 12 eV. The valence band edge is determined to be 3.0 eV, which agrees with literature values for the optical band gap (3.25 eV, indirect) with $\Delta E = 0.25$ eV. [35–38]

From static x-ray photoelectron spectroscopy measurements, very distinct shifts of the roughened sample to the as-received sample were observed (Fig. 5.2). Although the precise shift in binding energy was not constant across all recorded edges, a general trend of a shift to lower binding energies with surface roughening was observed (Fig. 5.2 and Table 5.1). The niobium 3d edge and valence band measurements were notable exceptions to this trend, for which the spectra shifted approximately 1 eV to higher binding energies in both cases. The shifts observed in all other spectra were $\Delta BE \leq -0.3$ eV. An increase in the quantity of carbonaceous contaminants following roughening procedure was evidenced by the growth of higher energy shoulders in the oxygen and carbon 1s edges relative to the intensity of the lattice oxygen 1s and strontium 3p peaks, respectively. The increase in carbon at the surface may not have been directly due to roughening—as the photoelectrochemical treatment is conducted in 0.1 M NaOH, in which there is expected to be very little dissolved CO$_3^{2-}$. However, the apparent increase in contamination may have indicated an increase in the predilection of the roughened sample surface to adsorb carbon contaminants during transfer from treatment conditions to the UHV chamber. Both the titanium 2p and strontium 3d spectra show no significant changes in the spectral profile other than reduced signal magnitude and the aforementioned binding energy shift. Under the same x-ray excitation depth, however, significantly higher signal magnitudes at the niobium edge are observed in the roughened samples relative to the as-received samples despite nominally identical doping concentrations. Prior studies have shown niobium atom migration to the surface and grain boundaries under high heat and oxygen, [30, 39] but not specifically through photoelectrochemical preparations. The application of positive bias under illumination also appears to have shifted the band edge ($\Delta E = 0.3$ and 0.5 eV for the two samples). Furthermore, the photoelectrochemical treatment induced new defect states near the valence band edge (Fig. 5.2f, inset), extending the band edge approximately 2 eV into the gap but with a small density of associated states. There were no apparent defect Ti$^{3+}$ states that could be identified from the titanium 2p spectrum, corresponding to midgap states generated by the roughening process, likely as a result of the large excitation depth of the x-ray beam ($h\nu = 1486.6$ eV) and the small density of midgap states produced.

Although the vacuum XPS measurements indicate that some amount of hydration and hydroxylation occurs on both surfaces, these static x-ray photoelectron spectra illustrate the need to conduct ambient pressure x-ray photoelectron measurements with careful control of the water environment to separate the respective contributions of liquid water and hydroxyl groups to the spectrum. Furthermore, the vacuum environment must also be controlled to mitigate contamination that could reduce the number of available adsorption sites or contribute spurious carbon-derived peaks to the XPS data. Comparison of the oxygen edges for the as-received and roughened samples does reveal a change in the ratio of H$_2$O ($\ell$),
OH, and CO$_3^{2-}$ contaminants that exist on the surface of roughened SrTiO$_3$. However, the exact quantities of each adsorbed species and the mechanism of their adsorption cannot be determined from these measurements alone. Each oxygen spectrum presents only a single snapshot of the sample surface, without any indication of where the precise OH and H$_2$O binding energies may sit (other than from the literature) and without providing a sense of how the surface arrived at this wetted state. Therefore, ambient pressure measurements are the logical next experiments to carry out to address these concerns and provide insight into the wetting mechanism of the SrTiO$_3$ surface.

5.4.2 Ambient Pressure (Static) X-Ray Photoelectron Spectroscopy

5.4.2.1 Titanium 2p and Strontium 3d Spectra

In the ambient pressure measurements of all four samples (Figure 5.3), two peaks corresponding to the titanium 2p L$_3$ and L$_2$ edges were observed. No lower binding energy shoulders relative to the main 2p$_{3/2}$ and 2p$_{1/2}$ peaks were identified in the ambient pressure experiments. These shoulders often reflect the presence of reduced titanium atoms—Ti$^{3+}$ or Ti$^{2+}$—created by niobium dopants Nb$^{5+}$ and oxygen vacancies. Due to the low concentration of dopants (0.1 wt. %) in the samples investigated, low-energy shoulders were not expected to appear in the titanium edge solely as a result of Nb$^{5+}$ atoms, as has been observed for higher dopant levels (e.g., 1.5 at. %). [40] The absence of lower binding energy shoulders also implied the absence of oxygen vacancies in the as-received and roughened n-SrTiO$_3$ samples; oxygen vacancies were not expected in the TiO$_2$-terminated samples following the oxygen-rich anneal step in the surface preparation. In both rutile titanium dioxide and strontium titanate at the (110) planes, bridging oxygen vacancies, whose concentration can be determined by corresponding concentrations of surface Ti$^{3+}$ atoms, have been proposed to act as hydroxylation sites. [12, 41] In ambient pressure x-ray photoelectron measurements on TiO$_2$ (110)—shown in Fig. 5.4a, oxygen vacancies were observed in the titanium 2p edge under ultrahigh vacuum and found to disappear as water vapor was introduced to the reaction chamber. The spectra taken on the four SrTiO$_3$ samples do not display this behavior. Therefore, there are minimal concentrations of oxygen vacancies on the mixed SrO;TiO$_2$ and roughened strontium titanate surfaces. However, we cannot completely eliminate contributions of oxygen vacancies to the titanium edge without a quantitative peak fitting. In the near future, the absence of oxygen vacancies in our SrTiO$_3$ samples will be confirmed with a detailed peak fitting.

Qualitatively, the strontium 3d spectrum does not appear to change with the variables of surface termination and dopants. These strontium 3d spectra are excluded from our current consideration but will be examined in greater detail following the proposed quantitative analysis. Previous studies have indicated the preferential binding of hydroxyl species to surface strontium atoms, evidenced by the appearance of a peak at an intermediate binding energy to both 3d$_{5/2}$ and 3d$_{3/2}$ peaks. [42, 43] Given previous reports of 30% SrO surface
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Figure 5.3: Isobaric measurements of the titanium L\textsubscript{3,2}-edge for (a) undoped TiO\textsubscript{2}-terminated SrTiO\textsubscript{3}, (b) Nb-doped TiO\textsubscript{2}-terminated SrTiO\textsubscript{3}, (c) as-received Nb-doped SrTiO\textsubscript{3}, and (d) roughened Nb-doped SrTiO\textsubscript{3}, shown under 0.1 torr water. The color progression is such that the highest temperatures (up to 550 degrees Celsius) are shown in red and lowest temperatures (down to 5 degrees Celsius) are in blue.

termination on untreated surfaces, [19] a change in the Sr 3d spectrum of the TiO\textsubscript{2}-terminated (n-doped) sample relative to that of the as-received sample is expected. The growth of an intermediate peak corresponding to the Sr-OH species may be more obvious following quantitative analysis in which both integrated areas and lineshapes of the spectra can be considered across the different samples.
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5.4.2.2 Oxygen 1s Spectra

Based upon our spectra from the static XPS measurements, general measurements of transition metal oxides [31, 32], and similar ambient pressure x-ray photoelectron spectra collected for TiO$_2$ (110), [12], four principal peaks are expected in the oxygen 1s spectrum of SrTiO$_3$. As can be seen from the undoped TiO$_2$-terminated SrTiO$_3$ APXPS oxygen edge measurements (Figs. 5.5a), the undoped TiO$_2$-terminated surface shows contributions from bulk lattice oxygen atoms within the single crystal at approximately 531 eV [44, 45], from hydroxyl species centered roughly around 532 eV, from liquid water near 534 eV, and from gaseous water near 536 eV [12, 14, 15, 33]. The detection of the oxygen 1s photoelectrons derived from gaseous water is more obvious in the spectra for the remaining three samples; the intensity of the H$_2$O (g) peak depends strongly on the distance of the electromagnetic lens tip from the sample. As the temperature is reduced, equilibrium favors the interaction of water with the SrTiO$_3$ surface; the corresponding growth of a prominent shoulder comprising adsorbed hydroxyl species and molecular water can be observed in all four samples (Fig. 5.5). The dissociative adsorption of hydroxyl species visually appears to precede the associative adsorption of liquid water though quantitative analysis—detailed below—will be required confirm this assessment. The growth of the hydroxyl species prior to the adsorp-
tion of molecular water is most evident in the n-doped TiO$_2$-terminated SrTiO$_3$ spectra. The roughened sample displayed a slight reduction in its water adsorption relative to the other three samples; the wetting behavior of the roughened sample will be addressed in the discussion.

We note that the oxygen spectra for the doped samples likely contain contributions of...
Figure 5.6: Comparison of the undoped TiO$_2$-terminated and roughened n-doped SrTiO$_3$ samples at the carbon 1s and strontium 3p edges following cleaning (UHV, 650 degrees Celsius, 30 min). The undoped TiO$_2$-terminated sample displays only contributions from the strontium; there are no carbon contaminants. In contrast, the roughened sample shows large peaks in the carbon 1s region, with (a) aliphatic (C-C), (b) alcoholic/carboxylic acid (C-O, COOH) and (c) carbonate (C=O) contributions. [46]

In order to analyze the oxygen edge data in a quantitative manner, the removal of carbonate and carboxylic acid contributions to the oxygen spectra will be necessary before any further peak fitting, lineshape analysis or quantification of integrated areas can be conducted. As carbon edge spectra were collected periodically for the samples during data acquisition, the corresponding oxygen contributions of these contaminants can be estimated. While the correction for carbon-based contaminants has not yet been carried out for the oxygen edge data in Fig. 5.5, we describe the procedure that will be conducted in the near future. First, the carbon spectra are subjected to peak fitting analysis to discriminate the type(s) of carbon
contaminants present: aliphatic, alcoholic/carboxylic acid, and carbonate. Once the relative quantities of each carbon contaminant have been determined, the corresponding contribution to the oxygen edge is calculated. For example, the presence of a carbonate (CO$_3^{2-}$) species on the surface will contribute one carbon atom to the total carbon spectrum; in the oxygen edge, the carbonate contribution will be three times as much based on stoichiometry. In contrast, contributions from a carboxylic acid contaminant will contribute one carbon atom and two oxygen atoms to the respective edges. The accuracy of this estimate can be additionally calibrated through ambient pressure XPS measurements of carbon dioxide gas (CO$_2$) within the experimental chamber. Such calibration of the detector response could reveal that carbon dioxide, with an expected 2:1 ratio of oxygen-to-carbon, displays a 3:1 ratio instead. A carbon dioxide calibration measurement was conducted immediately following our ambient pressure measurements with water and will be incorporated into the final analysis. The removal of carbon-derived peaks from the oxygen spectra is carried out for each set of data—i.e., for all the temperatures (550 degrees Celsius → 5 degrees Celsius) recorded for each isobar (0.008, 0.03, 0.1, and 0.5 Torr).

Following the removal of carbon contaminants from the oxygen edge spectra, a wealth of information can be extracted. First and foremost, peak fitting will provide estimates for the relative quantity (integrated area) of hydroxyl groups and water on the SrTiO$_3$ surface for a given temperature and water vapor pressure. These can be converted to estimates of monolayer coverage by comparison of peak area for each species relative to the area for bulk lattice oxygens. [12, 15] The coverage is plotted for each isobar with respect to the experimental temperature, as illustrated for a similar study on titanium dioxide (110) in Fig. 5.7a. [12] The resulting graph will provide an estimate of onset temperature for both associative (hydration) and dissociative (hydroxylation) water adsorption. Alternatively, the coverage estimates can be graphed against relative humidity (RH = $p/p_v(T) \times 100\%$), as seen in Fig. 5.7c, which will enable us to compare across the different isobars and to determine the reproducibility of our data for a given sample. The energy of adsorption for the hydroxylation and hydration can also be extracted from temperature dependence plots of coverage, $\ln p/p_v$ vs. $1/T$, following the Clausius-Clapeyron equation. [12]

An additional metric that can be extracted from a quantitative analysis is the shift in the binding energy of the corresponding hydroxyl, liquid water or gaseous water peaks relative to the bulk lattice oxygen binding energy as a function of monolayer coverage. Changes in the energy difference between the two peaks will reveal the propensity of the surface to bind liquid water or hydroxyl species and whether the strength of that interaction changes with additional layers of solvent to passivate the surface. This is particularly relevant to the condensed phase aspect of water oxidation catalysis, where the interaction of the catalyst surface with water is not limited to a single monolayer but can extend out to and equilibrate with multiple layers of water. Several theoretical studies of binding interactions between water and metal oxide surfaces have shown variable ratios of dissociation and association depending upon the simulation conditions. [49–52] Indeed, preliminary molecular dynamics calculations reveal that dissociation makes up 50% of the adsorption interaction with SrTiO$_3$ (Fig. 5.8); when additional layers of water are included, the dissociated fraction drops down
Figure 5.7: An example of monolayer coverage in a water adsorption ambient pressure x-ray photoelectron study of titanium dioxide (110). The adsorption of hydroxyl species and molecular water are plotted against (a) temperature (isotherms) and (b) ambient pressure (isobars). (c) The two sets of data converge towards the same trend in a plot of coverage versus relative humidity. Hydroxylation occurs at higher temperatures, lower pressures and lower relative humidities than hydration. After a certain threshold is achieved, the formation of a liquid water monolayer outpaces additional surface hydroxylation. Reprinted with permission from Ketteler et al. “The Nature of Water Nucleation Sites on TiO$_2$ (110) Surfaces Revealed by Ambient Pressure X-ray Photoelectron Spectroscopy”, J. Phys. Chem. C, 2007, 111 (23), 8278-8282. Copyright 2007 American Chemical Society. [12]
to 37.5%.

Figure 5.8: Molecular dynamics simulation of water adsorption on the SrTiO$_3$ (001) surface. The ratio of associative to dissociative adsorption shown in this image is 50:50. The calculated percentage of dissociated water (hydroxylation) was found to decrease (to 37.5%) when additional layers of molecular water were included beyond the surface.

5.5 Discussion

Having established approximate assignments of peaks (OH vs. H$_2$O; C-C vs. C-O vs. C=O) through static measurements, described the observed ambient pressure (Ti 2p, Sr 3d, and O 1s) spectra at 0.1 Torr, and further detailed the quantitative analysis that we intend to apply to our ambient pressure data, we now discuss some of the changes that might appear in the spectra between the different samples.
5.5.1 Influence of Surface Termination and Dopants on Wetting

Substantial differences in the amount of strontium oxide, titanium dioxide, and step edges at the surfaces of the as-received and TiO$_2$-terminated SrTiO$_3$ samples are anticipated. Whereas as-received samples are expected to present mixed TiO$_2$:SrO terminations at a 7:3 ratio, [19] the procedure to generate atomically flat TiO$_2$-terminated SrTiO$_3$ is widely considered to have no strontium oxide moieties on the surface. [26] It is important to note that we cannot exclude the possibility that SrO terminations may also be exposed at step edges, which are created during the etching process to generate surface TiO$_2$. [24, 53] In any case, previous studies have indicated a strong binding affinity of hydroxyls to strontium oxide on SrTiO$_3$ surfaces [43] and have attributed slight changes in the Sr 3d XPS spectrum to Sr-OH species. [42] Following a detailed peak fitting analysis, the preferential adsorption of hydroxyl species to exposed strontium on our mixed surface can manifest in our data two ways.

First, by directly comparing the strontium 3d edges of the TiO$_2$-terminated and as-received n-doped samples, a third peak corresponding to Sr-OH may be observed in our fitting analysis for the mixed TiO$_2$:SrO terminated sample but not in the TiO$_2$-terminated sample. Alternatively, Sr-OH peaks may appear in both Sr 3d spectra due to low concentrations of SrO on the etched sample; however, the 30% SrO termination on the as-received sample should result in a noticeably larger peak area. The second set of evidence for strong OH coordination to surface strontium may be extracted from our analysis of the oxygen edge. A higher occurrence of hydroxylation (OH) versus hydration (H$_2$O ($\ell$)) in the as-received sample should be apparent in our plots of monolayer coverage against temperature or relative humidity. Furthermore, although it might not be substantial enough to distinguish, the adsorption energetics (enthalpy and entropy) of the mixed TiO$_2$:SrO surface should be slightly different from the atomically flat TiO$_2$-terminated surface, even though the majority of both surfaces comprise TiO$_2$ moieties. In the future, additional ambient pressure experiments examining SrO-terminated strontium titanate prepared by molecular beam epitaxy [54] or well-defined SrO terraces created by ultrahigh vacuum cleavage along the (001) face [4] may help to clarify the role of strontium oxide in the SrTiO$_3$ wetting behavior.

To the authors’ knowledge, there are few ambient pressure XPS studies exploring the contributions of dopants to the wetting behavior of metal oxides. Niobium dopants, while too low in concentration to observed be directly at the niobium edge or as Ti$^{3+}$ in the titanium edge, may still contribute to changes in the wetting behavior of strontium titanate. Relative to the undoped (TiO$_2$-terminated) sample, the niobium atoms in the doped sample introduce significant concentrations of free carriers that can mediate the interaction of SrTiO$_3$ with surface water or hydroxyl species. The effect of these additional electrons is already evident in the inability of the undoped sample to dissipate charge at the surface and the resultant charging shifts in its x-ray photoelectron spectra under ultrahigh vacuum. The excess charge in the Nb-doped sample could affect the wetting behavior of SrTiO$_3$ in two ways. In one possible case, the extra charge could alter the fraction of dissociative binding occurring at the interface—resulting in a higher monolayer coverage of hydroxyl species relative to molecular
water, or vice versa. A second case in which the binding energy difference between the adsorbed (OH and \(\text{H}_2\text{O}\)) peaks with respect to the bulk lattice oxygen peak decreases for the undoped sample could be observed; this could be interpreted as evidence for a change in the local surface surroundings of the adsorbed species, with equilibration of free carriers at the interface providing an electron-rich environment. As an example, a static XPS study of pure and gadolinium-doped cerium oxide revealed a 0.5 eV shift in the molecular \(\text{H}_2\text{O}\) (\(\ell\)) peak binding energy with respect to the lattice oxygen energy. [55]

5.5.2 Midgap States and Water Adsorption on a Roughened Surface

The static x-ray photoemission measurements provide substantial insight into the effect of photoelectrochemical roughening on the strontium titanate surface. While LEED patterns indicated the disappearance of periodic structure to create a reconstructed (potentially amorphous) phase on the surface of SrTiO\(_3\) (Fig. 4.5), the static XPS measurements revealed that new electronic states significantly deep into the band gap evolved during the roughening process. The actual molecular structure of these in-gap states is not known. It was considered that these midgap states could be attributed to oxygen vacancies, as irradiation was previously demonstrated to produce those defects. [7] However, no Ti\(^{3+}\) states were observed in the titanium edge measurements. Consequently, we could not conclusively determine the presence of any oxygen vacancies. Furthermore, oxygen vacancies are purported to act as very favorable hydroxylation sites but the roughened sample displayed a low propensity to dissociate water relative to the other samples until very low temperatures were achieved. It seems unlikely that the midgap states produced by roughening are oxygen vacancies.

As alluded to earlier, the ambient pressure measurements at the oxygen edge of the roughened sample appeared to show an overall decrease in water adsorption relative to the other three samples. Of course, a quantitative assessment of this statement is necessary to confirm that a reduction in wetting does occur and, if so, to establish the extent to which it occurs. From a detailed peak fitting analysis on the oxygen edge spectra, estimates of absolute and relative monolayer coverage can be extracted (to compare OH vs. \(\text{H}_2\text{O}\) on the roughened sample and with other samples), potential shifts in peak binding energies can be identified, and the enthalpy and entropy of adsorption on this surface can be calculated. Although the postulated reduction in water adsorption has yet to be confirmed with a quantitative analysis, possible explanations to such a reduction are briefly considered. For example, it may be that the hydroxylation sites in the as-received samples are reduced in number through photoelectrochemical treatment. Alternatively, the adsorption sites may be blocked by carbon contaminants. The amount of carbon-derived contamination appeared to be greater on the roughened surface than on the undoped and two other n-doped SrTiO\(_3\) surfaces. Quantification of the contaminant levels may provide insight into the fraction of available adsorption sites on the roughened surface, though we note that this may be less relevant under \textit{in situ} conditions in 0.1 M NaOH solution. On the other hand, the energetics
of the hydroxylation sites may change substantially due to surface rearrangement. Further examination of the roughening process, in terms of both the resultant surface morphology and its electronic structure, is needed to accurately pinpoint the origins of the midgap states and the (as of yet, unconfirmed) reduced water adsorption.

5.5.3 Future Work

The ambient pressure x-ray photoelectron data for SrTiO$_3$ have not yet been analyzed quantitatively. Analysis of the titanium 2p and strontium 3d edges will isolate any spectral changes between the four samples that were not immediately apparent. As described above, an enormous amount of information can be extracted from peak fitting analysis of the oxygen edge alone, including estimates of contamination, onset temperatures for wetting behavior, ratios of hydroxylation and hydration surface coverage, or estimates of adsorption site energetics. The quantitative analysis—carbon contaminant extraction, peak fitting—of the complete data set is forthcoming. Confirmation of the qualitative observations made here will require fits to all isobaric data sets for a given sample to ensure reproducibility. Comparisons can then be made across different samples with high confidence.

Future experiments will include ambient pressure x-ray photoelectron spectroscopy on SrTiO$_3$ samples subjected to surface preparation techniques with known defect states (argon ion bombardment) or well-defined terminations (molecular beam epitaxy, UHV cleavage) for comparison with the experiments conducted here. For example, argon ion bombardment procedures are typical in surface cleaning prior to x-ray photoelectron experiments but have also been found to generate significant concentrations of oxygen vacancies in strontium titanate samples. [9, 10, 28, 29, 56] Such measurements would confirm that surface oxygen vacancies do not contribute to the observed adsorption behavior in the roughened SrTiO$_3$ sample.

5.6 Conclusion

This study presents the x-ray photoelectron measurements of four strontium titanate single crystals at the (001) plane under ambient pressure conditions. The effects of surface termination, dopants, and photoelectrochemical treatment on water adsorption behavior are examined at several x-ray edges, including titanium 2p, strontium 3d, and oxygen 1s. No conclusive statements regarding the roles of these variables in SrTiO$_3$ wetting behavior could be made on visual inspection alone due to very small (if any) changes in the Ti 2p and Sr 3d spectra and significant contributions from carbon contaminants in the oxygen 1s spectra. Consequently, quantitative analysis of the x-ray photoelectron data—including removal of contaminants from the spectra and detailed peak fitting—is forthcoming. The foundation for a quantitative comparison of these samples has been laid out—in describing both the information that can be derived from such analysis and expected changes in the data across the four samples.
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Appendix A

Understanding Multiwavelength Data

The majority of singular value decomposition data analysis was accomplished in Igor Pro 6.3 with the Visualization and Analysis of Broadband Transient Absorption (v.4.7-1) procedure file scripted by Dr. Matthew Sfeir at Brookhaven National Laboratory for use with the Ultrafast Systems Helios transient absorption system.

The ability not only to interrogate excited states with broadband pulses but to record the full spectrum instantaneously is advantageous over the traditional monochromatized measurement of light for transient absorption spectroscopy. As previously mentioned, collection of a broadband excited state spectrum can offer a unique handle on the energy landscape of a complex system, but the analysis of the resultant multiwavelength data can be time-consuming and complex. Particularly in the ultraviolet-visible region of the electromagnetic spectrum, an observed transition may encompass the entire bandwidth of the measurement window and/or several transitions may overlap at a given energy/wavelength. Historically, technological limitations of data acquisition required single energy detection as controlled by monochromation. With the use of a white light continuum, the massive quantity of data can result in a daunting, if not overwhelming, analysis for traditional methods applied to single wavelength data. In addition to describing the procedure for the removal of ultrafast artifacts and correction of chirp, this appendix details a comparison of global fit analyses of single wavelengths extracted from the broadband data to global analyses of singular value decomposition reduced data derived from the multiwavelength matrix data. Although the specific set of data considered within this Appendix is taken from that of the oxovanadium complex VO$\text{L}^\text{F}$ in Chapter 3, the same methodology was applied for correction and analysis of strontium titanate transient data in Chapter 4.
Figure A.1: Example of raw transient absorption matrix data (a), the same data following correction for group velocity dispersion modeled by a quadratic function (b), and removal of the cross-phase modulation signal at early times (c). The chirp-corrected cross-phase modulation signal derived solely from the solvent, here tetrahydrofuran, is shown as well (d).

A.1 Group Velocity Dispersion Correction and Cross-Phase Modulation Signal Removal

In transition metal complexes, timescales on the order of tens to hundreds of femtoseconds can contain information regarding intramolecular vibrational relaxation (IVR), internal conversion (IC) and intersystem crossing (ISC) following the preparation of the excited system.
It is a critical task then to remove aberrant signals in the response to accurately identify the processes occurring the molecular system. Coherent artifacts in the early femto- to picosecond regime and to adjust the spectra for the dispersion introduced by the sample solvent, cuvette and other transmissive optics are the primary sources of convolution that are discussed here. Prior to analysis, data obtained on this system were corrected for the intrinsic dispersion in the supercontinuum probe following similar approaches used in the literature. [1, 2]

The chirp of the probe was determined with a fitting function of a second-, third-, or fourth-order polynomial. The extracted chirp correction was applied to the time points for each wavelength and the signal intensities at the original time points were extracted by applying a linear interpolation to the dispersion-corrected data (Fig. A.1b). The absolute time axis was also adjusted such that the occurrence of the half maximum of the LMCT bleach response at 425 nm was set to time zero for all wavelengths. (Fig. A.1c). Previous studies have used the nonresonant coherent response (coherent artifact) from the neat solvent and empty cuvette under the same experimental conditions to derive a fit equation to model the dispersion from these two contributions. [3, 4] This approach was complicated by the presence of significant cross-phase modulation component introduced by VOL\(^F\) that deviated significantly from that observed in the solvent alone, particularly at excitation wavelengths of 425 nm and 480 nm. In the original published data on VOL\(^F\), no subtraction of the cross-phase modulation was applied to the multivariate data prior to analysis by either spectrally resolved global fits or singular value decomposition and global analysis. Subsequent data sets were treated with solvent fits to remove the rapid oscillatory contributions from cross-phase modulation; following correction of the dispersion, early solvent responses were removed through manual fits with first and second derivatives of a Gaussian fit and subtracted from each wavelength trace. In instances where the early solvent response does not vary between the blank solvent and the sample, the fit of the cross-phase modulation can be automated across the entire collected spectrum rather than executed manually. The treatment resulted in a different set of time constants obtained originally, eliminating the need for a slow rise contribution of \(\sim 1\) ps that was included in the published analysis. The chirp-corrected, cross-phase modulation-removed data were subsequently treated with singular value decomposition (SVD) in order to reduce contributions from noise.

### A.2 Spectrally Resolved Global Fits

For the excited state evolution of VOL\(^F\), we assumed a sequential kinetic scheme such that the system could be modeled with a sum of \(N\) single exponential functions, convolved with the Gaussian instrument response function (IRF) (Eq. A.1). The IRF is considered approximately equivalent to the cross-correlation function of our pump-probe system, where each pulse has a nominal FWHM length of 100 fs. To determine the time constants for the relaxation of excited state VOL\(^F\) in THF, we further divided the transient spectrum in spectral regions corresponding to specific transitions: LMCT bleach recovery or stimulated
emission (GSB/SE) (400-460 nm) (Fig. A.2), excited state absorption (ESA) (540-590 nm) (Fig. A.2), the intermediate overlap region (470-530 nm) (Fig. A.2), as well as the 600-700 nm region (not shown). Our fitting functions were applied to multiple kinetic traces at 10 nm increments in each region, where time constants were fit globally but the amplitudes for each trace were determined locally (individually). The region corresponding to the main ESA (540-590 nm) was fit with a small rise component incorporated into the summation of the single exponential functions, following a previous example by Chergui [5] (Eq. A.2). Although the rise component was incorporated into the initial analysis submitted for publication, its inclusion was deemed unnecessary following the removal of the cross-phase modulation signal from the data.

\[
\Delta mOD = \sum_{i=0}^{n} A_i e^{-t/\tau_i} \otimes \text{IRF} = \sum_{i=0}^{n} A_i e^{\frac{\sigma^2}{2\tau^2_i} - \frac{t}{\tau_i}} \left[ 1 + \text{erf} \left( \frac{t}{\sigma \sqrt{2}} - \frac{\sigma}{\tau_i \sqrt{2}} \right) \right] \quad (A.1)
\]

\[
\Delta mOD = [A_{\text{rise}} e^{-t/\tau_{\text{rise}}} + \sum_{i=1}^{n} A_i (e^{-t/\tau_i} - e^{-t/\tau_{\text{rise}}})] \otimes \text{IRF} \quad (A.2)
\]

A.3 Singular Value Decomposition, Global Analysis and Decay-Associated Spectra

A.3.0.1 Singular Value Decomposition

Global analysis (GA) of the data was also executed to compare dynamics derived independent of spectral region with the preceding global fits. In order to carry out the global analysis of our system, we first employed Singular Value Decomposition (SVD). SVD is a common transformation of three-dimensional transient absorption data employed to reduce the total number of spectral and kinetic components down to the minimal needed to describe the complete evolution of the system. In practice, singular value decomposition is a factorization of an \( m \times n \) matrix \( M \) into

\[
M = USV^T \quad (A.3)
\]

where \( U \) and \( V \) are unitary matrices whose columns comprise two sets of orthogonal basis vectors and \( S \) a diagonal matrix containing non-negative singular values, which modulate the relative amplitudes of the corresponding column vectors. For an initial matrix \( M \) of raw transient absorption data, \( U \) and \( V \) represent the orthogonal time and wavelength matrices, containing vectors of so-called eigenspectra and eigenkinetics [6] (see Fig. A.3a and b) whose combined \( S \)-weighted contributions make up the real data.

Rank analysis of the \( S \) matrix was carried out (Fig. A.3c) to assess the appropriate number of kinetic and spectral basis vectors necessary to recreate the original data faithfully
Figure A.2: Illustrated example of the spectrally resolved fits of VOL$^F$ data.
Figure A.3: The singular value decomposition of VOLF transient data matrix with pump excitation at 390 nm into the corresponding principal eigenkinetics (a), eigenspectra (b), and singular values (c). The first three vectors of the spectral matrix $U$ and kinetic matrix $V$ are included. The global analysis fits to the first three kinetic vectors are shown. All diagonal elements of matrix $S$ are included on a logarithmic scale, to illustrate the prominent weight carried by the first three vectors. The reconstruction of the noise-reduced transient data matrix from the first five components is shown in (d).

while also reducing noise. From the analysis, the first five singular values carried 64% of the total amplitude in the raw data, with the first two singular values containing 55%; beyond the first vectors, each vector contributes $\leq 1\%$ of the total weight. Consequently, the pump-probe spectrum was reconstructed from the first five column vectors of $U$ and $V$. All data and kinetic modeling shown in the main text have been extracted from and carried out on this reconstructed data.

A.3.0.2 Global Analysis

Following the extraction of eigenkinetics from the raw data, For the analysis, we adhered to the method set forth in the literature. [6–10] For the global analysis, the first three
eigenkinetic traces $V_i^T$ (∼59% combined amplitude) were utilized. We note the use of the first five significant components of the spectral and kinetic basis vectors to reconstruct the transient data for the spectrally-resolved global fits were applied. Here, the fourth and fifth vector components were discarded as their kinetic vectors showed very little spectral and kinetic structure. Fits of the general summation model using four time constants, $\tau_k$, to the first three kinetic basis vectors reveal similar time constants to those determined by the global fits above (141 fs, 777 fs, 6.82 ps, and 423 ps) (Fig. A.2).

A.3.0.3 Decay-Associated Spectra

From our extracted time constants and the associated kinetic amplitudes, decay associated spectra (DAS), contributions representative of the spectrum at the times dictated by the time constants, were reconstructed in Figs. 3.9 and 3.10 by the following equation:

$$DAS_k = \sum_{i=1}^{N} a_{i,k} \cdot s_i \cdot U_i$$  \hspace{1cm} (A.4)

For this equation, the first three eigenspectra vectors $U_i$ are weighted by their singular values $s_i$ and the coefficients $a_{i,k}$ for each time constant $\tau_k$, obtained from the general exponential summation model global fits of the corresponding eigenkinetic vectors.

In sequential kinetic schemes without multiple overlapping transitions, the decay-associated spectra can be considered as species-associated spectra (SAS), representing the excited state spectrum of a specific (electronic) state at given points in time. Given the strongly overlapping transitions in the spectra, particularly the two overlapping excited state absorptions, we utilize the normalized DAS (Fig. 3.9 and Fig. 3.10) to aid the assignment of those absorptions in the main text.
Appendix B

Further Investigation of the Oxovanadium Motif

To elucidate the interplay of excited state lifetimes and structural distortion in vanadium-based oxidative photocatalysts, multiple molecular analogs of VOL\textsuperscript{F} were prepared with different electron-withdrawing or -donating groups as well as altered coordination geometry. This appendix details UV-visible and x-ray absorption measurements of these VOL compounds that were carried out to determine whether they might be suitable candidates for further study by transient absorption spectroscopy. Based upon their strong transitions in the visible region of the electromagnetic spectrum and the predicted d-manifold electronic structure (from oxygen K-edge measurements) to support a similarly long-lived excited state, only one compound AJF-3-43 was identified as an appropriate candidate for transient optical spectroscopy. The results of additional transient optical absorption spectroscopic measurements on VOL\textsuperscript{Me} and compound AJF-3-43 are discussed, as well as a failed attempt at transient x-ray absorption on VOL\textsuperscript{F} to confirm the lifetime of the charge transfer state.

B.1 UV-Visible Absorption and Chemical Structure

Figure B.1 displays the chemical structures of two oxovanadium chelate complexes, VOL\textsuperscript{F} and VOL\textsuperscript{Me}. The corresponding UV-visible absorption spectra are nearly identical—with the absorption profile of VOL\textsuperscript{F} reproduced in Fig. B.3a; the spectrum of VOL\textsuperscript{Me} is not shown. Prior to conducting transient optical and static x-ray absorption measurements, it was unclear as to whether the electronegativity of the fluorine substituents relative to the neutral methyl substituents would result in different ground state and/or excited state electronic structures. A slight redshift is observed in the UV-visible absorption spectrum of VOL\textsuperscript{Me} relative to VOL\textsuperscript{F}. However, this spectral shift is not indicative of electronic structure changes arising from the substituents alone; notably, identical syntheses of VOL\textsuperscript{F} at differing times were observed to generate as much as a 10 nm shift in the peak absorption of the LMCT transition. The comparison of the electronic structure of VOL\textsuperscript{F} and VOL\textsuperscript{Me} is
Employing the same motif of a chelated vanadyl complex, compounds AJF-3-43, AJF-3-112, AJF-4-35, and AJF-4-36, the structures of which are shown in Fig. B.2a, b, c, and d, were synthesized. Each analog was included in our list of candidates for further analysis with a particular aspect in mind. Compound AJF-3-43 was a notable addition to our list of candidates for its hexacoordinate ligand environment, made possible by the addition of an isopropyl group. Insofar as our initial analysis of VOL\textsuperscript{F} approximated its geometry as nearly tetrahedral, AJF-3-43 was expected to serve as a close proxy for an octahedral oxovanadium complex. AJF-3-112, a tert-butylated VOL compound, was primarily altered with the inclusion of a boron triphenyl adduct. The adduct serves as a Lewis-acid, electron-withdrawing group, coordinated to the already strongly electron-deficient apical oxo group. AJF-4-35, an aryl C\textsubscript{3} symmetric vanadyl complex, posed an interesting contrast in structural rigidity to VOL\textsuperscript{F} and the distortion-based argument for its observed lifetime. Conversely, AJF-4-36, a triethanolamine C\textsubscript{3}\textsubscript{v} oxovanadium, substituted the steric bulk of phenyl groups in the chelating ligand with a significantly more compact, flexible coordination sphere. Despite the similar coordination motif, however, the analogs show an unusual display of varied UV-visible absorption spectra, as seen in Fig. B.3b.

**B.2 Oxovanadium X-ray Absorption Vanadium L- and Oxygen K-Edges**

In Fig. B.4, the partial fluorescence yield (PFY) x-ray absorption spectrum is shown for VOL\textsuperscript{F} and VOL\textsuperscript{Me}. The two spectra show similar features in both the vanadium and oxygen edges, indicating that the substitution of the strongly electronegative fluorine atoms with relatively neutral methyl groups does not contribute substantially to the ground state elec-
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Figure B.2: Chemical structures, formulae and molecular weights VOL analogs (a) AJF-3-43, (b) AJF-3-112, (c) AJF-4-35, and (d) AJF-4-36 in powder form.

tronic structure of the molecule. The comparable x-ray absorption profiles between VOL\textsuperscript{F} and VOL\textsuperscript{Me} is in agreement with the identical behavior observed in transient absorption measurements of VOL\textsuperscript{Me}.

Interestingly, AJF-3-43 shows doublet structure in the L\textsubscript{3} edge that is observed in vanadium (V) complexes but is less common than the triplet structure observed in AJF-4-35 and AJF-4-36. AJF-3-112, with the Lewis acid boron adduct, has a significantly reduced signal at the vanadium L edges, that are on par with the reduced signal seen in solution phase VOL\textsuperscript{F}. It is unclear whether the adduct complex displays the triplet or doublet structure but its oxidation state is fairly certain to be 5+. The overall intensity decrease in the UV-visible and x-ray absorption spectra of AJF-3-112 may indicate a decrease in oxygen-vanadium hybridization.

The oxygen pre-edges of these compounds are particularly interesting for the diversity of profiles among the different complexes as well as the variation between the fluorescence and electron yields for the same compound. Electron yield is, as previously mentioned, much
Figure B.3: UV-visible absorption spectra of (a) VOL\textsuperscript{F} in tetrahydrofuran and benzene, and (b) UV-vis spectra of VOL analogs AJF-3-43, AJF-3-112, AJF-4-35, and AJF-4-36 in dry tetrahydrofuran solution.

Figure B.4: X-ray absorption spectra of VOL\textsuperscript{F}/Me.

more surface sensitive than fluorescence yield due to the relative escape depths of secondary electrons versus photons. No visible damage or darkening of the powder samples was observed
Figure B.5: X-ray absorption spectra at the vanadium L$_{3,2}$- and oxygen K-edges of (a) AJF-3-43, (b) AJF-3-112, (c) AJF-4-35, and (d) AJF-4-36 in powder form. The signal was detected in both partial fluorescence and total electron yields.

following the x-ray absorption measurements, which is suggestive of non-artifact or damage-induced differences between the oxygen edges. In the case of VOL$^F$, some reductive damage was observed in successive scans of the powder samples but only in the vanadium L$_3$ edge and only as a conversion from V$^{5+}$ to V$^{4+}$. This was not observed in the scans of analogous compounds collected at either partial fluorescence or total electron yield.

As previously mentioned, the oxygen pre-edge region has been correlated to observed ligand field splittings in transition metal complexes. Estimates of d-d transition energies can be determined, then, from peak-to-peak energy differences. Variation between the two detection methods are likely due to preference of relaxation channels or exposure to x-rays. Given that the powder samples d$^0$ are assumed to be non-conductive, therefore, the primary contribution to the TEY signal arises from the sample directly in contact with the metal conductive puck rather than the front of the sample which is directly exposed to the full x-ray beam. The only noticeable difference is in AJF-3-43 where the pre-edge shows two peaks in TEY but three peaks in PFY.
B.3 Transient Optical Absorption Spectra

\( \text{VOL}^{\text{Me}} \) in THF (1.25 mM) showed negligible difference in relaxation as compared to \( \text{VOL}^{\text{F}} \). This is not entirely unexpected as theory calculations of hole and electron localization in the excited state of \( \text{VOL}^{\text{F}} \) show minimal charge density near the fluorine atoms despite their electronegativity. (see Fig. 3.5)

Attempts were made to conduct time-resolved measurements on AJF-3-43, the octahedral complex for comparison of the effects of ligand geometry on relaxation. Unfortunately, at the high concentrations necessary to extract a signal (millimolar), the integrity of the sample was compromised as indicated by UV-visible spectrometry. Dimerization is a likely reaction pathway at these concentrations given the lability of the isopropoxide group. Solution-phase reactivity of oxovanadium (V) complexes is known in the literature. [11]

However, following the alleged dimerization of the sample, excitation of the principal visible transition led to an extremely long lived excited state species, with a lifetime extending well beyond the scope of our measurement (two nanoseconds). The visible transition of the monomer was identified as a ligand-to-metal charge transfer transition by theory (personal communication), though its agreement with experimental spectra was not as good as in \( \text{VOL}^{\text{F}} \). In the dimerized sample, the nature of the visible transition is no longer known. Metal-to-metal charge transfer is a significant possibility and has several precedents for intravalence charge transfer, long-lifetimes, and catalysis. As the oxidation state(s) and structure of the dimerized sample are currently unknown, the transient has not yet been confirmed as an MMCT transition.

B.4 Time-Resolved Soft X-Ray Absorption Spectroscopy

In an attempt to confirm the source of the transient absorption signal accompanying the long-lived ground state bleach and to confirm the transfer of an electron to the vanadium metal center, transient x-ray absorption in the oxygen K- and vanadium L$_{3,2}$ regime was attempted. Several calculations were made regarding the expected static edge and transient response, accounting for intrinsic experimental difficulty due to the strong absorption of x-ray intensity by the solvent. The transient response of the sample in solution was expected to show a concomitant decrease and increase in the absorption edges of the vanadium and oxygen edges, respectively, following charge transfer. Unfortunately, however, the low solubility of the compound in non-oxygen atom containing solvents was determined to reach a maximum of 3 mM; a concentration minimum of 50 mM would have been necessary to observe a transient signal approximately $\Delta O \text{D} = 0.0005$ at the oxygen edge. Previous examples of transient x-ray absorption of solubilized transition metal complexes in the soft x-ray region have included iron [12] and copper [13] where charged complexes and strongly ionic counterions have allowed researchers to achieve appreciable dissolution for conducting x-ray experiments with reasonable signal-to-noise. No results were obtained due to the low solubility of \( \text{VOL}^{\text{F}} \).
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