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Abstract

Spectroscopic Studies of Hole Transfer to and Diffusion Along Semiconductor Surfaces for
Water Oxidation

by

Kevin Larson Pollock

Doctor of Philosophy in Chemistry

University of California, Berkeley

Assistant Professor Tanja Cuk, Chair

Artificial photosynthesis holds promise as a solution to the intermittency problem of solar
photovoltaics. By storing the energy of sunlight in the chemical bonds of hydrogen, solar
power can be generated around-the-clock and carbon-free. Current state-of-the-art devices
for artificial photosynthesis, however, are not efficient, stable, and inexpensive enough to
allow mainstream adoption of the technology. The efficiency problem stems from the rate-
limiting water oxidation reaction at the anode of the device. While some of the molecular
intermediates of the water oxidation reaction on the surface of the anode are known, a
complete picture of the reaction requires knowledge of the behavior of the charge carriers
from generation in the bulk of the device to reaction at the anode/electrolyte interface. In
this thesis, two principal experiments are described. The first details a novel spectroscopic
method to detect charge carrier motion within a model device as well as charge carrier arrival
at a catalytic surface layer. The second experiment describes new applications of transient
grating spectroscopy to track important changes in the in situ behavior of surface charge
carriers at a catalyst surface.

A common photoanode geometry incorporates a catalytic overlayer with a light-absorbing
substrate, connected by a buried junction. The magnitude and band bending of the electric
field at the buried interface is crucial for device quantum efficiency, but no reliable met-
ric exists to measure either quantity in real devices. Chapter 3 describes initial transient
absorption spectroscopy (TAS) experiments designed to probe charge injection and electric
field magnitude at a buried junction. A model photoanode device consisting of a np-GaAs
junction and transition metal oxide (TMO) overlayer was designed to allow TAS with photo-
excitation from either side of the device. Large coherent acoustic oscillations are observed
only when the TMO overlayer is present and when probing with a laser wavelength that has
a penetration depth on the order of the TMO film thickness. The oscillations are shown to
possess two distinct frequencies that vary with probe wavelength and correspond to coherent
longitudinal acoustic phonons (CLAPs) in the GaAs light absorber and TMO film, respec-
tively. Additionally, large acoustic echoes are shown to originate from both the np-GaAs
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junction electric field and the p-GaAs/TMO interfacial electric field. The echoes traverse
the length of the photoanode device with an amplitude that is proportional to the electric
field strength at the location of the echo origin. The generation of the CLAP oscillations is
attributed to charge carrier injection at the np-GaAs interface and the p-GaAs/TMO inter-
face; the charge carriers screen the electric field at those locations, causing phonon emission
via the inverse piezoelectric effect (IPE). The varied echo magnitude, experiments with var-
ied pump fluence, and initial experiments in electrolyte environment strongly support the
assignment of phonon generation to the IPE. With further development, the technique shows
promise as a quantitative measure of charge carrier injection and electric field strength at
buried interfaces in artificial photosynthesis devices.

Chapter 4 describes the development of a novel application of transient grating spec-
troscopy (TGS) to connect the diffusivity of charge carriers at an n-GaN surface to the
reactivity of that surface. GaN is widely studied both experimentally and theoretically as a
model for applications in catalysis because of its interesting surface chemistry. TGS was used
to measure the diffusivity of surface holes in the presence and absence of water oxidation
intermediates on the surface. Results show that the lateral, interfacial hole diffusivity in-
creases by a factor > 2 from air at the n-GaN/aqueous electrolyte interface for both pH = 1.4
(0.1 M HBr) and pH = 7 (0.1 M Na2SO4). The increase in diffusivity is not reproduced on
undoped GaN, where there is not a large density of surface intermediates, and is not sensi-
tive to defect centers, since the surface recombination velocity, also obtained from the TGS
kinetics, differs by almost an order of magnitude between the two electrolytes. The origin of
this increase in diffusivity in n-GaN is attributed to a new current pathway for surface holes
due to the presence of mobile intermediates of the water oxidation reaction on the surface
of the n-GaN. In essence, surface holes move faster when they encounter a surface adsorbed
with reaction intermediates. The result shows for the first time a connection between surface
charge diffusivity and surface reactivity.
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Chapter 1

Introduction

He began then, bewilderingly, to talk about something
called entropy.

The Crying of Lot 49
Thomas Pynchon

The world’s dependence on fossil fuels for energy, combined with an increasing population
that is expected to exceed 9 billion by the year 2050 [1], has caused atmospheric levels of
carbon dioxide to exceed 400 ppm, a level that is of great concern. [2, 3] Rising temperatures
promise to upend long-standing climate norms, change ecosystems and threaten both animal
and human life. Global temperature rises of 2 degrees Celsius by the year 2100 are very likely
and if emissions continue on the current trajectory, over 4 degrees warming is possible, as
predicted by the Intergovernmental Panel on Climate Change. [4] While it is too late to
eliminate any temperature rise, the rise may be contained if the usage of carbon-emitting
fuel sources is quickly and steeply curtailed.

Energy sources that are plentiful, economical, and carbon-free are needed. Many re-
newable energy sources have been considered, including wind, [5, 6] biomass, [7–9] geother-
mal, [10] hydroelectric, and solar power. [11] Of these sources, solar has by far the greatest
energy supply. The solar energy flux incident on the Earth in a single hour, if it were able
to be stored, would be able to power all of humanity’s energy needs for an entire year. [12]
Solar energy, however, suffers from the fundamental problem of intermittency — no power
can be generated during moments of overcast weather or at night. A medium for the storage
of solar energy is thus badly needed. Storage in batteries is one option but scaling up to grid
scale requires cost reductions that are not currently possible. [13] A promising alternative,
called photoelectrochemical water splitting, involves storing the solar energy in the chemical
bonds of hydrogen, a combustible, carbon-free fuel.
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1.1 Photoelectrochemical water splitting

While solar photovoltaics use the energy from sunlight to create electricity, solar pho-
toelectrochemical (PEC) cells store sunlight in chemical bonds for later use as fuel. The
introductory processes for both methods are similar. A semiconductor (solid state or or-
ganic) absorbs an above-bandgap photon, creating an electron-hole pair. In the presence of
a p-n junction, the electron and hole separate under the influence of the built-in electric field
of the p-n junction. The two systems deviate at this point. In a photovoltaic system, the
charges are driven through a resistive load to provide current (Figure 1.1a). Power is thus
provided essentially at the same time as the arrival of the incident photon. A photoelectro-
chemical system, on the other hand, directs the photo-generated charges to complementary
electrodes (holes to the anode and electrons to the cathode) immersed in a liquid electrolyte
(Figure 1.1b). The charges undergo oxidation or reduction reactions with the electrolyte,
chemically changing the electrolyte and storing the energy initially provided by the photon
in the chemical bonds of the product molecule which, if chosen cleverly, can be subsequently
used as a fuel to provide power.
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2H2O

O2

(a) (b)

Figure 1.1: (a) An example photovoltaic design. A p-n junction separates photo-excited
charges towards electrodes, sending current through a circuit to power a load. (b) An example
PEC cell. A p-n junction separates photo-excited charges towards electrodes (here, a water
oxidation catalyst (WOC) as anode and platinum as cathode), which undergo reaction with
water at the surface to produce hydrogen and oxygen as detailed in equations 1.1 and 1.2.
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One of the most promising and sought-after applications of PEC cells is water splitting to
create hydrogen gas. This process uses aqueous electrolyte to reduce protons at the cathode,
creating hydrogen gas, and oxidize water at the anode, creating oxygen gas. The hydrogen
can then be used as fuel in a hydrogen fuel cell to power an automobile or any number of
things. [14, 15] The two half-reactions necessary for water splitting are:

2H+ + 2e− → H2 E0 = 0 V vs NHE (1.1)

2H2O → 4e− + 4H+ + 2O2 E0 = 1.23 V vs NHE (1.2)

where NHE is the normal hydrogen electrode. Early reports of photoelectrochemical water
splitting with solar-to-hydrogen (STH) efficiency of under 1% came in the 1970s using TiO2

electrodes. [16, 17] A system using an InP/Pt cathode and n-GaAs/Mn electrode exhibited
8% efficiency in 1987. [18] Work with many-layer multi-junction cells around the turn of
the century used anodes consisting of GaInP, AlGaAs, and GaAs junctions to show STH
efficiency levels between 12% and 18%. [19–21] More recently, attempts to create devices
that utilize earth-abundant materials and eschew expensive materials such as platinum have
shown efficiencies ranging between 2-5% without applied bias. [22, 23]

While the thermodynamic potential for water oxidation is 1.23 eV versus NHE, typically
a larger bias (overpotential) must be applied to drive appreciable product formation. A
common approach to lower overpotential and increase product formation is to use a water
oxidation catalyst (WOC). One common sub-class of water oxidation catalysts, used for their
resistance to chemical degradation and earth-abundant nature, are transition metal oxides
(TMOs) such as IrO2, NiO, RuO2 and Co3O4. [24] Water oxidation catalysts can be used
as stand-alone electrodes [25, 26] or can be deposited as co-catalysts on a light-absorbing
semiconductor material (e.g. GaAs, Si, GaN, or TiO2). [27–30]

The current understanding of how the water splitting reaction proceeds has identified the
oxygen evolution reaction (OER) at the anode as the rate-limiting step. Water oxidation
on the anode is expected to occur via intermediates that include hydroxyl, oxo, oxyl and
oxygen radical species, but the exact mechanism by which the holes at the surface partici-
pate in these intermediate reactions is not well understood. [31–35] Overpotentials for water
oxidation typically total 0.5-0.7 eV, whereas the equivalent value for proton reduction is
0.2-0.3 eV lower, bringing the total voltage required for the water oxidation up to approxi-
mately 1.8-2.0 V versus NHE. [36] The overpotential can be brought to as low as 0.3 eV by
use of RuO2, IrO2, or Co3O4, making the use of a WOC essential for a scalable solar-to-fuels
system.

In total, three main attributes are needed for a highly functional water splitting system:
(1) efficiency, (2) chemical durability, and (3) scalability and low cost. In practice, finding a
device system containing all three attributes has proven challenging. While relatively high
efficiencies have been achieved using metal oxide WOCs consisting of primarily Ru or Ir,
those metals are expensive and not earth-abundant enough to provide scalability. Alternative
catalysts and electrodes that meet all three criteria have been sought using density functional
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theory and high throughput screening of ternary oxide mixes. [37–39] Even with efficient
and earth-abundant device materials, most reported devices show a significant decrease in
product formation over a period of tens of hours due primarily to corrosion by the electrolyte,
well short of the thousands of hours necessary for a commercial application. [23]

One of the most promising device geometries for artificial photosynthesis involves decou-
pling the light-absorbing and catalytic duties of the device by depositing a catalytic WOC
onto a light-absorbing semiconductor. This geometry relaxes the requirement of finding a
WOC that is both a good light-absorber and a good catalyst, instead allowing the integra-
tion of multiple materials that are best at one of the two tasks. [27, 28] The device functions
in three main steps:

1. Electron-hole pair creation in the light absorber

2. Transport of charge carriers to the catalytic interface

3. Charge transfer at the catalytic interface and reaction

In step one, incident light on the device creates electron-hole pairs in the light-absorbing
component in a density dependent on the absorptivity of the light absorber and with an
energy dependent on the bandgap energy of the absorptive semiconductor. In step two,
charges are shuttled towards the catalytic layer(s) via the use of internal built-in fields at
a surface or in a buried p-n junction. The photovoltage and photocurrent produced by the
light-absorbing layer is passed onto the next layer, providing a boost in the total oxidizing
or reducing power of holes or electrons, respectively. In the final step, the charge at the
interface must navigate surface electric fields, traps, and recombination centers to find a
suitable reaction partner on the electrolyte side of the interface.

1.2 Overview

This thesis will describe fundamental spectroscopic studies of holes in model photoanodes
for the oxygen evolution reaction. The thesis is comprised of two main parts. In the first part
(Chapter 3), transport of charge from the creation site to the reaction site on the catalytic
overlayer is investigated by a novel spectroscopic method of probing buried electric fields in
a multi-component device. Large coherent acoustic oscillations that report on the arrival
of photo-generated holes at the anode surface are observed for a np-GaAs buried junction
device with several different overlayer species. The oscillation frequency and magnitude
display characteristics that change depending on the particular catalyst overlayer and the
position at which the charges were created. The second part of the thesis (Chapter 4)
describes the behavior of surface holes at a reactive surface of a GaN electrode. Transient
grating spectroscopy is used to observe a 2.6x increase in the diffusivity of holes in conditions
with a significant surface coverage of mobile water oxidation intermediates. This increase is
attributed to hole hopping between the bulk GaN, surface GaN, and surface intermediates
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and represents the first observation of a dependence of surface charge diffusivity on the
surface reactivity of an electrode. While Chapter 3 elucidates the variables necessary for
successful charge transport towards a catalytic interface, Chapter 4 provides a new look at
charge movement once the charge has reached its final reaction site.
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Chapter 2

Experimental

“In the name of the cathode, the anode, and the holy
grid?” said Pökler.

“Yes, that’s good,” Mondaugen smiled.

Gravity’s Rainbow
Thomas Pynchon

2.1 Transient absorption spectroscopy

The expansion in the availability of Ti:Al2O3 (Ti:Sapphire) laser setups with femtosec-
ond resolution has made possible once unachievable experiments on the dynamics of charge
behavior in condensed matter systems. Titanium:Sapphire lasers allow relatively facile pro-
duction of femtosecond laser pulses, providing the time resolution needed to monitor charge
carrier motion and relaxation in semiconductor systems, which typically occurs on a picosec-
ond to femtosecond timescale. [40] Transient absorption spectroscopy (TAS) is a subset of a
broader class of pump-probe techniques that has progressed from millisecond flash photolysis
experiments in the 1940s to femtosecond transient absorption spectroscopy in the 1990s to
the frontiers of attosecond transient absorption spectroscopy in current times. [41, 42] TAS
is a method for monitoring chemical dynamics in which a strongly perturbing pump pulse
resonantly excites the sample and is followed by a spatially coincident and weaker probe
pulse that is delayed in time. Illuminating a semiconductor sample with a photon energy
exceeding the bandgap energy of the system causes a change in the complex refractive index
(ñ) of the sample due to excitation of electron-hole pairs. The change in transmission of the
probe pulse (∆T ) with respect to time is then monitored to provide insight on the return
of the system to equilibrium. This relaxation process is a finely tuned monitor of charge
carrier recombination, scattering, and transfer of electrons and holes on a femtosecond to
picosecond time scale. Comparing the kinetics of TAS experiments in varying conditions can
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give insight into the spatial and energetic positioning of key components of a chemical sys-
tem. In heterogeneous catalysis, this leads to the ability to pinpoint the identity of reaction
intermediates and provide timescales for essential motions of charge carriers and molecular
species in a reaction pathway. [31, 32, 43–47]

In detail, transient absorption compares the percent reflectance (or equivalently, the
percent transmittance) of the probe beam in conditions with the pump laser present (on) to
the percent reflectance with the pump laser not present (off):

∆R

R
=
Ron −Roff

Roff

(2.1)

There are three general processes in a transient absorption experiment that affect the sign
of equation 2.1. The pump will induce an excitation of a small fraction of the ground state
charge carriers. This results in a decrease of the ground-state absorption of the probe and an
increase in the reflected intensity (+∆R/R) onto the detector. An increase in the reflected
intensity is also possible if the incident probe beam is resonant with a transition in the
system and causes stimulated emission from the excited state. This causes relaxation to the
ground state and emission of a photon at the same wavelength and in the same direction
as the probe beam. In systems that possess a higher-lying state above the excited state
that is resonant with the probe pulse, the probe photon can be absorbed in an excited
state absorption, resulting in a decrease in the reflected intensity of light (-∆R/R) that
reaches the detector. While the argument here has been presented in terms of reflectance,
transmission can equivalently be used. Ignoring interference effects, absorbance, reflectance,
and transmission coefficients sum to equal 1, and the incident intensity I0 of a beam is
partitioned between the processes as

I0 = Ir + It + IA (2.2)

where Ir, It, and IA are the reflected, transmitted, and absorbed portions of the light,
respectively.

2.1.1 Laser spectroscopic setup

The pulsed laser output for all experiments in this thesis originates from a Legend Elite
laser system (Coherent Inc., Santa Clara, CA). A schematic display of the full beam path
is shown in Figure 2.1. Seed pulses are provided by a Coherent Vitesse Ti:Sapphire laser
system with primary wavelength of 800 nm and a repetition rate of 80 MHz. These pulses
enter the Legend Regenerative Amplifier along with frequency-doubled pump pulses provided
by the Evolution Nd:YLF laser, which produces pulses with a wavelength of 527 nm and
is Q-switched to maintain a repetition rate of 1000 Hz. The Evolution pulses selectively
amplify a fraction of the seed pulses in the cavity Ti:Sapphire crystal. Output pulses pass
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Figure 2.1: Schematic diagram of the laser setup from generation to sample.

through the Ti:Sapphire crystal ≈15 times before being outputted with a time duration of
150 fs, a repetition rate of 1000 Hz and a output power of 4 Watts. The beam is separated at
a beamsplitter to generate pump and probe beams. The pump beam is directed towards the
spectroscopic setup, traversing variable neutral density filters and telescoping and focusing
optics. The probe beam is reflected from a retroreflector mounted on a computer-controlled
optical delay stage (Model FMS300CC, Newport Inc., Santa Clara, CA) with a 300 mm
(≈2 ns) range and directed to the spectroscopic setup. The spectroscopic setup can be used
for both heterodyne-detected transient grating spectroscopy (TGS) or transient absorption
spectroscopy; the latter involves simply blocking half of the beams used in the former. A
detailed description of the final lens setup directing the beams onto the sample, including
practical tips on beam overlap and timing, can be found in Chapter 4 centered around
Figure 4.9. Signal is detected with either one (for TAS) or two (for TGS) Si or GaP amplified
photodiode detectors (DET A and DET K series, Thorlabs Inc.) which are connected to
one (TAS) or two (TGS) lock-in amplifiers (SR810, Stanford Research Systems, Sunnyvale,
CA). The pump laser on/off chopping rate is controlled by a single mechanical chopper
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at 300 Hz, which is connected to both lock-in amplifiers. The data collection scheme is
controlled by a Labview program, which coordinates the delay stage, TGS rotation stage
(Chapter 4), and lock-in detection (see details in Appendix A).

A scale model of the laser table setup is displayed in Figure 2.2. Two identical TGS
spectroscopy lens setups allow for back or front side pumping and probing of the sample.
Starting at the top left of the diagram, the pump beam may optionally be transmitted
through a series of BBO crystals to be converted from 800 nm to 266 nm (kit from EKSMA
optics, Vilnius, Lithuania). The pump light is attenuated with a variable ND filter and can
be directed with a flip mirror to either the front side or the back side lenses. Pump light
is focused with a +1000 mm lens and transmitted through a diffractive optic (DO); the ±1
orders of diffraction are kept. Engineering controls should be devised to block the other
transmitted and reflected orders of diffraction for safety purposes. In the setup used here,
this entailed installing wide beam blocks placed directly before and after the DO to allow
only the input beam and the desired diffraction orders to transmit. Light is collimated by
the first large achromatic doublet and focused onto the sample with the second.

The probe beam is reflected from the delay stage and enters a periscope to lower the
height of the beam below that of the pump beam. After optional conversion to 400 nm with
a BBO and spot size decrease with a telescope, the beam is reflected towards the lens setup,
separating 800 nm light from 400 nm light with high reflector (HR) mirrors if necessary.
The probe light is focused and enters the same diffraction grating as the pump beam (front
side) or a diffraction grating with the same fringe spacing as the pump beam if pumping the
sample from the back side. The probe light is collimated by the first large achromatic lens;
probe beams propagate above the pump beams at this point. Between the two achromatic
lenses, the probe beams pass through thin coverslips, one of which is mounted on a computer-
controlled rotation stage (Newport CONEX-AGP-PR100P) for fine control of the relative
phase of the probe beams. The probe beams are focused with the second large achromatic
lens onto the sample. For a detailed accounting of sample alignment, phase control, and
beam positioning, see Chapter 4 and Figure 4.9. Transmitted or reflected signal is picked
off with a D-shaped mirror (Thorlabs PFD series of mirrors) and directed to the photodiode
detectors after optionally passing through HR mirrors or polarizers for noise control.

2.2 Reactive Sputtering

Cobalt oxide and iridium oxide films were deposited by radio frequency (RF) magnetron
reactive sputtering, a physical vapor deposition (PVD) process. RF sputtering involves
ionizing a gas (generally argon at concentrations of approximately 10−3 Torr) with a strong
RF bias to create a plasma and accelerating the argon ions towards a target material (here,
Co or Ir). The collision of the argon ions with the target material ejects target atoms and
free electrons into the chamber. Collision of the free electrons with neutral argon atoms
maintains the plasma. Some of the target atoms coat the sample substrate, mounted above
the target materials and spinning to ensure an isotropic deposition. A schematic of the
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sputtering process is displayed in Figure 2.3. Magnetron sputtering incorporates magnets
behind the target material to trap free electrons in the magnetic field around the target.
This prevents sample damage caused by free electrons and increases the probability that
a free electron will ionize an argon atom, increasing the rate and quality of deposition.
Reactive sputtering involves incorporating a reactive gas (here, oxygen) into the chamber.
Ejected target materials react with the oxygen to create an oxide of the target material. The
stoichiometry of the oxide film depends on substrate temperature and the partial pressures
of argon and oxygen in the chamber. The sputtering system used (AJA International,
Scituate, MA) was provided graciously by the Joint Center for Artificial Photosynthesis
in Berkeley, CA.
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Figure 2.3: Schematic of the process of reactive sputtering.

2.3 Solid-state semiconductors

Semiconductors are crystals with a periodic array of atoms, either elemental (e.g. Si,
Ge) or compound (e.g. GaAs, InAs, GaInP, etc.). Unlike molecules, which contain discrete
energy states, periodic solids possess energy bands. These bands can be thought of as the
bonding and antibonding orbitals of a molecular orbital diagram in the limit of Avogadro’s
number of atomic orbital inputs – as more and more discrete energy states are packed into
the same area, the states become continuous. [48]

The overlap of the orbitals in the solid will form the continuous bands at different absolute
energy positions depending on the specific atomic orbitals that are overlapping, leaving gaps
between the various bands. The gap between the highest occupied band (valence band, VB)
and the lowest unoccupied band (conduction band, CB) defines the bandgap, the size of
which determines whether a solid is considered an insulator, semiconductor, or metal. While
insulator bandgaps are very large (several eV), semiconductor bandgaps are smaller (zero to
a few eV), and metals possess no band gap (the conduction band is filled at equilibrium). The
degree of electron filling is given by the Fermi level (Ef ) of the material, which defines the
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energetic position at which there is a 50% probability of electron occupation at equilibrium.
For intrinsic semiconductors (no dopants), this value lies in the middle of the band gap. The
absolute energetic position of the conduction band edge is measured by the electron affinity,
defined as the energy required to remove an electron from the conduction band to the vacuum
level. Another useful quantity is the work function, defined as the energy required to remove
an electron from the Fermi level up to the vacuum level. Putting these values together, the
position of the conduction band edge, valence band edge, and Fermi level can be compared
across many semiconductors relative to the vacuum level or another known reference such as
the normal hydrogen electrode (NHE), useful for electrochemical experiments. [24, 49, 50]
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Figure 2.4: (a) an intrinsic lattice of Si atoms has a Fermi level in the middle of the bandgap.
(b) Replacing silicon atoms with boron adds a free hole, decreasing the Fermi level. (c) Re-
placing silicon atoms with phosphorus adds a free electron, increasing the Fermi level.

The Fermi level can be adjusted by introducing elements into the lattice from elemental
groups containing one less valence electron (p-doping) or one more valence electron (n-
doping). Figure 2.4 displays intrinsic silicon, silicon doped with boron, and silicon doped
with phosphorus along with schematic band diagrams for illustrative purposes. Doping
with n-dopants or p-dopants introduces dopant levels that sit within the bandgap very near
(less than kBT at room temperature) to the conduction or valence band edges, respectively.
These dopant levels inject their electrons (holes) into the conduction (valence) bands, raising
(lowering) the Fermi level and leaving behind an uncompensated positively charged donor
atom or uncompensated negatively charged acceptor atom. The deviation of the Fermi levels
from the intrinsic Fermi level for n- and p-doping can be determined as:
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Ef,n − Ef,i = kBT ln(
Nd

ni
) Ef,p − Ef,i = kBT ln(

Na

ni
) (2.3)

where Ef,n and Ef,p are the Fermi levels after doping with n- and p-dopants, respectively,
Ef,i is the intrinsic doping level, kBT is the Boltzmann constant times temperature, and
Nd, Na, and ni are the n-dopant density, p-dopant density, and intrinsic doping density,
respectively. [51]

2.3.1 Semiconductor junctions

Bringing together a n- and p-doped semiconductor of the same composition results in a
semiconductor homojunction (This is not how junctions are made in practice, but works for
instructive purposes here). Prior to contact, electrons in the n-doped semiconductor contain
higher chemical potential than their counterparts in the p-doped semiconductor, as noted by
the higher Fermi level (Figure 2.5a). Once contacted, electrons will diffuse from the n-doped
semiconductor into the p-doped semiconductor, leaving behind positively charged donor ions
on the n-side and negatively charged acceptor ions on the p-side (Figure 2.5b). An electric
field that opposes the charge carrier diffusion builds up in the region of left-behind donors
and acceptors (called the space-charge or depletion region), eventually halting the diffusion
process to produce a depletion region that possesses a width W dependent on the density of
donor and acceptor atoms on each side of the material:

W =

(
2εε0kBT

q2
∗ ln

(
NaNd

n2
i

)
∗
(

1

Na

+
1

Nd

))1/2

(2.4)

As will be detailed in Chapter 3, a highly-doped junction will possess a small depletion
width and a lightly-doped junction will have a large depletion width. In a junction with
one highly-doped side and one lightly-doped side, the lightly-doped side will have a long
depletion width, in contrast to the highly-doped side.

Junctions can also be formed by bringing together two materials of different composition.
This results in a semiconductor heterojunction. Whereas homojunction formation depends
only on the relative Fermi levels of the two materials, heterojunction formation depends
on both the relative Fermi levels as well as the energetic difference between the valence
bands and conduction bands of the two materials. Depending on the lineup of these band
edges, heterojunctions can create devices that possess differently sized barriers for electrons
and holes, in contrast to homojunctions. Quantum wells are one well-known application of
semiconductor heterojunctions [52]. A full review of heterojunctions is outside the scope of
this thesis and the reader is directed to the references for more information. [51, 53–55]
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Figure 2.5: (a) p- and n-doped semiconductors of the same composition before equilibration.
(b) A p-n homojunction. Electron diffusion from the n- to the p-side and hole diffusion from
the p- to the n-side creates an electric field E which opposes the diffusion, forming a charged
depletion region.

2.3.1.1 Current-voltage properties of p-n junctions

A bias applied across a p-n junction will affect the size of the depletion region and the
amount of current flowing through the junction. The left side of Figure 2.6 shows a typical
p-n junction diode current-voltage (IV) plot, defined with positive voltages representing
the p-doped side biased positively relative to the n-doped side (forward bias), and negative
voltages representing the p-doped side biased negatively relative to the n-doped side (reverse
bias). The right side of Figure 2.6 displays the effect of forward and reverse bias on the energy
bands and the depletion region of the semiconductor. As greater reverse bias is applied, the
band bending and depletion region width in the junction grow larger. Greater forward bias
causes the opposite effect, with smaller band bending and a smaller depletion region width.
The current shown in Figure 2.6 stems from two processes:

1. Diffusion current

2. Drift (or generation) current

Diffusion current occurs when majority carriers (electrons on the n-side, holes on the p-
side) are able to cross the depletion region against the energy barrier. At open circuit and
under reverse bias, this current is small, as the probability that a carrier crosses the barrier
is its equilibrium (open circuit) probability multiplied by exp(qVapp/kBT ), where Vapp is
the applied bias on the sample. This probability is small at open circuit and is reduced
exponentially with voltage under reverse bias conditions. The diffusion current is, however,
also exponentially increased with forward bias – this results in the exponential growth in
current seen in Figure 2.6 in the positive voltage regime.
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Figure 2.6: Left: Current-voltage (IV) curve of a p-n junction diode with positive voltage
corresponding to positive bias on the p-side of the junction relative to the n-side. Regions
1, 2, and 3 correspond to reverse bias, open circuit, and forward bias, respectively. Right:
Band diagrams defining the potential barrier qV and spatial pictures corresponding to each
region shown in the IV curve at left, with magnitude of the depletion width W and junction
electric field E noted.

Drift current occurs when minority carriers (holes on the p-side, electrons on the n-side)
drift across the depletion region under the impulse of the junction electric field. This effect
is relatively insensitive to the height of the potential barrier in the depletion region, since the
important metric is not how fast carriers drift across the depletion region, but rather how
often they cross. Since there are few minority carriers on each side of the junction, any carrier
that is within a diffusion length of the depletion region will drift across it regardless of how
large the band bending is. Drift current is thus independent of applied voltage in an ideal
diode. This can be seen in the reverse bias region of Figure 2.6. As higher negative voltages
are applied, the potential barrier between n and p-regions of the device grows. Current,
however, maintains a low, constant value. The small level of current at reverse bias is called
“generation current”, since it stems from minority carriers created when electron-hole pairs
are generated within a diffusion length of the depletion region.
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At open circuit, diffusion and drift currents cancel. Current in an ideal diode is thus zero
at zero voltage. The full current I in a p-n junction diode can be calculated by the diode
equation:

I = qA

(
Dp

Lp
pn +

Dn

Ln
np

)
(eqVapp/kBT − 1) (2.5)

where q is the elementary charge, A is the cross-sectional area of the junction, Dp, Dn, Lp,
and Ln are the diffusion constant (D) and diffusion length (L) for holes (p) and electrons
(n), pn is the concentration of holes on the n-side of the junction, np is the concentration
of electrons on the p-side of the junction, and Vapp is the applied voltage. This equation
describes the combined effect of drift and diffusion current at forward or reverse biases. [51]

Illuminating the junction with above-bandgap light increases the number of electron-hole
pairs generated within one diffusion length of the depletion region. This increases both the
generation current and the diffusion current. With a generation rate of g, the total increase
in the number of electron-hole pairs created in the depletion region or within one diffusion
length of the depletion region will be Ag(Lp + Ln +W ). This will change equation 2.5 into:

I = qA

(
Dp

Lp
pn +

Dn

Ln
np

)
(eqVapp/kBT − 1)− qAg(Lp + Ln +W ) (2.6)

This results in the entire IV-curve decreasing in a negative direction. This can be seen by
considering equation 2.6 at Vapp = 0. The first term becomes zero, leaving the current due
to illumination, which is insensitive to applied voltage. The effect of illumination on current
properties will be further considered in Chapter 3.

2.4 Semiconductor-electrolyte interface

Redox species in electrolyte solutions possess defined energy levels. A semiconductor
that comes into contact with an electrolyte solution must equilibrate its Fermi level with the
redox level of the solution. The equilibration process (equations 2.7 and 2.8) involves the
transfer of electrons from the conduction band into the oxidized form of the redox couple
(Ox) to form the reduced form of the redox couple (Red) or the transfer of holes from the
valence band to initiate the opposite process. [56]

Ox + e−(CB) → Red (2.7)

Red + h+
(V B) → Ox (2.8)

The process that occurs depends on the relative positioning of the potential of the redox
couple and the Fermi level in the semiconductor. A semiconductor with a Fermi level that



CHAPTER 2. EXPERIMENTAL 17

lies higher than the redox potential will equilibrate by transferring electrons, resulting in the
formation of a positive space charge region at the interface and upward band bending. A
semiconductor with a Fermi level that lies lower than the redox potential, on the other hand,
will equilibrate by transferring holes, resulting in the formation of a negative space charge
region at the interface and downward band bending. The width of the space charge region
is determined by the band bending Vsc and the dopant density N :

W =

√
2εrε0Vsc
eN

(2.9)

where e is the elementary charge. [57] On the electrolyte side of the interface, ions in the
electrolyte will gather to counteract the charge formed in the semiconductor space charge
region. This region is called the Helmholtz layer. The effect of the two opposing layers of
charge is to form a parallel-plate capacitor with a capacitance C of

C =
ε0εr
4πd

(2.10)

where d is the distance between the layers of charge. This can be further broken down
into an equivalent circuit incorporating two capacitors in series (Figure 2.7a), one for the
semiconductor space charge region with a capacitance CSC and one for the Helmholtz layer
(CH):

1

Ceq
=

1

CSC
+

1

CH
(2.11)

The voltage across the semiconductor and Helmholtz layer region drops in a linear fashion.
The charge density of a 0.1 M solution is typically on the order of 1020 cm−3, whereas
a typical dopant density in a semiconductor can range from 1015-1019 cm−3. Since the
absolute value of the total charge on each side of the interface is equal (qsc = -qH) and
C = q/V, most of the voltage drops over the semiconductor in the space charge region. [57]
Typically CH ranges from 10-100 µF cm−2 and is much larger than CSC . [58, 59] When
this is the case, the band edges of the semiconductor are pinned and the Fermi level shifts
with redox potential. This, however, breaks down with the introduction of surface states
on the sample. Surface states originate from a number of sources, such as unterminated
surface bonds or intermediate adsorbed species, and have their own discrete energy levels
within the semiconductor bandgap. At densities above 1013 cm−2, these surface states can
form surface bands that mediate charge transfer during the equilibration process between
the semiconductor and the electrolyte. Once the quantity of surface charge rises above 1% of
the quantity of charge in the semiconductor space charge region, it can no longer be assumed
that most of the voltage drops across the semiconductor space charge region. The adjusted
equivalent circuit diagram is that shown in Figure 2.7b, with the parallel capacitances of
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(a) (b)

semiconductor electrolyte
semiconductor electrolyte

CSC

CSC

CSS

CH CH

Figure 2.7: (a) equivalent circuit for a semiconductor/electrolyte interface with negligible
surface state density. (b) equivalent circuit for a semiconductor/electrolyte interface with
large surface state density.

the surface states and the space charge region in series with the Helmholtz capacitance. In
this case, a phenomenon called Fermi level pinning (FLP) occurs, in which the Fermi level is
fixed and the band edges move with the redox potential. [60] Complete Fermi level pinning
or complete band edge pinning are extreme limits and intermediate cases are possible; as
the density of surface states grows, the Fermi level becomes more pinned. The degree to
which a surface exhibits Fermi level pinning can be determined by plotting the measured
photovoltage of the sample versus the redox potential of the electrolyte. For a completely
unpinned surface, the Fermi level will move with the redox potential and the slope will be
unity. Fermi level pinning will result in a slope below one (see Figure 4.16 and surrounding
text). [61]

2.4.1 Electrochemical techniques

Electrochemical experiments were carried out in a custom Teflon three-electrode cell. A
three-electrode cell consists of a working, counter, and reference electrode. The working
electrode is the sample being measured. In the experiments in this thesis, all three-electrode
measurements use the working electrode as an anode. The counter electrode completes the
circuit and is free to handle the duties of the cathode. The counter electrode is chosen such
that the reduction half-reaction is not rate-limiting and does not impede processes measured
on the working electrode. All experiments described in this thesis use a platinum wire as
counter electrode. The potential of the working electrode is maintained by measuring against
the reference electrode. A reference electrode needs to be maximally non-polarizable, i.e.
its voltage must remain fixed over a wide range of current values. Scanning the voltage on
the working electrode will thus not change the voltage on the reference electrode, providing
an absolute reference. [56] The reference electrode used in all experiments in this thesis
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is a Ag/AgCl (in saturated NaCl) electrode (MF-2021, BASi, West Lafayette, IN). The
standard redox potential for Ag/AgCl is 0.206 V versus the normal hydrogen electrode
(NHE). Measurements were performed using a CHI1140B or CHI700E potentiostat from CH
Instruments (Austin, TX).

Two principal electrochemical techniques are used to monitor the properties of the mate-
rials in this thesis. Current is monitored by scanning the voltage sequentially in the positive
and negative directions with cyclic voltammetry (CV) scans. CV scans produce current
spectra with characteristic shape, allowing for fast determination of the state of the sample
surface. Comparing different CV spectra before and after spectroscopic scans allows iden-
tification of possible sample damage that warrants further investigation. For anodes doing
the water oxidation reaction, a large increase in anodic current indicates the onset of O2

evolution. The shift of current onset potential in the CV due to illumination can be used
as a tool to determine the flat band potential. The capacitance of the space charge region
(CSC) can be determined using electrochemical impedance spectroscopy (EIS). EIS applies
an alternating current at a defined and alterable frequency. CSC can be determined by using
a Mott-Schottky plot as

1

C2
SC

=
2

eA2εrε0N

(
|V − Vfb| −

kBT

e

)
(2.12)

where A is the area of the electrode, N is the dopant density, V is the applied potential,
and Vfb is the flat band potential. The dopant density and the flat band potential can be
found from the slope and the intercept of the plot, respectively. The usage of equation 2.12,
however, requires a few assumptions. It is assumed that surface state density is low, i.e.
CH � CSC . In addition, interfacial layers, such as an oxide between the material under
study and the electrolyte, must be absent. [59, 62] The energetic positioning and kinetic role
of surface states can still be probed with clever variance of input frequency, making EIS a
useful tool for the electrochemical characterization of surface fields. [63, 64]
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Chapter 3

Spectroscopic Probe of Coherent
Acoustic Oscillations Originating from
Buried Interfaces

Mondaugen set out for his turret and oscillograph, and the
comforts of Science, which are glacial and few.

V.
Thomas Pynchon

3.1 Introduction

Modern buried junction photoanodes contain not only the p-n junction electric field in
the light absorber, but also interfacial electric fields at the interface between the light ab-
sorber and the catalytic surface layer. The materials used for water splitting predominantly
involve thin-film transition metal oxides (TMO) for the catalytic overlayer with III/V or Si
semiconductors for the underlying light absorber [29, 30, 65, 66]; an appropriately chosen
transition metal oxide can simultaneously perform duties of O2 evolution, protection of the
semiconductor light absorber from degradation in aqueous solution, and reduction of surface
recombination by passivation of surface defects.

Efficient device function requires that a charge carrier created in the light absorbing
layer of the device be able to seamlessly transfer from the light absorber to the catalytic
component of the device. This requires an Ohmic junction between the two components;
other electric field structures, such as Schottky barriers, can detrimentally impede the current
flow into the catalytic overlayer. Knowledge of the nature of the electric field at the interface
between light absorber and catalytic layer is thus essential to the functioning of the overall
device. However, typical photoelectrical measures of device function, such as photocurrent
and photovoltage measurements, report on the functioning of the entire device and are
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unable to isolate the performance of a single interface. In this chapter, an all-optical way of
detecting the charge separated carriers that cross the semiconductor/TMO interface within a
GaAs/TMO buried junction model photoanode is described. Coherent longitudinal acoustic
phonon (CLAP) waves resulting from the inverse piezoelectric effect, in which drifting charge
carriers screen interfacial electric fields, cause large signal oscillations in transient reflectivity
data. These oscillations have characteristic magnitude and frequency depending on whether
they originate in the GaAs or TMO. The results open the door for better interface-specific
quantification of electric field strength, both by theoretical modeling and further experiments.

The chapter is organized as follows. Section 3.2 describes the model photoanode devices,
including junction electric field magnitudes, processing techniques, and current-voltage prop-
erties. Section 3.3 describes the main spectroscopic results. Initial studies using probe illu-
mination at 800 nm and 400 nm are described, followed by investigation and identification
of CLAP waves induced by arrival of charge carriers. Section 3.4 discusses the origin of the
phonons. Finally, section 3.5 discusses how this technique sets the groundwork for quantita-
tive all-optical characterization of interfacial electric fields and proposes further experiments.

3.2 GaAs device structure

Two model buried junction photoanodes were designed to test the transport of charge
through the device and purchased from Intelligent Epitaxy Technology, Inc. (Richardson,
TX 75081). The first device, called “np-GaAs” in this thesis, consists of a thick semi-
insulating (SI) GaAs (100) substrate with epitaxial layers of, in order, 100 nm In0.485Ga0.515P
doped with silicon at a density of 2.0 × 1019 cm−3, 50 nm n-GaAs doped with silicon at
a density of 2.0 × 1019 cm−3, and 860 nm p-GaAs doped with beryllium at a density of
3.0 × 1015 cm−3. The second device, called “npp+ GaAs” in this thesis, is deposited on a
n-doped GaAs substrate and contains InGaP and GaAs layers with thicknesses and dopant
densities identical to the first but includes a 70 nm thick capping layer of p+ GaAs doped
at 2.0 × 1019 cm−3. Both devices are depicted in Figure 3.1 with a schematic band bending
to depict the direction of charge carrier drift. Throughout this thesis, the left side of the
device (InGaP and n-GaAs side) in Figure 3.1 will be referred to as the “back side” of the
device, and the right side of the device (p-GaAs and TMO side) will be referred to as the
“front side”. The thick substrate layer provides mechanical support for the epitaxial layers,
the InGaP layer serves as an etch stop (etching procedure described in section 3.2.2), and
the np-GaAs junction provides an upward bending electric field to shuttle holes to the front
end of the device. Samples of about one square centimeter were scored and removed from
the 4” diameter master sample.

TMO layers are notated as follows. Samples with a 4 nm Ir adhesion layer topped by
15 nm sputtered IrO2 are labeled “4 nm Ir + 15 nm IrO2”, “15 nm IrO2”, or simply “IrO2”.
All refer to the same deposition recipe of 4 nm Ir plus 15 nm IrO2. Samples with PVD
(sputtered) Co3O4 are labeled “PVD Co3O4” or “sputtered Co3O4” for both 10 and 80 nm
depositions. Samples deposited with Co3O4 by atomic layer deposition (ALD) at 300◦ C
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or 100 ◦C are notated “300◦ C ALD Co3O4”, “300◦ C ALD”, or the analogs for 100 ◦C as
appropriate.

SI GaAs

100 nm In0.485Ga0.515P

50 nm n-GaAs
860 nm p-GaAs

TMO

pump
(back)

probe

Ef

VB

CB

+

-

pump
(front)

SI GaAs

100 nm In0.485Ga0.515P

50 nm n-GaAs
860 nm p-GaAs

TMO

pump
(back)

probe

Ef

VB

CB

+

-

pump
(front)

70 nm p+ GaAs

(a)

(b)

Figure 3.1: Diagram of the two GaAs layered samples used in this study, denoted as (a)
np-GaAs and (b) npp+ GaAs.

3.2.1 GaAs device calculations

As most experiments in this thesis used the np-GaAs sample rather than the npp+ GaAs
sample, and the devices differ only in the substrate and capping layer, calculations will be
given for the former and not the latter unless noted.

3.2.1.1 Device junction details

The depletion width W of the np-GaAs junction can be found by [51]
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W =

(
2εε0kBT

q2
∗ ln

(
NaNd

n2
i

)
∗
(

1

Na

+
1

Nd

))1/2

(3.1)

where ε ε0, k, T , q, Na, Nd, and ni are the relative permittivity of GaAs, the permittivity
of vacuum, the Boltzmann constant, temperature, elementary charge, doping density for
p- and n-GaAs, and intrinsic doping of GaAs, respectively. Applying Eq. 3.1 yields a junction
width of 770 nm. The width on each side of the junction is calculated with

Wn =
W

1 +Nd/Na

Wp =
W

1 +Na/Nd

(3.2)

on the n- and p-sides, respectively. Eq. 3.2 yields a junction that is nearly entirely on the
p-side, with Wn = 1 nm; the approximation Wp = W is used here. The electric field is a
maximum at the center of the junction and can be calculated via

Ex=0 = −qNaWp

εε0
= −qNdWn

εε0
(3.3)

Applying Eq. 3.3 gives an electric field of 32 kV/cm at the center of the junction. Under the
depletion approximation, this electric field decreases to zero at the edges of the depletion
region, represented graphically in Figure 3.2.

n p

Figure 3.2: Distribution of electric field within the GaAs np junction. Center of the junction
is represented as x = 0.

The built-in voltage of the GaAs junction can be found by calculating the deviation of
the Fermi levels from the intrinsic Fermi level on the n- and p-sides of the junction:

Ef,n − Ef,i = kBT ln(
Nd

ni
) Ef,p − Ef,i = kBT ln(

Na

ni
) (3.4)
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where Ef,n, Ef,p, Ef,i are the Fermi levels on the n- and p-sides of the junction and the
intrinsic Fermi level, respectively. Applying Eq. 3.4 gives a shift of 0.68 eV on the n-side
and a shift of 0.55 eV on the p-side, giving a total built-in voltage of 1.23 eV.

The velocity of holes as they move under the impulse of the built-in field is estimated by
multiplying the hole mobility (µh = 400 cm2 V−1 s−1) and the built-in field magnitude (Ebi

= 32 kV/cm). This estimates the velocity of holes vh to be ∼ 107 cm/s, in agreement with
measured results. [67–69] The time required for a hole originating at the junction center to
travel across the GaAs device can be calculated as W/vh. This produces an estimated hole
transit time of 7 ps through the junction.

3.2.1.2 Photo-induced temperature rise

The temperature increase of the GaAs sample due to pump laser illumination can be
estimated as

∆T =
Iabsm

ρCp
∗ Ephoton − Eg

Eg
(3.5)

where Iabs is the absorbed pump fluence (J cm−3) per pulse within the excitation volume,
m is the molar mass of GaAs (g mol−1), ρ is the mass density of GaAs (g cm−3), Cp is the
heat capacity of GaAs (J mol−1 K−1), Eg is the bandgap energy, and Ephoton is the pump
photon energy. This equation assumes that only the portion of the pump photon energy that
exceeds the bandgap energy will be converted to heat as photo-excited carriers thermalize
to the band edge. For an absorbed pump fluence of 0.001 J cm−3 at Ephoton = 1.55 eV, and
given GaAs values of m = 144.5 g mol−1, ρ = 5.32 g cm−3, and Cp = 47.0 J mol−1 K−1, the
temperature increase is estimated to be 0.9 K. [70, 71]

3.2.2 Methods

Transient reflectivity measurements were performed with a pump-probe geometry using
∼150 fs laser pulses from a Ti:sapphire laser with a fundamental wavelength of 800 nm.
400 nm probe light was generated by reflecting a portion of the fundamental with a beam
splitter and directing the beam onto a beta barium borate (BBO) crystal. Probe wavelengths
between 475-700 nm were generated by focusing the fundamental beam through a sapphire
plate. Probe wavelengths between 400-475 nm and below 400 nm were generated with an
OPerA Solo optical parametric amplifier (OPA) from Coherent Inc. (Santa Clara, CA). The
800 nm pump beam was focused on the sample from either the back (n-p junction) side or
the front (TMO) side, depending on the particular experiment, while the probe beam was
focused on the sample from the front, as shown in Fig. 3.1. The reflected 400 nm probe beam
was collected on a Si photodiode and recorded with a lock-in amplifier. Probe wavelengths
between 400-475 nm and below 400 nm were collected with a charge-coupled device (CCD)
from Ultrafast Systems (Sarasota, FL). Changes in reflectivity (∆R/R) were monitored by
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delaying the probe pulse in time with respect to the pump pulse using an optical delay stage.
The pump beam was mechanically chopped at 300 Hz when using lock-in detection.

10-80 nm Co3O4 and 15 nm IrO2 were grown on top of the np-GaAs device by either
physical vapor deposition (PVD) or atomic layer deposition (ALD). Co3O4 and IrO2 were
deposited by RF reactive sputtering using a 3 inch Co and Ir target, respectively. Co3O4

deposition used a power of 200 W, a 9:1 ratio of Ar:O2 at a total pressure of 5 mTorr, and a
substrate temperature of 500 ◦C. IrO2 deposition used a power of 75 W, a 3:2 ratio of Ar:O2 at
a total working pressure of 5 mTorr, and a substrate temperature of 300◦ C. ALD-deposited
Co3O4 was deposited in an Oxford FLexAl system at either 300◦ C or 100 ◦C from a CoCp2

precursor with oxygen plasma as the oxidant. PVD samples were sonicated in acetone and
isopropanol prior to deposition, and ALD samples were subject to a 2-minute buffered HF
etch prior to deposition to remove the native oxide of the material. ALD deposition was
conducted by Dr. Jinhui Yang of the Joint Center for Artificial Photosynthesis.

The etching procedure used to prepare samples for spectroscopy is depicted in Figure 3.3.
Kapton (polyimide) tape is used to cover the back side and about 80% of the front side of the
sample for front side etching to the InGaP layer. The sample is immersed in a “Piranha”
solution consisting of a volumetric ratio of 5:1:1 of H2SO4:H2O2:H2O. Preparation of the
Piranha solution releases large amounts of heat and requires protective gloves, a chemical
apron, and a face shield. The solution must be disposed of properly and carefully after etch-
ing. Upon removal from the etch solution, the samples are rinsed and the tape is removed
to reveal a shelf on the sample that reaches to the InGaP layer. Contact profilometry mea-
surements confirm that distance from the top of the sample to the InGaP level is ≈900 nm.
With the shelf present, thin film deposition, if necessary, may occur as described in the last
paragraph. In order to expose the np-GaAs junction from the back side, the semi-insulating
GaAs substrate is selectively removed down to the InGaP layer by wet etching with a 4.2 M
solution of citric acid mixed with 30% hydrogen peroxide in a 5:1 volume ratio. The n-p
junction is protected from the etch solution by adhering a silicon wafer with Crystalbond
509 adhesive, and an etch mask is formed with Kapton tape around all but the area to be
etched. The etch proceeds at a rate of ∼10 microns per hour at room temperature. This
etch, while slower than the Piranha etch, requires far fewer safety precautions and the Kap-
ton mask can protect the sample from the solution much more effectively. After removing
the sample from the etching solution and rinsing with water, the Kapton tape is removed.
The protectant silicon wafer is removed by heating the sample on a hot plate to ≈110◦ C to
melt the Crystalbond 509, then carefully sliding the sample off of the silicon. The remaining
adhesive is dissolved by immersing the sample in acetone for a few minutes. Nitrogen is
used to dry the sample. Each of the steps after the citric acid etch must be done gently, as
the InGaP/n/p-GaAs window is only about one micron thick. Touching the window with
tweezers, dropping the sample, or even blowing on the sample too hard with the nitrogen
source can cause the sample window to break. A successful etch can be verified by holding
the sample up to a light source. The etched window depth of about one micron represents
approximately one penetration depth of light in GaAs, so the light will be visible but atten-
uated through the window, while no light will transmit through the unetched area around
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the window.

a b

c

e d

SI GaAs

p-GaAsn-GaAs
InGaP

Figure 3.3: Schematic of etching procedure used to prepare samples for spectroscopy. Be-
ginning with an np-GaAs sample, (a) Kapton tape is used to mask the back side and ≈80%
of the front side of the sample. (b) A ≈60 second dip in Piranha solution (described in text)
removes the n- and p-GaAs layers, leaving the InGaP exposed from the front for contacting.
(c) Thin film deposition occurs if necessary. (d) The topside of the sample is protected with
a silicon wafer, and the whole assembly is masked with Kapton tape, leaving a small area to
be etched on the back side. (e) Etching in citric acid solution (described in text), removal
of the tape and silicon, and washing in acetone produces the final sample.

A suggestion for future researchers would be to consider eliminating the Piranha etching
step entirely, instead etching both the front and back side with the citric acid etch. While
this etch will proceed more slowly, it should still finish within 6 minutes given an etch
rate of about 10 microns per hour, without the protective measures and caustic chemicals
needed for the Piranha etch. A good resource for GaAs etching techniques is Ralph Williams’
Modern GaAs Processing Methods, cited here. [72] A further suggestion would be to eliminate
Kapton tape as the masking medium for the citric acid etch. While functional, the Kapton
tape application is time-intensive and occasionally ineffective, as etching solution leaks under
the Kapton tape and partially dissolves the GaAs or overlayer film. This could be avoided
by designing a reusable etching cell made of Teflon that uses chemically resistant O-rings to
restrict the etchant to just the desired areas of the sample. A prototype design for a Teflon
cell designed to etch a single sample is depicted in Figure 3.4. The design could easily be
scaled up to allow for the etching of many samples at one time.

3.2.3 Device current properties

Current-voltage (IV) measurements were used to quantify the amount of charge reaching
each end of the GaAs device and verify that holes are being driven towards the p-GaAs/air
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30 mm
5 mm

5 mm

Side view

Top view

Teflon screws

O-rings
hole

Sample

hole

Figure 3.4: Prototype design of a Teflon cell for etching the GaAs samples. Two Teflon
slabs of 5 mm thickness are used to sandwich an O-ring to isolate the sample chamber from
the etchant. A second set of O-rings is used to isolate just the portion of the sample that
requires etching. Screws at the corners clamp the large O-ring, and a drilled hole in the
center of the top Teflon slab allows etchant access to the sample.
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Figure 3.5: (a) Current-voltage curves are measured with a Keithley 2400 SourceMeter con-
nected to the sample with a Ga-In eutectic contact on InGaP and a silver paste contact on
TMO overlayer (b) illuminated data shows increase in current in reverse bias region (nega-
tive voltages). (c) photocurrent is calculated by subtracting dark current from illuminated
current. Photocurrent density is calculated by dividing photocurrent by the area of the
illuminated spot.
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interface. Figure 3.5a shows a schematic of the IV testing setup. A voltage was applied with
a Keithley 2400 SourceMeter and current was measured by connecting leads to the exposed
InGaP layer with Ga-In eutectic and to the TMO layer with silver paste, or to p-GaAs with a
sputtered gold film in samples with no TMO layer. These contacts were selected due to their
ohmic current properties. The InGaP layer was dipped in 20% ammonium hydroxide prior
to contact application to remove the native oxide layer of the InGaP. Illumination during
measurements was applied from the front or the back of the device as defined in Figure 3.5a.
Figure 3.5b displays example IV curves in the dark (blue) and under 5.4 mJ cm−2 fs laser
illumination. Current follows a diode-like shape, deviating at larger negative voltages due to
bulk-defect-state-mediated charger carrier creation that grows larger with increasing reverse
bias. [51] Photocurrent (Figure 3.5c) is calculated by subtracting current in the dark from
current under illumination. Typical photocurrent levels for the np-GaAs junctions are in
the single µA. Photocurrent density is calculated by dividing the photocurrent by the area
of the illuminated spot, giving values of a few mA cm−2. Samples were found to be more
sensitive to illumination power rather than illumination power density, making comparison
of photocurrent density values only possible if similar illumination spot sizes were used. In
this thesis, femtosecond laser results used similar spot sizes and are reported as photocurrent
density. Diode laser results, however, sometimes used different illumination spot sizes. In
the cases where different illumination spot sizes were used, photocurrent is reported rather
than photocurrent density.

Figure 3.6 displays IV curves for np-GaAs and npp+ GaAs samples. Each lettered graph
denotes a different sample with (a) np-GaAs with no TMO overlayer, (b) np-GaAs with
20 nm Co3O4 overlayer, (c) and (d) np-GaAs with 80 nm Co3O4, and (e) npp+ GaAs with
80 nm Co3O4 overlayer, with IV data from illumination with 120 fs 800 nm laser illumination
(top plot) and continuous wave (CW) diode illumination at 808 nm (bottom plot). Data is
presented for back side (black) and front side (red) illumination at low (dotted) and high
(solid) power or fluence levels. A number of trends can be seen in the data:

1. Each sample displays a diode-like turn-on at a voltage of 0.5 V.

2. CW diode illumination produces smooth I-V curves in all cases. The fs pulsed illumi-
nation shows greater noise in all cases, despite using the same contacts on the same
sample. A magnifier for this noise is the absence of a TMO overlayer.

3. The pulsed femtosecond illumination shows higher current density when using front
illumination rather than back illumination in all cases. The current levels in the CW
diode illumination does not have a definitive geometry preference.

4. The npp+ GaAs sample yields greater current levels than the np-GaAs samples under
femtosecond illumination.

Item 1 above stems from using the same master sample of high-quality epitaxial junctions
for all devices tested. The uniformity of the GaAs junction regardless of type of TMO
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Figure 3.6: Current-voltage curves for np-GaAs and npp+ GaAs samples in the pump front
(red) and pump back (black) geometries. The top graph in each pair shows 800 nm fs laser
photocurrent density at 0.4 mJ cm−2 (dotted) and 5.4 mJ cm−2 (solid), and the bottom
graph in each pair shows 808 nm continuous wave diode laser illumination photocurrent at
20 mW cm−2 (dotted) and 200 mW cm−2 (solid). (a) np-GaAs without TMO overlayer, (b)
np-GaAs with 20 nm sputtered Co3O4 overlayer, (c) and (d) np-GaAs with 80 nm sputtered
Co3O4 overlayer, and (e) npp+ GaAs with 80 nm sputtered Co3O4 overlayer.
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layer assures that current-voltage data will be comparable across multiple samples, since the
photocurrent originates in the GaAs junction. Small changes between similar samples, such
as the slightly different current levels observed between samples with 80 nm PVD Co3O4

(Figure 3.6c and d), are thus not due to differences in the GaAs junction, but rather due
to contact issues or slight differences in the interface between GaAs and TMO, which can
impede current flow.

Item 2 is postulated to be a product of the pulsed nature of the femtosecond illumination.
Integrated over a full second, the pulsed femtosecond illumination deposits 5.4 W cm−2 onto
the sample, far higher than the 0.2 W cm−2 highest level for the diode illumination. This
level of illumination delivered in short bursts jolts the system out of equilibrium every time
a pulse is delivered and can negatively affect the rectification of current both from the GaAs
to the contacts and from the contacts into the leads of the measurement device. This line of
reasoning is supported by noting that the greatest noise occurs for femtosecond illumination
of the sample with no TMO layer deposited (Figure 3.6a). This sample used a ≈100 nm
sputtered gold contact on the p-GaAs, making contact with the measurement device only at
the needle tip. In contrast, other samples used silver paste as a contact, which is amorphous,
has a thickness on the order of microns, and can better envelop the measurement probe. Any
lattice perturbation or electric field changes due to charge carrier influx at the GaAs/Au or
Au/probe interfaces could result in momentary disturbances to charge flow. Note that the
noise of large magnitude seen in Figure 3.6a is only present at the highest power levels and
with femtosecond illumination and is not present in other samples at the highest power
levels, proving the issue to be with the combination of gold contacts, high power, and pulsed
illumination. Other samples also experience noise of a smaller magnitude with femtosecond
illumination and high power (notably Figure 3.6e), but the magnitude is significantly lower
due to the use of silver paste as a contact to the TMO.

Item 3 suggests that illumination in closest proximity to the p-GaAs (front side) contact
results in higher photocurrent. Upon illumination, charge carriers must make their way to
the contact to be measured. Due to the band bending in the device (Figures 3.1 and 3.2),
holes are driven to the p-GaAs or TMO contact and electrons to the Ga-In contact on the
InGaP. Illumination in the back creates most charge carriers far from the p-GaAs contact,
forcing photoelectrons to move a short distance to be collected and photoholes to move a
long distance to be collected. Illumination in the front yields the opposite situation, with
photoholes needing to move a shorter distance than photoelectrons. The lower photocurrent
in back illumination may reveal that photohole transport and collection at the contact is the
limiting process in the device. Holes in GaAs have a mobility and diffusion constant over 20
times smaller than electrons, and photoholes deposited primarily near the back side of the
device would need to traverse the length of the device before collection, a process calculated
to take about 10 ps (section 3.2.1). [51] Transient absorption measurements using back side
illumination (detailed below in figure 3.13) note approximately a 50% decrease in signal
10 ps after photoexcitation, suggesting that recombination of photoholes could significantly
decrease photocurrent by the time the holes arrive at the contact. A definitive conclusion is
not provable without a systematic study of the photocurrent in devices with variable junction
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length and variable doping.
Lastly, item 4 is a result of the altered band bending at the front end of the device. With

a strongly doped p-GaAs capping layer, the bands of the device will bend sharply upwards,
driving holes to the collection point. The p+ GaAs is not thin enough to serve effectively
as a tunnel junction, suggesting that the increased current stems directly from the larger
band bending (and consequent increased electric field). This serves as further evidence that
photoholes, rather than photoelectrons, determine the current properties of the junction,
since the increase in upward band-bending at the interface will affect hole transport and
impede electron transport to the silver paste contact. A systematic study involving GaAs
capping layers of variable thickness and variable doping level would be needed to definitively
prove the mechanism of the higher current in the npp+ devices.
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Figure 3.7: (left-axis) Open-circuit photocurrent versus excitation wavelength for np-GaAs
samples with no Co3O4 (red squares) and 20 nm Co3O4 (red triangles) overlayer, and
npp+ GaAs with 80 nm Co3O4 (red circles) overlayer, obtained with monochromated Xe
lamp excitation. (right-axis) Penetration depth of light through GaAs and Co3O4.

The photocurrent properties were further tested at a power of 20 µW by varying the
wavelength of excitation with an incoherent broadband xenon lamp and monochromator.
Figure 3.7 displays front illumination photocurrent (red traces, left axis) for np-GaAs samples
with 80 nm Co3O4 (circles) and 20 nm Co3O4 (triangles) and npp+ GaAs with no TMO
overlayer (squares). Also shown (blue traces, right axis) are the penetration depth of light
in GaAs (solid) and Co3O4 (dotted). Beginning with longer wavelengths, a steep drop-off
in photocurrent is noted at the bandgap of GaAs (885 nm), reflecting the origin of the
photocurrent in the np-GaAs diode. The sample with no TMO overlayer has a decrease in
photocurrent that closely follows the decrease in the penetration depth of the light. The
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other two samples with TMO overlayers see similar decreases in the photocurrent of light
as wavelength decreases, but with an added depression due to the TMO overlayer blocking
a certain portion of light from reaching the GaAs junction. The influence of the TMO
overlayer becomes progressively greater with larger thickness. This can be seen by comparing
the penetration depth of light in the Co3O4 with the photocurrent data for the 80 nm
Co3O4 sample. Both the photocurrent and the penetration depth plateau in the 600-800 nm
region. The TMO overlayer is thus blocking light from reaching GaAs region in which the
photocurrent is produced. As the Co3O4 becomes more transmissive in higher wavelength
regions, more light reaches the GaAs, producing more photocurrent.

The photocurrent response at longer wavelengths was tested by illuminating the sample
from the front with 150 fs pulsed output from an OPA. Figure 3.8 displays photocurrent
measured on the same sample of npp+ GaAs with 80 nm Co3O4 used in Figure 3.7 (red) as
well as a sample of npp+ GaAs with no TMO overlayer (blue). Although the photocurrent
does drop off at a wavelength value corresponding to the bandgap, there is still appreciable
photocurrent at infrared wavelengths. This photocurrent persists until 1800 nm, where it
decreases to near zero for the sample with no TMO overlayer and 0.2 µA for the sample
with 80 nm Co3O4 overlayer (inset of Figure 3.8). While both samples display the same
trends in photocurrent decrease, the photocurrent value from the sample with 80 nm Co3O4

is about 0.05 µA higher in the wavelength range of 1200-1600 nm, but is 0.2 µA higher in
the wavelength range of 1800-2000 nm. The increased value of photocurrent in the film with
the 80 nm Co3O4 corresponds roughly to the d-d band absorption region of Co3O4. [73]
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Figure 3.8: Photocurrent versus excitation wavelength for npp+ GaAs samples with no Co3O4

(blue) and 20 nm Co3O4 (red) overlayer, obtained with 150 fs pulsed OPA output. Inset:
zoom on wavelength region from 1200 to 2000 nm (left). Absorbance of a 10 nm Co3O4 thin
film on glass (right).
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The importance of the particular illumination geometry was considered by comparing
front illumination, back illumination, and a combination of front and back illumination
with a 120 fs laser source on both np-GaAs and npp+ GaAs samples (Figure 3.9). Back
illumination at 0.4 mJ cm−2 produces far less current than front illumination at the same
fluence level, as was also seen in Figure 3.6 for the fs laser illuminated samples. However,
illuminating both back and front sides with 0.4 mJ cm−2 simultaneously does not produce
more current than illuminating the front side alone. Current in the GaAs device thus reaches
a saturation level that can be accessed at lower fluence levels when illuminating from the
front of the device.
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Figure 3.9: Photocurrent density of (a) np-GaAs with 80 nm Co3O4 overlayer and (b) npp+

GaAs with 80 nm Co3O4 overlayer, illuminated at 0.4 mJ cm−2 with 800 nm 150 fs pulsed
laser illumination from the back (black), front (red), or both front and back (blue).

A thin film of Co3O4 on glass does not generate photocurrent under any illumination
method. The Co3O4 TMO overlayer would thus not be expected to contribute to the pho-
tocurrent of the overall device, and there should be no dependence of the device photocurrent
on the thickness of the film. Plotting the level of photocurrent for np-GaAs samples with
varying levels of TMO thickness (from Figure 3.6a, b, c, and d) reveals that every combi-
nation of front and back side illumination and low (0.4 mJ cm−2) and high (5.4 mJ cm−2)
power indeed displays no dependence of photocurrent on Co3O4 thickness except in the case
of high power and front side illumination, which shows a linear increase in the absolute value
of photocurrent density at a rate of 11 µA cm−2 per nm of TMO film (Figure 3.10). Coupled
with the higher photocurrent seen near the d-d band absorption region of the TMO in the
xenon lamp spectra (Figure 3.8), this suggests that the TMO overlayer may be providing a
boost to the device photocurrent via the d-states of the Co3O4 film. However, the magnitude
of the d-d state photocurrent boost in Figure 3.8 is small, and the increase in photocurrent
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with TMO thickness is not reliably reproduced when illuminating with a continuous wave
diode source (bottom plots of Figure 3.6). In addition, xenon lamp illumination shows the
TMO film simply blocking light from reaching the GaAs rather than contributing its own
current (Figure 3.7). Reproduction of the boost with high power femtosecond illumination
would require measuring the photocurrent on a much larger, statistically significant number
of samples with systematically varied TMO layer thickness. If a reproducible dependence of
photocurrent on TMO thickness emerges for samples illuminated from the front, but not the
back, then it can be stated that the TMO layer is contributing photocurrent to the overall
device. With the data presented here, however, the effect is unproven and of a negligible
magnitude.
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Figure 3.10: Photocurrent density of np-GaAs samples with varying thicknesses of Co3O4

overlayer for low (triangles) and high (circles) power and front (red) and back (black) illu-
mination with a 150 fs laser. Linear lines are fits to the data for low power (dotted) and
high power (solid) data.

3.2.4 Device Quantum Efficiency

The number of photocarriers reaching the TMO can be calculated with a combination of
absorbed fluence calculations and current-voltage data. The absorbed fluence is calculated
as the incident fluence in mJ cm−2 (for femtosecond measurements) or mW cm−2 (for CW
diode measurements) minus the fluences reflected from the surface for pump front and pump
back geometries, absorbed by the TMO (for pump front geometry), and transmitted through
the bulk of the device,

Iabs = (1−R)(1− A)(Iinc ∗ (1− 10−α`)) (3.6)

where R is the reflection coefficient, A is the calculated absorbance of the TMO layer, Iinc
is the measured incident fluence, α is the absorption coefficient of GaAs (13445 cm−1) [74],
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and ` is the device length (910 nm). This is converted to the density of absorbed photons
within the excitation volume per second by dividing by the energy per photon (mJ) and the
length of the device (cm) and multiplying by the repetition rate of the laser for femtosecond
measurements to obtain a value with units of cm−3 s−1:

Pabs = K ∗ Iabs
`
∗ λ
hc

(3.7)

where λ, h, and c, are the photon wavelength, Planck constant, and speed of light, respec-
tively, and K is the repetition rate of the laser (1000 s−1) and is only included for pulsed
measurements. The calculated variance in the density of absorbed photons for pulsed exper-
iments, considering different reflectivity and absorbance values for front (in color) and back
(in black) side illumination, is displayed in Figure 3.11.

10 nm Co3O4

back

25 nm Co3O4
IrO2
80 nm Co3O4

Figure 3.11: Calculated absorbed photon density per pulse (cm−3) versus incident laser
fluence (mJ cm−2) for pump front (in color) and pump back geometries (black) for all TMO
types used in this study.

The quantum efficiency, or rate at which photons are converted to electrons and holes,
can be determined by comparing the number of absorbed photons with photocurrent data
for the GaAs junctions. The QE of the GaAs device is estimated here from np-GaAs with a
20 nm Co3O4 overlayer (Figure 3.6b). The photocarrier density per second Hphoto (cm−3 s−1)
is calculated from the photocurrent density Aphoto (mA cm−2) in the negative bias region of
Figure 3.6b, at -1.5 V, by

Hphoto =
Aphoto
` ∗ q

(3.8)
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where q is the fundamental charge. The QE for the device can then be calculated as:

QE =
Hphoto

Pabs
∗ 100 (3.9)

QE values calculated from Eq. 3.7, 3.8, and 3.9 and Figure 3.6 are listed in Table 3.1.

laser geometry fluence Hphoto(cm−3 s−1) Pabs (cm−3 s−1) QE (%)
fs back 0.4 mJ cm−2 1.2 ∗ 1019 1.1 ∗ 1022 0.11
fs back 5.4 mJ cm−2 5.1 ∗ 1019 15 ∗ 1022 0.034
fs front 0.4 mJ cm−2 3.9 ∗ 1019 1.0 ∗ 1022 0.36
fs front 5.4 mJ cm−2 19 ∗ 1019 15 ∗ 1022 0.13

diode back 20 mW cm−2 19 ∗ 1019 5.6 ∗ 1020 33
diode back 200 mW cm−2 99 ∗ 1019 56 ∗ 1020 18
diode front 20 mW cm−2 13 ∗ 1019 5.4 ∗ 1020 23
diode front 200 mW cm−2 61 ∗ 1019 54 ∗ 1020 11

Table 3.1: Quantum efficiencies for 20 nm Co3O4 overlayer (from Figure 3.6b).

The ordering of quantum efficiency follows the ordering of current seen in Figure 3.6 — for
femtosecond illumination, quantum efficiency is always higher in the pump front geometry.
QE values are particularly high under CW diode illumination due to significantly higher
current levels. Quantum efficiency decreases under higher fluence levels due to saturation of
the absorptivity of the GaAs diode, as seen in Figure 3.9.

3.2.5 Fitting and FFT adjustment procedure

Transient reflectivity spectra were fit to a linear combination of exponential decays and
exponentially damped oscillatory components as follows:

fit =
n∑
1

An exp

(
σ2

2τ 2
n

− t

τn

)
erfc

(
σ2 − τnt√

2στn

)
+

m∑
1

Am exp

(
σ2

2τ 2
m

− t

τm

)
erfc

(
σ2 − τmt√

2στm

)
sin(kmt + φm) (3.10)

where A, τ , σ, k, and φ are fitting parameters and t is time delay. The linear combination fit
can be separated into its exponential decay (the first part of equation 3.10) and oscillatory
(the second part of equation 3.10) components to isolate just the oscillatory part of the
raw data. Figure 3.12a shows the raw data (black), the exponential component of the fit
from equation 3.10 (red dotted), and the raw data minus the exponential fit, producing the
oscillatory portion of the raw data (blue).
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Figure 3.12: An explanation of the procedure used to generate FFT spectra. (a) Represen-
tative data of np-GaAs with IrO2 overlayer at 3.6 mJ cm−2 (black), a linear combination of
exponential decay functions as described in the text (dotted red), and the raw data minus
the exponential fit (blue) to obtain just the damped oscillatory component of the raw data.

The effect of the oscillatory component extraction is shown in Figure 3.12b for np-GaAs
with IrO2 overlayer at 3.6 mJ cm−2 pump fluence, for pump back (black) and pump front
(red) geometries. The left-most graph shows the FFT of the raw data. A noticeable back-
ground exists due to the exponential decay component of the transient reflectivity. The
middle graph shows the FFT spectra for the extracted oscillatory component of the raw
data. This isolates the frequencies of the oscillation without the background from the expo-
nential decay component of the data. FFT spectra were then adjusted via Fresnel’s equations
to account for pump reflection losses at each interface (TMO/air, TMO/GaAs, InGaP/air,
GaAs/InGaP) for pump front and pump back geometries as well as absorption of light by
the TMO layer for pump front geometries (right-most graph of Figure 3.12b). The fraction
of light reflected from a surface at normal incidence is calculated as

R =

(
n1 − n2

n1 + n2

)2

(3.11)

where nx denotes the refractive index of medium x. Pump front geometry calculations
incorporate absorption of light by the TMO as A = 1−e−d/m, where d is the thickness of the
TMO layer and m is the penetration depth of the pump light in the TMO layer, calculated
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as m = λ
4πk

, where λ is the pump wavelength and k is the imaginary component of the
refractive index. Transmission calculated for pump front geometries considers reflection
at the air/TMO and TMO/GaAs interfaces as well as absorption in the TMO film, as
%T = (1 − R1)(1 − R2)(1 − A) ∗ 100. The calculations for pump back geometries consider
reflection at the air/InGaP and InGaP/GaAs interfaces as %T = (1 − R1)(1 − R2) ∗ 100.
Absorption of pump light at 800 nm is negligible in the InGaP layer and is not considered.
The final %T values for each of the TMO types and excitation geometries are shown in
Table 3.2.

geometry TMO d (nm) InGaP n GaAs n TMO n 1-A %T
back all 3.33 3.68 71
front ALD Co3O4 25 3.68 2.93 0.81 54
front PVD Co3O4 80 3.68 2.93 0.50 33
front IrO2 15 3.68 1.70 0.64 52

Table 3.2: Light Transmitted to GaAs junction. [74–77]

Refractive index values were obtained from the references cited in the caption of Table 3.2
or, in the case of Co3O4, via experimental ellipsometry data for PVD Co3O4 on glass. Fourier
transform spectra were then adjusted to account for reflection losses so that all spectra
are normalized to the same absorbed fluence. FFT spectra of transient reflectivity traces
obtained with pump fluence values below 3.6 mJ cm−2 were also adjusted to normalize for
the varied pump fluences. The total adjustment equation used is

Adjusted FFT =
original FFT

%T
100
∗ fluence used

3.6 mJ cm−2

(3.12)

This procedure produces the right-most FFT spectra displayed in Figure 3.12b as well as all
the FFT spectra reported in this chapter.

3.3 Spectroscopic Results

In the following sections, spectroscopic results are described as using the “pump back”
and “pump front” geometries. The former describes results with a pump beam incident on
the back side of the device, and the latter results with a pump beam incident on the front
side of the device, as defined in the first paragraph of section 3.2. All results use a pump
beam with a wavelength of 800 nm. All data is collected with a probe beam incident on the
front side of the device in reflectance.



CHAPTER 3. SPECTROSCOPIC PROBE OF COHERENT ACOUSTIC
OSCILLATIONS ORIGINATING FROM BURIED INTERFACES 39

3.3.1 800 nm probe

Transient reflectivity spectra were first obtained by pumping through the back of the
device with λpump = 800 nm and probing in reflectance geometry from the front with λprobe
= 800 nm. A full fluence dependence was conducted on all samples and is displayed in
Figure 3.13: 3.13a and b display data from np-GaAs with no TMO overlayer, 3.13c and d
data from np-GaAs with IrO2 overlayer, 3.13e and f data from np-GaAs with 10 nm sputtered
Co3O4 overlayer, and 3.13g and h data from np-GaAs with 25 nm ALD Co3O4 deposited at
300◦ C. The first plot in each pair displays the first 50 ps of the transient trace unnormalized,
and the second plot of data shows the full time extent of the transient data with all fluence
levels normalized to one value. Different fluence values in mJ cm−2 are denoted by color in
the plots; fluences noted in the first plot in a pair are valid for both plots.

Beginning with Figure 3.13a and b, it is noted that the decay of transient signal displays
a transient absorption with a complex decay that relaxes back to equibrium in less than
100 ps. While the full decay is completed by 100 ps for all fluence levels, higher fluence levels
display faster initial kinetics and a shoulder in the 5-15 ps time region changes from being
a broad bump at the lowest fluence levels to a small shoulder at the highest fluence levels.
The complex decay of signal shown for this sample suggests that pumping and probing at
800 nm detects photo-excited charge from all regions of the device. As charge flows through
the n-p junction, holes flowing towards the probed region become more visible, while electrons
flowing away from the probed region become less visible, resulting in a complex signal that
undulates with the changing concentration of charge carriers being probed. Understanding
the precise origin of the shoulder seen in the intermediate time region would require a more
careful study of samples with varied doping and varied junction lengths to determine which
photocarriers contribute to the signal and the importance of the magnitude of the junction
electric field.

Depositing an overlayer on the np-GaAs sample changes the signal dramatically. Samples
with IrO2 overlayer (Figure 3.13c and d) still show decays that are non-monoexponential at
all fluences. Signal decay becomes faster with fluence in the time region between 5-15 ps,
and a small oscillation in signal is seen in the highest fluence data, foreshadowing results
with λprobe = 400 nm described below. Samples with 10 nm sputtered Co3O4 overlayer
(Figure 3.13e and f) display a signal sign flip in the first 10 ps as fluence is raised. This
build-in of positive signal matches the signal of the np-GaAs from Figure 3.13a and b and
originates from the large number of photo-excited carriers drifting into the probing region
under the impulse of the np-GaAs junction electric field. After 10 ps, the signal originating
from the np-GaAs has relaxed, and signal at all fluence values returns to the same decay
kinetics. Samples with 300◦ C 25 nm ALD Co3O4 (Figure 3.13c and d), compared to the
samples with IrO2 overlayer, display the opposite trend with fluence – as fluence levels rise,
kinetics become slower in the sub-20 ps time regime. However, the same faint oscillation
becomes apparent at higher fluences.

Taken in full, the transient spectra with λpump = λprobe = 800 nm reveal the importance
of the thickness and composition of the TMO layer. The thickest film (300◦ C 25 nm ALD
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Figure 3.13: Pump-probe reflectivity spectra of np-GaAs (pumped from the back and probed
from the front with λpump = λprobe = 800 nm) with (a and b) no TMO, (c and d) 4 nm Ir
+ 15 nm IrO2, (e and f) 10 nm sputtered Co3O4, and (g and h) 25 nm 300◦ C ALD Co3O4

overlayers, displayed with unnormalized data (left column) against linear time delay and
normalized data (right column) against time delay on a log scale. Pump fluence (mJ cm−2)
for each row pair is noted in the figure.
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Co3O4) shows kinetics that are the most detached from the kinetics of the bare np-GaAs
substrate, showing faster overall decay as well as showing the opposite trend with fluence.
The thinnest film, on the other hand, shows kinetics that begin to map onto the kinetics of
the np-GaAs substrate at higher pump fluence values. Each TMO film has characteristic
differences from the others, allowing for identification of the TMO film based on the shape
of the kinetic spectrum.
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Figure 3.14: Pump-probe reflectivity spectra of np-GaAs (pumped from the back and probed
from the front with λpump = λprobe = 800 nm) for two sets of purportedly identical samples
with (a) 10 nm sputtered Co3O4 and (b) 300◦ C ALD Co3O4 overlayer. Solid lines: sample 1.
Dotted lines: sample 2. Colors denote pump fluence levels.

Samples probed with 800 nm light, however, suffer from irreproducible spectra when data
from multiple identical samples are compared. Figure 3.14 displays normalized transient
reflectivity spectra for two purportedly identical samples of np-GaAs with 10 nm sputtered
Co3O4 overlayer (left) and two purportedly identical samples with 25 nm 300◦ C ALD Co3O4

overlayer (right). At the same fluence, the two samples show very different kinetic shapes
for both overlayer types. This suggest that results obtained with λprobe = 800 nm are both
extremely sensitive to differences in fluence and spatially inhomogeneous even when the
samples originated from the same TMO deposition. The etched area of the sample (the area
pumped and probed), due to its ≈1 µm thickness, mechanically buckles into a bulged shape
that protrudes out from the plane of the sample surface. Depending on the area of the etched
spot, the bulge out of plane will be different for each sample, resulting in a slightly different
environment across samples subject to identical TMO depositions. A deeply penetrating
probe beam will sample all of these inhomogeneities, resulting in inconsistent results across
samples.

3.3.2 400 nm probe

Transient reflectivity spectra were also obtained with λprobe = 400 nm in an attempt
to avoid the reproducibility issues shown in Figure 3.14. The probe penetration depth at
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Figure 3.15: Transient reflectivity for np-GaAs device pumped in the back at 800 nm with
a fluence of 3.6 mJ cm−2 (a) without TMO overlayer probed at 800 nm, (b) without TMO
overlayer probed at 400 nm, (c) with 15 nm IrO2 overlayer probed at 800 nm, and (d) with
15 nm IrO2 overlayer probed at 400 nm.

400 nm in all TMO types considered in this study, calculated as λ
4πn

, where n is the refractive
index of the TMO, is under 15 nm, limiting the sampling depth to the TMO and TMO/GaAs
region. [77] Figure 3.15 displays the effects of changing from an 800 nm probe to a 400 nm
probe for both a bare np-GaAs substrate and an np-GaAs substrate with IrO2 overlayer.
Probing the np-GaAs junction without a TMO overlayer and deeply-penetrating 800 nm light
results in an exponentially decaying signal that is attributable to recombination of photo-
generated electron-hole pairs in the bulk GaAs junction (Fig. 3.15a). Switching the probe
wavelength to 400 nm light (Fig. 3.15b), where the penetration depth in GaAs is reduced
compared to 800 nm light, results in a signal that is much more surface sensitive. [74, 76] The
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surface sensitivity is evidenced by the significantly lower signal of a smaller probed cross-
section and a 7 ps exponential rise, which is also the transit time of holes for either drift
or diffusion through the GaAs cell (see section 3.2.1). Signal from the GaAs junction with
a TMO overlayer also shows the exponential decay of bulk charge carriers when probing
with 800 nm light (Fig. 3.15c). However, with the TMO present (here, IrO2) and when
probing with 400 nm light, large oscillations (typical magnitude ∼ ∆R/R = 10−3) appear
(Fig. 3.15d). The oscillatory component of the transient reflectance is larger by at least
an order of magnitude than that induced by photo-generated strain waves in GaAs. [71,
78, 79] Previous experiments have shown that simply photo-exciting the TMO without the
underlying p-GaAs/TMO interface does not generate coherent oscillations. [73]

The full fluence-dependent transient reflectivity kinetics are shown in Figure 3.16. All
spectra shown in Figure 3.16 use the pump back geometry and a probe wavelength of 400 nm.
In analogy to Figure 3.13, spectra are shown in pairs, with the left plot displaying early-
time-delay kinetics in an unnormalized plot and the right plot showing the full time ki-
netics normalized to one value. Spectra are shown for np-GaAs with no TMO overlayer
(Figure 3.16a and b), 15 nm IrO2 overlayer (c and d), 10 nm sputtered Co3O4 overlayer
(e and f), and 25 nm 300◦ C ALD Co3O4 overlayer (g and h). Like in Figure 3.13, the
various TMO overlayer types display characteristic kinetic spectra. However, the spectra
obtained with λprobe = 400 nm show no problems of irreproducibility and have the distinc-
tive feature of characteristic oscillation magnitudes and frequencies. An increase in fluence
has no effect on oscillation frequency but causes an increase in oscillation magnitude across
all samples. While transient kinetics are unchanged by fluence for samples with IrO2 over-
layer (Figure 3.16d), both cobalt-based samples show some dependence on fluence, with the
10 nm sputtered Co3O4 sample showing a deviation only at low fluence values (Figure 3.16f)
and the oscillation magnitude in the 25 nm 300◦ C ALD Co3O4 sample comprising a greater
fraction of the overall signal as fluence is increased (Figure 3.16h).

Since the oscillations are only present with the TMO overlayer and with a surface sensitive
probe, the oscillatory component of the transient reflectance is suggested to originate from
charge carriers at the p-GaAs/TMO interface. This is confirmed by the timing of reflected
strain waves that propagate across the GaAs region, as shown in Figure 3.17. Strain waves
propagate across the np-GaAs region by reflecting at the back (InGaP/air) interface and
then returning to the probing region at the front (inset of Fig. 3.17). We refer to these
recurring oscillations in the transient reflectance as echoes. A fine-resolution view of each
echo is available in Figure 3.18. Notably, when pumping from the back, there are two echo
types; minor echoes of smaller amplitude first appear at 215 ps, and major echoes of larger
amplitude begin at 430 ps. Both echo types recur with a period of 430 ps. Pump back
echoes show a high level of structure in their oscillations, particularly in the first appearance
at 430 ps, with multiple peaks both positive and negative. This results from the propagation
of the strain pulse through a round-trip length of the device – propagating strain pulses in
GaAs have been shown to have similar dispersion when the pulse must move long distances
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Figure 3.16: Pump-probe reflectivity spectra of np-GaAs (pumped from the back and probed
from the front with λpump = 800 nm and λprobe = 400 nm) with (a and b) no TMO, (c and d)
4 nm Ir + 15 nm IrO2, (e and f) 10 nm sputtered Co3O4, and (g and h) 25 nm 300◦ C
ALD Co3O4 overlayers, displayed with unnormalized data (left column) against linear time
delay and normalized data (right column) against time delay on a log scale. Pump fluence
(mJ cm−2) for each row pair is noted in the figure.
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Figure 3.17: Transient reflectivity for np-GaAs with 25 nm 100◦ C Co3O4 ALD overlayer in
pump back (black) and pump front (red) geometries, with λpump = 800 nm at 3.6 mJ cm−2

and λprobe = 400 nm. Minor echoes begin at 215 ps in both geometries and major echoes
begin at 430 ps in the pump back geometry; both types of echo repeat every 430 ps. Inset:
Schematic of acoustic echo formation. Charge injection creates strain at each interface, which
propagates through the device length.

before detection. [80] The propagation intervals are described by

T =
2L

νs
(3.13)

where L is the film thickness. Using the full length of the GaAs substrate, including InGaP
layer, of L = 1010 nm and a period 430 ps, νs is calculated to be 4.7×105 cm s−1. This
is consistent with previous studies. [81]. In order for two distinct echo types to appear in
the probed region and phase delayed by half the round trip of the device, they have to
be initially created at the two separate ends of the device. The minor echo arrives in the
probed region at a 215 ps phase delay from the initial excitation and therefore originates
from the back of the device. In the pump front geometry, the pumped volume is backed
by the unetched SI-GaAs backing; the only visible echo is thus the first occurrence of the
minor echo at 215 ps, which reflects off the front interface, is transmitted into the SI-GaAs
layer, and does not return within the probing time window. The major echo is generated via
the same charge injection at the p-GaAs/TMO interface that causes the oscillations visible
in Figure 3.15d, then makes a round trip through the length of the GaAs device, reflecting
from the InGaP/air interface and returning to the probing region at t = 430 ps and 430 ps
intervals thereafter. The major echoes are visible across samples with diverse TMO overlayer
types even when course time resolution is used. Minor echoes are small and only visible in
spectra utilizing fine time resolution (Figure 3.19).
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Figure 3.19: Transient reflectivity for np-GaAs with TMO overlayers as noted in the legend,
using the pump back geometry with λpump = 800 nm at 3.6 mJ cm−2 and λprobe = 400 nm.
Major echoes appear even in samples with course time steps and recur in 415 ps intervals.
IrO2 spectrum is multiplied by -1; spectra are offset vertically for clarity. Dotted vertical
lines denote appearance of major echoes.
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Figure 3.20 shows the transient reflectivity spectra (λprobe = 400 nm) for five different
TMO overlayers along with corresponding fast Fourier transforms for each spectrum after
subtraction of the exponentially decaying background (the subtraction procedure is detailed
in section 3.2.5). Spectra obtained in the pump front and pump back geometries are dis-
played in red and black, respectively. The characteristic oscillations of each oxide are most
prominent with back excitation. For the 15 nm IrO2 overlayer, the FFT shows a major com-
ponent at 0.070 THz and a weaker component at 0.145 THz. For the sputtered 80 nm Co3O4

overlayer, the major component is again 0.070 THz, with weaker components at 0.13 THz
and at 0.18 THz. Two samples with 25 nm Co3O4 overlayer deposited at 300◦ C display
a singular peak that in one case matches the higher 0.145 THz frequency seen in the sam-
ple with IrO2 overlayer, but in the other case is redshifted to a value of 0.13 THz. The
25 nm Co3O4 overlayer deposited at 100◦ C also only contains one peak in the FFT, but
it is further redshifted to a frequency of 0.12 THz. Lastly, despite a clear oscillatory signal
in the transient reflectivity, the 10 nm Co3O4 sample yields a broad band of frequencies
with little definition. With front excitation, frequencies above 0.1 THz in all overlayers are
notable subdued or absent, while the magnitude of frequencies below 0.1 THz (notably in
IrO2 and 80 nm Co3O4 overlayers) are largely unaffected by the change in pump geometry.
The magnitudes of the FFT spectra, whether exciting from the front or the back, have been
scaled to represent a 3.6 mJ cm−2 absorption in the GaAs junction (see section 3.2.5 for
details on how the reflectivity and absorption of the TMO layer were taken into account).
Table 3.3 displays a summary of all frequencies shown in Figure 3.20.

TMO Frequencies (THz)
IrO2 0.070 0.145

80 nm PVD Co3O4 0.070 0.13 0.18
300◦ C ALD Co3O4 sample 1 0.145
300◦ C ALD Co3O4 sample 2 0.13

100◦ C ALD Co3O4 0.12
10 nm PVD Co3O4 indistinct

Table 3.3: Prominent frequencies displayed in Figure 3.20

The origin of laser-induced signal oscillations in semiconductors can be traced to several
physical processes, including electron/hole plasma oscillations, [82–86] optical phonons, [87,
88], optical phonon-plasma coupling, [89–91] thermoelasticity, [71] Gunn oscillations, [92]
and acoustic phonons. [79, 93–106] The oscillations observed here exhibit a frequency well
below the expected value for plasma oscillations [84] or optical phonons [107], and the fre-
quency of oscillation is invariant with respect to pump fluence, further ruling out plasma
oscillations or phonon-plasma coupling as the cause. Thermoelasticity mechanisms are far
more prominent in metals than semiconductors, and calculations of the expected tempera-
ture rise in GaAs estimates only a few Kelvin under the fluence levels and photon energies
used (section 3.2.1.2). [71, 108, 109] Gunn oscillations are precluded because the frequency of
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Figure 3.20: Transient reflectivity spectra (left) with λpump = 800 nm and λprobe = 400 nm for
np-GaAs with all overlayers considered in this study (noted in the figure), with corresponding
fluence-adjusted FFT spectra (right). Black: pump back. Red: pump front. Solid and dotted
lines for 300◦ 25 nm ALD Co3O4 represent spectra from two purportedly identical samples.



CHAPTER 3. SPECTROSCOPIC PROBE OF COHERENT ACOUSTIC
OSCILLATIONS ORIGINATING FROM BURIED INTERFACES 49

oscillation alters with probe wavelength (Figure 3.22 below) and Gunn diodes typically uti-
lize highly doped n-GaAs rather than the lightly doped p-GaAs used here. Unlike electrons
in n-GaAs, holes in p-GaAs do not exhibit a region of negative differential mobility, essential
for Gunn oscillations. [67, 68, 110] Acoustic phonons are responsible for the signal oscilla-
tions, as the two recurring frequencies in the FFT spectra of 0.070 THz and 0.12-0.14 THz
correspond to that expected for a coherent longitudinal acoustic phonon (CLAP) in TMO
materials and GaAs, respectively. A CLAP induces a change in the index of refraction that
travels with the sound velocity of the material, as depicted in Figure 3.21. An oscillation
appears in the transient reflectivity as a result of the interference between the reflected probe
beam and this refractive index change. The period of a CLAP oscillation is determined by:

T =
λprobe
2νsn

(3.14)

where νs and n are the sound velocity and the refractive index at the probe wavelength
(λprobe). [102, 104, 111] Using equation 3.14, the period of a CLAP in Co3O4 is expected
to be 13.4 ps where n400 nm is 2.3 and νs is 7×105 cm s−1. [112–114] For IrO2, the period
expected is similar at 14.3 ps, where n400 nm is 2.3 and νs is 6×105 cm s−1. [115, 116]. On
the other hand, the period expected in the GaAs layer is 9 ps, where n400 nm is 4.5 and νs is
5×105 cm s−1. [74, 76, 81] The predicted TMO and GaAs frequencies roughly match those
exhibited in Figure 3.20.

TMO

Δn

p-GaAs
probe

Δn

Figure 3.21: Schematic of CLAP detection at the np-GaAs/TMO interface. The incoming
probe beam will reflect from the GaAs/air interface, the TMO CLAP, the GaAs/TMO
interface, and the GaAs CLAP to varying degrees dependent on penetration depth of the
probe beam. Movement of the CLAP waves and interference between the probe beam
components results in the transient oscillations.

Figure 3.22a displays the change in observed oscillation period with probe wavelength for
samples with 15 nm IrO2 and 25 nm 100◦ C ALD Co3O4 overlayers along with predicted oscil-
lation frequencies from equation 3.14. The predicted oscillation periods use literature values
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for the refractive index and sound velocity of a sputtered IrO2 thin film and GaAs. [74, 76,
77, 81, 116] The oscillation period for the sample with 25 nm 100◦ C ALD Co3O4 overlayer
is seen to closely follow the predicted oscillation period for GaAs at all probe wavelengths.
The oscillation period for the sample with IrO2 overlayer, on the other hand, displays three
regions: from 700-550 nm, the oscillation period follows the predicted trend for GaAs, then
from 550-425 nm, it enters a region in which the oscillation period crosses over to the pre-
dicted trend for an IrO2 thin film, which it follows closely below 425 nm. Below 390 nm,
the oscillatory component was a small fraction of the overall transient reflectance and a fre-
quency could not be reliably determined. The crossover of oscillation frequency for samples
with IrO2 overlayer from the GaAs predicted curve to the IrO2 predicted curve is accompa-
nied by a change in sign in the transient reflectivity spectra, as seen in Figure 3.22c. All
spectra obtained with a probe wavelength above 475 nm display a signal that is clearly neg-
ative. The signal moves in a positive direction below λprobe = 475 nm, oscillating near zero
for spectra between 460-440 nm, then developing a clearly positive signal for spectra below
λprobe = 425 nm. Oscillation magnitude decreases sharply below λprobe = 400 nm, disappear-
ing completely below λprobe = 485 nm, resulting in the large frequency uncertainty seen in
Figure 3.22a at λprobe = 490 nm. Oscillation periods displayed in Figure 3.22a were obtained
from the results of a least-squares fit using a custom fitting function incorporating a sum of
exponential decays and a single exponentially decaying sinusoidal oscillation (displayed as
the black dotted lines in Figure 3.22b and c). Error bars in Figure 3.22a are derived from
the standard deviation of the frequency fitting parameter. Full details of the custom fitting
function are given in section 3.2.5.

The crossover of oscillation period in samples with the IrO2 overlayer can be explained
by considering the penetration depth of the reflected probe light. The probe light penetrates
well into the GaAs at longer wavelengths (λ = 550-700 nm), detecting primarily the CLAP
frequency associated with GaAs. At these longer wavelengths, the time scale with which the
oscillation decays agrees with that expected for a traveling strain wave moving out of the
probed region. As the probe penetration depth becomes shallower at shorter wavelengths,
less of the GaAs region of the device is probed, causing the CLAP frequency stemming from
the TMO film to become more prominent (crossover region, λ = 425-550 nm). In the limit
of a probe penetration depth that is shorter than the thickness of the TMO film, the CLAP
frequency of the TMO is exclusively observed (below λ = 425 nm). An estimate of this
probe penetration depth for a thin, IrO2 film on a transparent substrate is λ/4πn and is
15 nm, the thickness of the film, with λ = 425 nm. As seen in Figure 3.22c, the crossover
from the expected GaAs frequency to the expected IrO2 frequency is initiated along with
a change in sign of the transient data. The deviation in the expected frequency, together
with estimates of the probe penetration depth and the observed sign change, implies that
the probed region markedly alters in the crossover region. While the 25 nm Co3O4 film
does not display this crossover, the thicker 80 nm Co3O4 has its major FFT frequency at
0.070 THz, the expected frequency in the TMO for 400 nm probe light. The dependence
on thickness further confirms that the probe penetration depth highlights one or the other
CLAP oscillation. For a given thickness and TMO, the appearance of the CLAP in the
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Figure 3.22: (a) Variation of observed oscillation period with probe wavelength for IrO2

(red circles) and 100◦ C ALD Co3O4 (blue diamonds) overlayers, pumping the front side of
the device. The red and black lines are predicted oscillation periods for IrO2 and GaAs,
respectively, calculated as T = λ

2νsn
, where νs is the sound velocity and n is the wavelength-

dependent refractive index of the material. (b and c) Representative transient reflectivity
traces for samples with (b) 100◦ C Co3O4 ALD overlayer and (c) IrO2 overlayer, pumping
the front side of the device and probing with wavelength noted in the figure. Frequencies
in (a) are obtained from fits (black dotted lines) to the data in (b) and (c) using a fitting
function described in section 3.2.5. Error bars in the left figure are standard deviations of
the frequency fitting parameter.
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TMO will be determined by a combination of the probe penetration depth, the strength
of the CLAP induced in the TMO, and the reflection coefficient for the sound wave at the
GaAs/TMO interface. The latter dictates the number of bounces of the CLAP within the
TMO layer and therefore its decay time in the transient reflectance.

3.4 Mechanism

The formation of coherent acoustic phonons in semiconductors has been attributed to
thermoelastic (TE), deformation potential (DP), and inverse piezoelectric effect (IPE) mech-
anisms. [71] As computed in section 3.2.1.2, the temperature rise in GaAs caused by the pump
fluences used in this experiment is small. For pump photon energies close to the bandgap of
the material, as used here, the effect of TE is negligible. [71, 108, 109] This section will thus
consider the impact of the deformation potential and inverse piezoelectric effect mechanisms
and discuss the likely source of the CLAP waves seen here.

Phonon generation by deformation potential occurs due to electron-hole pair creation.
The transient change in charge density around the electron-hole pair causes a deformation
to the semiconductor lattice and resultant phonon emission. For the case of excitation with
photons near the bandgap energy, the resultant stress σDP can be determined as

σDP = −N(de + dh) (3.15)

where N is the density of photo-excited carriers and de and dh are the deformation
potentials for electrons and holes, respectively. The deformation potential in a material,
given large enough values of de and dh, is therefore dependent on the concentration of photo-
generated electron-hole pairs. The inverse piezoelectric effect is a phenomenon in certain
noncentrosymmetric materials in which a polarization in the electric field of a material
causes a mechanical stress. The stress σIPE is coupled to the magnitude of the electric field
E by the piezoelectric moduli of the material p:

σIPE = p ∗ E (3.16)

where p is a tensor incorporating the piezoelectric coupling constants for each crystallographic
orientation of the crystal. The (100)-plane of GaAs is piezoelectrically active, making the
IPE mechanism a possibility for electric fields in the device structure considered here. [117]

Acoustic oscillations in GaAs and other semiconductors have previously been reported
to originate from both mechanisms, including reports of both mechanisms occuring simul-
taneously and reports of fluence-dependent dominance of one mechanism over the other.
Young et. al. report DP as the mechanism in a sample of undoped SI-GaAs, notably lacking
strong electric fields due to lack of doping. At a surface of p-GaAs, IPE is shown to be
the dominant generation mechanism due to the ultrafast screening of the surface electric
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field by photo-excited carriers. Oscillation magnitude is shown to plateau after the field has
been completely screened. [79, 118] A similar study in n-GaAs, however, shows a fluence-
dependent hand-off between IPE and DP mechanisms, with IPE dominating at low fluence
(as in the p-GaAs study) but DP becoming the dominant mechanism after the screening of
the interfacial electric field is complete. This mechanism exchange occurs due to the six-
times-larger deformation potential value of electrons versus holes in GaAs – the electrons are
less confined to the surface of the sample in the n-doped case relative to the p-doped case
and are thus free to exhibit their larger deformation ability. [96, 100].

In the np-GaAs device considered here, the CLAP oscillations originating from the n-
GaAs/p-GaAs and p-GaAs/TMO interfaces could display separate mechanisms, so they will
be considered separately here. IPE manifests when built-in electric fields are screened with
photo-excited carriers and is proportional to the electric field size. The acoustic response of
the system should therefore be proportional to the magnitude of the electric fields in the de-
vice if the mechanism is IPE. In the np-GaAs device considered here, the electric field at the
n-GaAs/p-GaAs junction is calculated to have a magnitude of 32 kV/cm (section 3.2.1.1).
The size of the electric field at the p-GaAs/TMO interface is not known, but other measure-
ments of interfacial fields in GaAs range in the 100s or 1000s of kV/cm [71, 96]. The different
size of the echoes originating from the two electric fields in the device (Fig. 3.17) suggests
that the CLAP oscillations are sensitive to the electric field strength, giving evidence for the
IPE mechanism at both interfaces.

As noted earlier, coherent acoustic phonons detected on n-GaAs interfaces have been
reported to show a transition from IPE to DP mechanisms after the interfacial electric field
is completely screened, and a similar experiment with p-GaAs showed a plateau in oscillation
amplitude as the interfacial electric field is screened. [79, 96] To mimic this experiment and
test the existence of a oscillation amplitude plateau on our devices with a TMO overlayer,
transient reflectivity spectra for np-GaAs with 15 nm IrO2 overlayer were obtained at high
and low fluence values. The results, displayed in Figure 3.23, show a linear increase in
oscillation amplitude between 0.37 and 20 mJ cm−2. The TMO CLAP oscillation is probed
in the pump front geometry (analogous to the red curve in top plot of Figure 3.20). The fact
that the oscillation magnitude does not plateau suggests that the interfacial electric field at
the GaAs/TMO interface is not screened even at the highest fluences used. This is further
evidence that the electric field at that interface is very large. In both the n-GaAs and p-GaAs
cases stated above, the DP mechanism was negligible before the interfacial electric field was
completely screened. [79, 96] Finding no evidence of electric field screening in Figure 3.23 is
evidence for the dominance of the IPE mechanism of phonon formation.

A further test of the sensitivity of oscillation magnitude to electric field strength was
conducted by obtaining preliminary transient reflectivity spectra of the np-GaAs/TMO
structures in electrolyte solution. Because the TMO layer is so thin, the electric field at
the p-GaAs/TMO interface will be strongly affected by the presence of a strong electric
field and sizable depletion region at the TMO/electrolyte interface. Thinner TMO films
should more strongly perturb the semiconductor/TMO interface, as the electric field at the
TMO/electrolyte interface can stretch very close to or even overlap with the electric field at
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Figure 3.23: (a) Transient reflectivity for n-p GaAs with 4 nm Ir + 15 nm IrO2 overlayer in
the pump front geometry under pump fluence intensity ranging from 0.37-20 mJ cm−2. (b)
Extracted FFT amplitude from data in (a). Dotted line is linear guide to the eye.

the semiconductor/TMO interface. Spectra were obtained using the pump back geometry for
np-GaAs samples with 300◦ C ALD Co3O4 overlayer in air and 0.1 M NaOH electrolyte, and
IrO2 overlayer in air, DI water, and 0.1 M H2SO4 electrolyte (Figure 3.24). The 25 nm thick
300◦ C ALD Co3O4 samples display a small adjustment in the rise time of oscillations and
a small increase in the amplitude of oscillation (Figure 3.24a). The thinner IrO2 samples,
however, display a large modulation in the amplitude of the signal oscillations, suggesting
strong perturbation of the electric field at the GaAs/TMO interface (Figure 3.24b). The
amplitude modulation is of similar magnitude for DI water and 0.1 M H2SO4, suggesting
that the modulation effect is insensitive to specific counterions in solution; it is proposed here
that the electric field at the TMO/electrolyte interface is equilibrating with the H2O/O2 re-
dox couple of the solution in both cases, causing a substantial change in the electric field at
that interface, and by proximity, a change in the electric field at the p-GaAs/TMO interface.
The phonon oscillations change their resultant magnitude due to the sensitivity of the IPE
mechanism to electric field strength.

As each TMO film type possesses its own doping level and dielectric constant, the elec-
tric field at the TMO/electrolyte interface will change differently for each TMO type in
the presence of electrolyte species. In addition, equilibration between the IrO2 surface and
the H2O/O2 redox couple would depend on a high density of surface states on IrO2. [119]
Determining the surface state density would require further electrochemical tests (see Chap-
ter 4 for a description of such tests on n-GaN). Pinpointing the cause of the large amplitude
modulation seen in Figure 3.24b therefore necessitates a study tuning the variables of TMO
thickness, electrolyte species, and substrate doping density. A proposal for such a study is
considered in section 3.5.1.

The presence of the large electric fields and the evidence-based argument above strongly
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Figure 3.24: Pump-back transient reflectivity of np-GaAs with (a) 300◦ C ALD Co3O4

overlayer in air (red) and 0.1 M NaOH (black) and (b) IrO2 overlayer in air (red curve),
DI water (blue), and 0.1 M H2SO4 (black).

suggests but does not prove that IPE is the dominant mechanism for the creation of the
CLAP oscillations seen in the transient reflectivity data. One common way in the literature
to prove the IPE mechanism is to invert the crystal surface. This results in a π phase
shift for oscillations caused by IPE but no phase shift for oscillations caused by DP. This is
particularly easy for experiments on slabs of bulk GaAs(1 1 1), which can simply be inverted
to expose the opposite crystal face, GaAs(-1 -1 -1). [79, 96, 100] This technique is not possible
in our case due to the asymmetrical multilayer structure of the sample and the usage of GaAs
(1 0 0), which does not possess the same easy inversion antisymmetry. Another way to test
the IPE mechanism is bias application. Reverse biasing increases the electric field size at the
interface under consideration and has been shown to increase the size of acoustic oscillation
produced by the IPE mechanism in GaN diode samples. [99] A proposed experiment for
determining the effect of biasing on each electric field in the np-GaAs devices studied here
is described in section 3.5.1. Finally, a careful adjustment of the doping at each interface
could provide fine-tuning of the electric field strengths at the interface. This would have a
resultant effect on the amplitude of IPE-based oscillations but should have a lesser impact
on DP-based oscillations.

3.5 Conclusion

3.5.1 Proposed Future Experiments

The experiments described in this section have been successful at detecting charge carrier
injection into the catalytic layer of a device. The technique is not, however, yet able to
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quantitatively measure the density of photo-injected carriers or the strength of electric fields
at the TMO surface. Both quantities would be immensely helpful for device optimization.
Interface-specific counts of electron or hole injection would allow for each interface to be
tuned for minimal recombination and maximal quantum efficiency. A quantitative measure
of electric field strength could be used as an input to model the band structure of the
interface, allowing for fine-tuned design of the optimal band structure for charge injection.
In this section, future experiments towards these goals are proposed and described.

3.5.1.1 Biasing for mechanism determination

It was noted in section 3.4 that reverse biasing the sample has been shown to cause
larger signal oscillation magnitude in n-p GaN samples with acoustic phonons created by
the IPE. [99] A similar effect may manifest in the np-GaAs samples in this study, helping
prove the IPE mechanism. The entire device could be biased in a geometry like that shown
in Figure 3.5a. The effect of the overall device bias could then be broken into the component
effects of the biasing on each of the two major electric fields in the device by comparing the
magnitude of the CLAP frequencies associated with the n-p GaAs junction (0.13 THz) and
the p-GaAs/TMO junction (0.07 THz).

3.5.1.2 Variables in electrolyte

As noted in Figure 3.24 and the surrounding text, the electric field at the p-GaAs/TMO
interface is strongly perturbed by the presence of a liquid environment. The modulation of
the transient reflectivity signal was stronger for an np-GaAs sample with IrO2 overlayer, yet
it is not clear if the stronger perturbation in that film is due to the dielectric properties of
the film or the thinner nature of the IrO2 film, or neither. Further experiments would first
seek to determine the set of variables that cause the largest perturbation to the electric field
at the p-GaAs/TMO interface for a single type of TMO. Electric field perturbation would
be measured by examining the magnitude of the oscillations. The component frequencies
of the oscillations would be used to determine the position of origin in the device, as in
this thesis (Figure 3.20). The damping time of the oscillations gives information on the
acoustic reflectivity of the various interfaces; damping time in these experiments would give
information on the effect of the aqueous interface on CLAP lifetime.

The variables to test for the effects listed above include:

1. TMO thickness. The electric field formed at the TMO/electrolyte interface will have
a stronger perturbation of the electric field at the p-GaAs/TMO interface if the two
regions have a greater spatial overlap. Thinner films would therefore be expected
to result in a larger perturbation of the electric field, and give the most oscillation
magnitude changes relative to a sample in air. If the oscillation magnitude is entirely
dependent on the p-GaAs/TMO interface and not on the TMO/electrolyte interface,
an experiment on a very thick film would give an oscillation magnitude that is very
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similar to the magnitude in air. On the other hand, the oscillation magnitude may be
dependent on the stand-alone field at the TMO/electrolyte interface — in this case,
the CLAP wave emitted would have the same frequency as the CLAP detected in
the TMO, but may be phase-shifted by π, as it originates from the side of the TMO
opposite the p-GaAs/TMO interface.

2. Electrolyte species. Although Figure 3.24b showed similar behavior for liquid environ-
ments containing water and 0.1 M H2SO4, it is not clear that this trend will hold for all
electrolyte types. Each electrolyte species will introduce a new redox couple to which
the electric field at the TMO/electrolyte interface will equilibrate. If the oscillation
magnitude is sensitive to the counter-ions in solution, the size of the band bending,
and electric field, at the interface will change. Testing the variance of the oscillation
magnitude for a series of electrolyte species with progressively varied redox level po-
sitions, on a very thin film to maximize the potential electric field coupling between
the p-GaAs/TMO and TMO/electrolyte fields, would likely provide the most effective
comparison.

3. Electrolyte concentration. As noted in section 2.4, the charge density in the Helmholtz
layer of a 0.1 M electrolyte approaches 1020 cm−3. Increases in the concentration of the
Helmholtz layer would therefore be unlikely to cause a significant change in the electric
field on the semiconductor side of the interface, where the charge density will typically
range from 1015-1019 cm−3. This hypothesis is supported by the similarity of oscillation
magnitude seen between water and 0.1 M H2SO4 in Figure 3.24. A quick scan of
concentration for one electrolyte type would show whether this hypothesis is correct,
and no further concentration dependence studies are necessary, or if concentration
variance is a meaningful variable for this system.

4. Varied TMO type. Once the variables that affect oscillation magnitude are isolated,
various TMO types could be tested in electrolyte on only those variables. A series
of TMO types could be assembled based on several characteristics: doping, dielectric
constant, deposition quality (PVD vs. ALD, for example).

The possible variable space to explore is large. The experiments are important, as these
devices mimic structures used in artificial photosynthesis, and the interfacial electric fields
and charge behavior must be measured in situ for meaningful application to actual reaction
conditions.

3.5.1.3 All-optical quantification of electric fields

An ultimate goal of this research would be to demonstrate the ability to predict the size
of a buried electric field with all-optical characterization of the CLAP oscillation magnitude.
Ishioka et. al. have previously shown preliminary efforts to predict the band structure of
buried Si/GaP interfaces based on signal oscillations originating from longitudinal optical



CHAPTER 3. SPECTROSCOPIC PROBE OF COHERENT ACOUSTIC
OSCILLATIONS ORIGINATING FROM BURIED INTERFACES 58

(LO) phonons and LO-plasmon coupling (LOPC). [91] The magnitude of the LOPC mode
is compared to a calibrated set of LOPC oscillation amplitudes from well-characterized GaP
thin film samples to obtain the Fermi level of the Si/GaP interface. The Fermi level esti-
mation is then used as an input into modeling to determine the spatial band structure for
Si/GaP interfaces containing different GaP morphologies. The LOPC mechanism used in
their work depends on the screening of interfacial electric fields, much like the IPE mech-
anism used here. Similar work using the CLAP oscillations in the np-GaAs device here
could be used to develop a calibration tool for determining the band structure of the buried
np-GaAs/TMO interface for many TMO types, including prospective TMO electrocatalysts.

3.6 Conclusion

Model photoanodes for artificial photosynthesis have been found to generate large coher-
ent acoustic oscillations upon photo-excitation that report on the strength of buried electric
fields in the device. Acoustic pulses originating from the GaAs light absorber or TMO over-
layer are selectively observed by pumping from the back or front of the device. The coherent
oscillations change frequency with probe beam wavelength and are attributed to the inverse
piezoelectric effect, a known cause for acoustic phonon emission in semiconductor samples.
This is the first time acoustic oscillations of this magnitude have been attributed to charge
carrier injection in a multilayer sample. With further development, the technique holds
promise as a quantitative metric for the magnitude and position of buried electric fields in
devices for artificial photosynthesis.

The observation of the CLAP oscillations for many different TMO types shows the ver-
satility of the technique. A potential limiting factor is the use of GaAs (100). This substrate
is piezoelectrically active, important for the creation of phonons by the inverse piezoelectric
effect. GaAs is a popular choice for buried light absorbers, but other choices like silicon
are also common. [27–29] For the technique to be developed as a measure of buried electric
fields, the substrate must be susceptible to the creation of phonons by the IPE. Nevertheless,
GaAs is a very popular choice of light absorber, and the continuation of this research holds
great promise as it becomes more quantitative and expands to a wider array of substrates
and TMO types.
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Chapter 4

Transient Grating Spectroscopy as a
Probe of Surface Hole Diffusivity

The first thing he learns is how to vary his index of
refraction. He can choose anything between transparent
and opaque. After the thrill of experimenting has worn
off, he settles on a pale, banded onyx effect.

“It suits you,” murmur his guides. “Now hurry.”

Gravity’s Rainbow
Thomas Pynchon

Portions of the content and figures of this chapter are reprinted or adapted with permis-
sion from H.Q. Doan, K.L. Pollock, and T. Cuk, Chem. Phys. Lett. 649, 1-7 (2016).

4.1 Introduction

After the initial processes of charge carrier separation and transport to the reactive
interface, there remains the most important step of artificial photosynthesis: the actual
reaction. A charge carrier finding itself at the interface must contend with a number of
potential hindrances including:

1. recombination (surface and bulk)

2. surface trap states due to absent or improper surface passivation

3. disordered or damaged surfaces
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4. Improper surface energetics for reaction

5. Poor spatial arrangement of reactants on the surface

Low recombination lifetimes are a common cause of device inefficiency. Fe2O3, for exam-
ple, has excellent band alignment for water oxidation, but suffers from short charge carrier
lifetimes that hamper its performance as a water oxidation catalyst. [26, 120] Short carrier
lifetimes can be exacerbated by surface recombination centers, often stemming from mate-
rial defects intrinsic to the material or caused by corrosive interaction with the electrolyte
phase. [121–125] If a charge carrier avoids the issues of recombination and surface trapping,
it still must have the proper oxidative (holes) or reductive (electrons) power required to
complete the reaction, i.e. the band edges must align with the relevant redox couple in the
electrolyte phase. Lastly, if a charge carrier arrives at a portion of the surface that is not
sufficiently near a reactant on the electrolyte side of the interface, reaction cannot proceed.
This could be particularly important for the water oxidation reaction, in which multiple steps
exist that require concerted reaction of multiple holes and molecular surface intermediates.
This chemical dance can only be successful with holes of the proper oxidative power and
spatial positioning.

In this chapter, experiments are described in which transient grating spectroscopy (TGS)
as well as pump-probe spectroscopies are used to investigate lateral hole diffusivity at the
aqueous electrolyte interface of undoped GaN and n-GaN films. While TGS has been applied
previously to determine lateral diffusivities at the air interface of semiconductors such as Si,
GaAs, and GaN [126–130] and, additionally, at the TiO2 or GaAs/electrolyte interface [131–
135] to measure interfacial charge transfer, it has yet to extract diffusivities at the electrolyte
interface. Results show that the lateral, interfacial hole diffusivity increases by a factor > 2
from air at the n-GaN/aqueous electrolyte interface for both pH = 1.4 (0.1 M HBr) and
pH = 7 (0.1 M Na2SO4). This increase in diffusivity is not sensitive to defect centers, since
the surface recombination velocity, also obtained from the TGS kinetics, differs by almost
an order of magnitude between the two electrolytes. The origin of this increase in diffusivity
in n-GaN is attributed to a new current pathway for surface holes due to the presence of
mobile intermediates of the water oxidation reaction on the surface of the n-GaN.

The chapter closes with pump-probe results that demonstrate the power of TGS relative
to pump-probe spectroscopy to measure the behavior of holes in GaN. TGS and pump-
probe spectra of n-GaN during voltage application reveal non-monoexponential kinetics and
a rising offset with increased voltage, indicative of a damaged or disordered surface. Three
potential fitting models are introduced to explain the data.
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4.2 Transient Grating Spectroscopy

4.2.1 Formation of the transient grating

In general, light-matter interaction involves two steps: (1) the light produces a material
excitation and (2) the optical properties of the material respond to the excitation. In a
semiconductor, for example, above-bandgap excitation results in a change in the refractive
index of the material due to a change in the conduction band density of electrons. When a
sample of any type is inserted into the region of a pump beam, a change in some material
property X is induced, as dictated by the beam intensity I [136]:

∆X = g(λpump) ∗∆I(λpump) (4.1)

where g is the coupling constant between intensity I and the material property X. Examples
of ∆X range from scalar properties like temperature, to vectors like electric field, to tensor
quantities that depend on the 3-dimensional orientation of atoms, like stress or strain. In
this thesis, the most relevant relations involve the complex refractive index ñ = n+ iκ, such
that we will focus on the change in refractive index within the pumping region:

∆n =

(
∂n

∂X

)
∆X ∆κ =

(
∂κ

∂X

)
∆X (4.2)

In transient grating spectroscopy, the refractive index is spatially modulated in a sinu-
soidal manner within the pumping region. This is accomplished by spatially and temporally
overlapping two pump beams with wavevectors k1 and k2 on the sample with an angle <10◦

between them. As shown in Figures 4.1 and 4.2, the beams form an interference pattern on
the sample that is sinusoidally modulated in intensity in the plane of the beams and can be
described by the grating wavevector q = ±(k1 − k2).

In a semiconductor, this creates a spatial modulation of electron-hole pairs and conse-
quently also a sinusoidal modulation in the refractive index. The periodic change in the
refractive index within the grating can be estimated using the Drude model, which models
the conduction band electrons and valence band holes as oscillating as quasi-free carriers in
the field of the light pulse. This yields:

∆n =
−Ne2

2nmehω2
probeε0

= Nneh ∆κ =
Ne2

nmehω2cτε0
= Nσeh (4.3)

where N is the density of photoexcited electron-hole pairs, e is the elementary charge, meh is
the reduced effective mass of an electron-hole pair, ωprobe is the angular frequency of the probe
beam, τ is the characteristic scattering time of electrons in the material, and neh and σeh are
the refractive index and absorption coefficient change per volume element, respectively. The
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Figure 4.1: A graphic description of the interference of two Gaussian laser pulses for beams
crossed at (a) small and (b) large angle θ. Two pump beams overlapping in the xz-plane
with wavevector k1 and k2 and wavelength peaks denoted by the red lines interfere construc-
tively in places where the peaks overlap, i.e. where the red lines overlap. These overlap
regions produce peaks in the plane of the sample (the xy coordinate plane) dictated by the
wavelength and angle θ of the beams in accordance with equation 4.4.
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Figure 4.2: Wavevector description of the interference of two Gaussian pulses with wavevec-
tors k1 and k2 resulting in grating wavevector q = ±(k1 − k2).

spatial modulation of the refractive index is called the “grating” and will decay in time due
to processes described in section 4.2.3. The spacing between grating peaks Λ is controlled
by the wavelength (equivalently, wavevector) of the pump pulse λ and the relative angle
between the beams θ as

Λ =
2π

q
=
λpump

2 sin θ
2

(4.4)

The most relevant parameter for the process of diffraction off of the grating is the change
in the real part of the refractive index, as diffraction is a scattering process rather than an
absorptive one. The sinusoidal distribution of photoexcited carriers and change in refractive
index in the plane of the beams is shown for illustrative purposes in Figure 4.3 for an
n-GaN sample pumped with above-bandgap and probed with below-bandgap light, using
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equation 4.3 and a model that will be introduced in section 4.2.3. A photo-excitation in n-
GaN of 1018 carriers cm−3 induces a change in the refractive index of ≈ 10−10. The sensitivity
of TGS is superb and has been reported down to values of ∆n = 10−16 using heterodyne
detection [136], which will be discussed in section 4.2.5.
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Figure 4.3: Left: calculation of the number of photoexcited charge carriers 25 nm into an n-
GaN surface and 10 ps after pump excitation. Carrier density is modulated along the surface
due to the interference of the pump beams. Right: The resultant change in refractive index
as calculated using equation 4.3.

The change in refractive index can equivalently be related to a change in the dielectric
constant or electric susceptibility of the material via the relation

∆ñ =
∆ε

2
√
ε

=
∆χ

2(1 + χ)1/2
(4.5)

In the limit of
(
∂n
∂X

)
−→ 0 or

(
∂κ
∂X

)
−→ 0, the grating is labeled as a pure amplitude or phase

grating, respectively, meaning that only one component of the complex refractive index
contributes to the change of optical properties in the material at the pump wavelength. For
example, the transparent liquid carbon disulfide exhibits a pure phase grating over a wide
frequency range and is frequently used as a calibration standard for transient grating setups
(described in section 4.2.5). [137, 138]

4.2.2 Probing the transient grating

Once a grating has been formed by the pump beams, a spatially coincident but temporally
delayed probe beam with wavevector k3 will diffract off of the transient grating at an angle
dictated by Bragg diffraction, described by
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sinφ±1 = sinφ± λprobe
Λ

(4.6)

where φ±1 refers to the angle of the ±1 order of diffraction relative to the sample normal
and φ the incident angle of the probe relative to the sample normal. This produces a new
signal beam (called the “diffracted” beam in this thesis) with wavevector kdiff . A description
equivalent to equation 4.6 uses the language of wavevectors: the phase-matching condition
kdiff = k3 + q must be obeyed. The process of grating creation by two pump beams is
displayed in Figure 4.4a and the diffraction of the signal beam from the grating is depicted
in Figure 4.4b.

k3

kdiff = k 1- k2+ k3

Sample

Lens

Sample

Lens

k1k2

(a) (b)

Figure 4.4: (a) Formation of the transient grating on the sample via the overlap of two Gaus-
sian pump laser pulses. (b) A time-delayed laser pulse probes the grating region, producing
a diffracted beam at an angle defined by equation 4.6.

Signal diffracting from the transient grating is proportional to the change in the complex
refractive index and is measured as diffraction efficiency η, described by

η =
Idiff
Iprobe

=

(
π∆ñd

λprobe

)2

=

(
π∆nd

λprobe

)2

+

(
∆κd

4

)2

(4.7)

where Ix is the intensity (squared electric field E2
x) of beam x and d is the spatial depth

of the grating. In the limit of ∆κ −→ 0, as in the case of a semiconductor probed with a
below-bandgap probe, the second term is negligible and the diffraction efficiency responds
solely to n, the real part of the refractive index.
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4.2.3 Decay of the transient grating

In a semiconductor sample, the transient grating will decay with time due to two main
processes: (1) recombination of electrons and holes in the grating, and (2) diffusion of photo-
carriers laterally along the surface and into the bulk of the semiconductor. The temporal
and spatial distribution of excited carrier density is described by:

∂N(x, z, t)

∂t
+
N(x, z, t)

τr
−D∂

2N(x, z, t)

∂x2
=
γκI(t)

hν
[1 + cos(2πx/Λ)] (4.8)

where N(x, z, t) is the carrier density along the surface (x) and into the bulk (z), γ is the
quantum efficiency of the semiconductor material for electron-hole pair creation, κ is the
absorption coefficient at the pump wavelength, and I(t) is the intensity of the pump beam
with respect to time. [136] The experiments described here use short pulses of pump light
that act as a delta function at t = 0 with I = Ipump. The decay at all subsequent time points
acts under the condition I(t > 0) = 0, leading to the simplified equation [130]

∂N(x, z, t)

∂t
= D

∂2N(x, z, t)

∂x2
− N(x, z, t)

τr
(4.9)

with important boundary conditions

∂N(x, z, t)

∂z

∣∣∣∣
z=0

=
S

D
N(x, 0, t) (4.10)

and

N(x,∞, t) = 0 (4.11)

The first boundary condition displays the importance of and competition between surface
recombination velocity S and diffusion constant D at the surface of the semiconductor. The
second condition notes that the material excitation has finite depth.

Assuming S, D, and τr are independent of carrier density, the solution to this equation
is [130, 139]

N(x, z, t) =

{
1 + cos

2πx

Λ
exp

[(
−4π2D

Λ2

)
t

]}
Φ(z, t) (4.12)

where Φ(z, t) is
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(4.13)

with W (x) = exp(x2)erfc(x). Since N(x, z, t) is proportional to ∆ñ (equation 4.3 and Fig-
ure 4.3) and the diffraction efficiency is proportional to ∆ñ2 (equation 4.7), the diffrac-
tion efficiency η for a grating obeying equation 4.9 can be expressed with a carrier-density-
dependent Bessel function as

η(t) = J2
1

{
π

λprobe

e2

2nm∗ehω
2ε0

∫ ∞
0

[
N(Λ, z, t)−N

(
Λ

2
, z, t

)]
dz

}
(4.14)

Plugging equation 4.12 into equation 4.14 yields the following solution as a model for the
diffraction efficiency of the transient grating:

η(t) ∝
exp[−4π2Dt

Λ2 − t
τr

]

α

[
1 +

1
S
D
− α

(
S

D
exp(α2Dt)erfc(α

√
Dt)− S

D
−

α exp

((
S

D

)2

Dt

)
erfc

(
S

D

√
Dt

)
+ α

)]
(4.15)

This decay allows the modeling of the transient grating decays to produce insights into both
diffusion and surface recombination. The integral in equation 4.14 extends infinitely deep
into the bulk but considers the modulation of carriers in the x-direction along the surface.
The diffraction efficiency and the measured diffusion constants in this thesis are therefore
dependent on the surface-plane diffusion of carriers rather than diffusion of carriers into the
bulk of the sample. [140]

The overall decay of the grating signal can be separated into recombination and diffusion
components, as

τ−1
g = τ−1

r + τ−1
d

= τ−1
r +D

4π2

Λ2
(4.16)

= τ−1
r +Dq2
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where τr and τd are the recombination and diffusive decay constants, respectively, and
τ−1
d = D 4π2

Λ2 is obtained by plugging equation 4.12 into equation 4.9. Figure 4.5a schemat-
ically displays grating decay processes due to diffusion and recombination. Recombination
decreases charge carrier concentration at the peaks of the gratings, represented as downward
arrows in Figure 4.5a, whereas diffusion causes the peak-to-valley concentration difference to
diminish, represented as sideways arrows. The relative importance of the recombination and
diffusive decays is material-specific and depends acutely on the grating period Λ. Materials
with τr � τd will have grating decay entirely due to recombination and will exhibit identical
decay kinetics at varied grating periods Λ. In contrast, materials with τr ≥ τd will experience
grating decays due to both recombination and diffusion of carriers and will exhibit decay
kinetics that are faster at smaller values of Λ. Figure 4.5b shows transient grating decay
curves for an n-GaN sample with Λ = 2.3 µm and Λ = 12 µm. The kinetics decay faster
at 2.3 µm, signifying the importance of both recombination and diffusion decay channels in
n-GaN.
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Figure 4.5: (a) Mechanisms of grating decay on a semiconductor sample. (b) Example of TG
decay of n-GaN, with faster decay for narrower grating period. Dotted lines denote single
exponential fits following equation 4.33.

The extent to which TGS provides the ambipolar diffusion coefficient, Da, or is a direct
measurement of the hole diffusion coefficient, Dh, depends on the injected carrier concentra-
tions (∆Ne, ∆Nh), the electron and hole diffusion coefficient (De, Dh, respectively) and the
instrinsic doping concentration of sample (n0), and is given by [141]

D =
(n0 + ∆Ne + ∆Nh)DeDh

[(n0 + ∆Ne)De + ∆NhDh]
(4.17)

According to Scajev et. al., two regimes exist for eq. 4.17 as noted by a steep sigmoidal
relationship between D and injected carrier density for undoped GaN (Fig. 3a of Scajev
et. al.). [126] The steep sigmoidal relationship implies that within an order of magnitude
of tuning ∆N or n0, one of two regimes is accessed. For a moderate/high injection regime



CHAPTER 4. TRANSIENT GRATING SPECTROSCOPY AS A PROBE OF
SURFACE HOLE DIFFUSIVITY 68

where ∆Ne = ∆Nh � n0, the carrier diffusivity behaves as ambipolar Da ≈ 2DhDe
Dh+De

. On the
other hand when ∆Ne = ∆Nh � n0, the low injection regime is reached and the carrier
diffusivity D behaves as Dh.

4.2.4 Angle change in electrolyte

For samples in electrolyte solution, the angle of the pump beams changes when the beams
transfer from air (n = 1) to the aqueous phase (n = 1.33) as depicted in Figure 4.6. This
alters the grating period Λ according to equation 4.4. According to Snell’s Law,

nair sin

(
θair
2

)
= nwater sin

(
θwater

2

)
(4.18)

Therefore,

θwater = 2 sin−1

[
nair
nwater

sin

(
θair
2

)]
(4.19)

In order to correct for the refractive index change in electrolyte solution, the corrected Λ,
calculated by plugging in θwater to equation 4.4, is

Λ =
λpump

2 nair
nwater

sin
(
θair

2

) (4.20)

θair

θwater

pump beams

nair  = 1

nwater  = 1.33

sample

Figure 4.6: Angle change of pump beams due to differing refractive indices of air and water
phases.
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4.2.5 Heterodyne detection

Transient grating spectroscopy is a four-wave mixing technique, meaning three input
frequencies yield one output frequency. In the most general case of TGS, two pump pulses
with frequency ωpump mix with a probe pulse at ωprobe to garner a signal pulse that also
propagates with frequency ωprobe.

ωprobe = ωprobe + ωpump − ωpump (4.21)

The response of the system stems from the third-order polarization P (3), which is an ex-
pansion of the polarizability to incorporate the effect of high electric fields on the material
properties of the system, such as dielectric constant, refractive index, and absorption coeffi-
cient: [142, chapter 11]

P = ε0χE

= P (1) + P (2) + P (3) + · · ·
= ε0[χ(1)E + χ(2)E2 + χ(3)E3 + · · · ] (4.22)

where ε0 is the permittivity of free space, and χ(j) is the j-th order electric susceptibility of
the material, which is related to dielectric constant ε and the refractive index ñ as

ñ2 = ε = 1 + χ (4.23)

Using equation 4.22 and equation 4.23, we find that the dielectric constant ε is related
to the electric fields through the nonlinear susceptibilities and is dependent on the optical
power:

εr = 1 + χ(1) + χ(2)E + χ(3)E2 + · · · (4.24)

Thus by applying high-power laser fields, we can cause non-linear changes to the dielectric
constant, or, equivalently, the refractive index of the material under study [136, p. 35]. The
second term P (2) in equation 4.22 requires a combination of two input frequencies to create
one output frequency, allowing only the sum or difference of the input frequencies. The
output frequency in transient grating spectroscopy is the same as the input probe frequency,
so the P (2) term, and all even-order nonlinear contribution to P , cannot contribute to the
signal. Thus, the relevant polarizability term for transient grating spectroscopy, and the
focus of analysis in this thesis, is P (3).

Heterodyne detection extends the capabilities of the transient grating setup by introduc-
ing a reference beam (also known in the literature as a “local oscillator”) kref that is over-
lapped with the diffracted probe beam kdiff on the detector. Whereas homodyne detection
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measures the intensity Idiff = (Ediff )
2, the measured quantity with heterodyne detection is

the mixing between the diffracted and reference beams.

Ihet = |Eref + Ediff |2 = E2
ref + E2

diff + 2ErefEdiff cos(ξ) (4.25)

where ξ is the total phase difference between all beams. E2
diff is negligibly small in this

formulation, leaving a signal that has an offset of E2
ref and an oscillatory component around

the offset defined by the third term in equation 4.25. The third term can be expanded by
expressing it in terms of the third-order polarizability [137, 143, 144] as follows:

ErefEdiff cos(ξ) = Re[E∗ref (t)Ediff (t)]

= Im[E∗ref (t)P (3)]

= ErefIm[eiξP (3)] (4.26)

= Eref [cos(ξ)Im(P (3)) + sin(ξ)Re(P (3))]

= ErefEdic(t) cos(ξ) + ErefEbir(t) sin(ξ)

where the first to second step follows because Ediff (t) ∝ iP (3)(t), and Edic(t) and Ebir(t) are
the dichroic and birefringent responses of the system. The dichroic response corresponds to
the imaginary part of the refractive index (κ), while the birefringent response corresponds
to the real part of the refractive index (n). Thus we see that by altering the system phase ξ,
we can isolate signal that originates from processes corresponding to the real or imaginary
part of the refractive index. This is not possible with pump-probe spectroscopy, where the
phase of the signal electric field is passively locked to the phase of the probe electric field.

This brings the full heterodyned signal expression to:

Ihet = E2
ref + 2ErefEdic(t) cos(ξ) + 2ErefEbir(t) sin(ξ) (4.27)

The full phase of the heterodyned system ξ can be expanded into the component phases
of each of the five relevant electric fields:

ξ = ϕs + ξ1 − ξ2 − ξref + ξdiff

= ϕs + ψ (4.28)

where ξ1 and ξ2 are the phases of the two pump beams, ξref and ξdiff the phases of the two
probe beams, and ϕs the phase shift induced by diffraction from the sample.

For experiments requiring careful measurement of signal with total phase ψ equal to
either π or π/2, accurate knowledge of ϕs is essential. This calibration can be achieved by
using a reference sample such as carbon disulfide, toluene, or m-xylene [137, 138, 145], each of
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which have small dichroic but large birefringent signals. The calibration can also be achieved
interferometrically with a Mach-Zehnder interferometer [146–148], but this introduces added
complexity and cost without greatly heightened phase stability. The system can be calibrated
more simply by making the reference and probe beams identically powerful and measuring
the heterodyne signal of both beams on two detectors simultaneously [149]. The phase
difference between the two oscillatory signals is then simply 2ϕs (Figure 4.7a), allowing for
adjustment of the overall beam phase ξ to achieve ψ = π or ψ = π/2.
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Figure 4.7: (a) Example of signal on both detectors showing TG/T, ∆T/T, and ϕs. (b)
Representative TG (decaying with time constant τg) and ∆T/T signals on n-GaN with
example single-exponential fit following equation 4.33.

In the formulation of Gedik and Orenstein [149], equation 4.27 is written for both signal
beams as

∆Iprobe1
Ieq

=

∣∣∣∣δtt
∣∣∣∣ [cos(ϕs) + ε cos(ψ − ϕs)]

∆Iprobe2
Ieq

=

∣∣∣∣δtt
∣∣∣∣ [cos(ϕs) + ε cos(ψ + ϕs)] (4.29)

where
∆Iprobe
Ieq

is the pump-induced probe beam intensity change relative to its equilibrium

value for probe beams 1 and 2, δt
t

is the photo-induced change in the transmission coefficient,
ε is the ratio of the signal oscillation amplitude to the mean value of the signal oscillation,
and all other symbols are as previously defined. Equation 4.29 can be fit to a function of
the form

I = A + B cos(kθ + β) (4.30)

to obtain the signal offset (A), amplitude (B), and phase (β), with k being a conversion
factor between signal phase ψ and the angle θ of a rotatable coverslip inserted into one of
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the probe beams (described in detail in section 4.2.6). Comparing equations 4.29 and 4.30
shows the following correspondences:

A =
δt

t
cos(ϕs)

B =
δt

t
∗ ε

β = ±ϕs (4.31)

Final values for offset, amplitude, and phase ϕs are found by averaging the offset and am-
plitude signals from each of the two detectors and subtracting the sample phase values:

A2 + A1

2
=

∆T

T
(%)

B2 +B1

2
=
TG

T
(%)

β2 − β1

2
= ϕs (4.32)

∆T
T

measures the recombination decay of spatially uniform charge carriers in the grating. TG
T

measures the diffraction efficiency of the grating and decays in time due to charge carrier
recombination and diffusion with time constants τr and τd, as described in section 4.2.3.
For the purposes of brevity, ∆T

T
results will sometimes be notated as “PP” in analogy to

their equivalence with pump-probe results, and TG
T

results will sometimes be abbreviated as
“TG”. Figure 4.7a displays example TG signal at t = 3 ps versus varied coverslip angle θ for
detectors 1 and 2. Signal oscillates with coverslip angle in accordance with equation 4.31 and
the two detectors display a phase difference of 2ϕs as shown in equation 4.29. The oscillation
of signal is fit as described in equations 4.30, 4.31, and 4.32 to obtain ∆T

T
, TG

T
, and ϕs.

The procedure described in the preceding paragraphs requires obtaining the oscillation
shown in Figure 4.7a for each time delay point in the spectrum. This is beneficial for the
purposes of phase stability, as the drift in ψ is minimal within the time required to obtain
the oscillation spectrum (≈ 1 minute). However, a full spectrum over all time delays requires
a time equal to (number of points in oscillation trace) × (number of time delay points) ×
(amount of time per data point), which can increase the time per full scan intolerably high.
With a setup with superior phase stability, a faster procedure is possible by measuring the
time delay trace at three distinct values of ψ (generally 0, π/2, and π). The data at the
three phase points for each time delay point is then fit to a modified equation 4.29 to solve
for the three unknown variables ∆T

T
, TG

T
, and ϕs. [149–151] This procedure results in three

phase points at each time delay rather than a minimum of six, halving the time necessary
for data-taking.
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4.2.6 Extraction of TG signal

In the experiments described in this thesis, TG is measured at varied probe time delay.
The signal oscillation portrayed in Figure 4.7a is induced by rotation of a 200 µm thick glass
or quartz coverslip inserted into one of the probe beams. One period of oscillation can be
induced by rotation steps spanning 0.6◦. After the signal oscillation is obtained at every
probe beam delay time point on both probe beam detectors, the fitting procedure described
in section 4.2.5 is applied to obtain PP and TG for each time delay point (Figure 4.7b).

TG signal will decay according to [152, 153]

η(t) = η0e
−2t
τg (4.33)

where η0 is the diffraction efficiency from equation 4.7 at probe time delay zero. The decay is
fit with equation 4.33 to obtain a value for τg, and the inverse of τg is plotted against q2 per
equation 4.16. This process is repeated for many values of q (= 2π

Λ
), as shown schematically

in Figure 4.8. A linear fit to these data points will give τr as the inverse of the y-intercept
and D as the slope.

τr
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τ-1
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slope: D
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-1

Figure 4.8: Schematic example plot of inverse grating lifetime τ−1
g versus grating wavevector

q2 = 2π
Λ

. The slope and intercept of a linear fit give the diffusion constant D and the inverse
charge carrier recombination lifetime τ−1

r , respectively.

4.3 Experimental Setup

Successfully utilizing heterodyne detection in a transient grating setup requires excellent
phase stability, particularly if measurements are to be obtained at a specific total phase ψ
(equation 4.28). Slight jitter in an optic that one of the pump or probe beams passes through
will cause phase oscillation that, if it exceeds ≈ ∆ψ = π/100, can drastically change the
signal measured. If every beam follows a different beam path to the sample, these oscillations
will multiply intolerably and make measurement impossible. To this end, it is advantageous
to send the beams through as few optics as possible to minimize phase jitter.
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Figure 4.9: Diagram of transient grating setup. Adapted with permission from Ref. [154].

This is achieved via a “boxcar” geometry and a diffractive optic (DO) to separate the
beams. The boxcar and DO setup used in the experiments in this thesis is displayed in
Figure 4.9. A pump and probe beam are focused onto a custom diffractive optic (Holoeye
Inc., San Diego, CA), which is a slab of fused silica substrate with a series of 12 small
(0.5 x 0.5 cm2) diffraction gratings of varied slit spacing. The ±1 orders of diffraction of
the pump and probe beam are kept, turning the two beams (pump and probe) into four
(two pump, two probe) beams. The beams are collected by a large collimating lens (CL),
after which point they propagate parallel to each other with a cross-sectional pattern in
which the beams are the corners of a square if λpump = λprobe or trapezoid if λpump < λprobe
(Figure 4.10). The probe beams each pass through a 200 µm thick glass coverslip, one
of which is mounted on a piezoelectric rotation stage (Newport CONEX-AGP-PR100P) to
allow fine rotation of the coverslip. The rotation of the coverslip causes the probe beam to
travel a slightly longer or shorter beam path relative to the other probe beam, allowing for
fine control over the beams’ relative phase. The beams, collimated and traveling parallel
to each other, are collected by a large focusing lens (FL), which focuses the beams to a
single point. The focusing is verified with a 200 µm pinhole next to and in the plane of the
sample. By moving the pinhole horizontally and vertically through the beams and watching
which beams appear and disappear in which order, the point of perfect overlap in the x-,
y-, and z-directions can be determined. With pump beam spot size larger than probe beam
spot size, perfect overlap in the xy-plane is signified by the following condition when moving
the pinhole through the beams in the x-direction: the pumps appear simultaneously first,
then the probes appear simultaneously, followed by the disappearance of the probes, then
the pumps. Improper alignment of the pinhole in the z-direction is signified by the pumps
(or the probes) appearing non-simultaneously – this shows that the pinhole is in front of or
behind the beam overlap position, depending on which of the two pumps (or probes) appear
first. The z-position of the sample is critical for maximizing signal and is controlled by a
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motorized stage (Thorlabs Z825B). Once overlap is achieved on the pinhole, the sample is
translated in the xy-plane into the beam overlap region.

(a) (b)

x

y

z

Figure 4.10: Cross-sectional view of pump (lower) and probe (upper) beams in boxcar ge-
ometry between lenses CL and FL for (a) degenerate wavelengths λpump = λprobe and (b)
non-degenerate wavelengths λpump < λprobe.

When using pump and probe wavelengths that differ, the angle of the beams out of the
DO will be different for the pump and probe beams, as dictated by Bragg diffraction with a
beam at normal incidence:

d sin(φ) = mλ (4.34)

where d is the fringe spacing of the grating on the DO, φ the diffracted angle of the beams,
m the integer order of diffraction and λ the beam wavelength. Since no lens is perfectly
achromatic, the beams will also experience different collimation and focusing lengths. For
this reason, the lenses in the TG setup used here were bisected with a band saw and mounted
on independent xyz stages for careful tuning. The top lenses (for the probe beams) and
bottom lenses (for the pump beams) can be moved to the appropriate distance in the z-
direction during alignment to assure complete overlap of all four beams. Beam movement in
the x- and y-directions can be accomplished by moving the lenses in the x- and y-directions,
but it is preferable and conducive to reproducibility to accomplish the same task simply by
steering the beam entering the DO with a mirror placed prior to the setup.

The final grating period Λ on the sample compared to the DO fringe spacing d is calcu-
lated by plugging the angle out of the DO φ of the first-order diffracted beam (equation 4.34)
into equation 4.4 to obtain:

Λ =
fFL
fCL
∗ d

2
(4.35)

where fFL and fCL are the focal lengths of the focusing lens (FL in Figure 4.9) and collimating
lens (CL in Figure 4.9) respectively. The experiments used in this thesis used lenses with
200 mm focal lengths for both CL and FL, giving a Λ value of d/2 in all cases.
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The boxcar geometry ensures that the reference and diffracted beams will overlap re-
gardless of input wavelength, since the pump and probe beams experience the same beam
path length through the symmetrical TGS lens system. For a system with probe beams
with angle φ and −φ relative to the surface normal, plugging in equation 4.4 to equation 4.6
shows that the diffracted beam angle will be

sin(φ−1) = sin(φ)− 2λprobe sin(θpump/2)

λpump
(4.36)

Inserting equation 4.34 for pump and probe beams, where d = Λ and m = 1, equation 4.36
simplifies to

sin(φ−1) = − sin(φ) (4.37)

φ−1 = −φ (4.38)

thus showing that the diffracted beam angle will overlap with the other probe beam for any
combination of λpump and λprobe.

Others have successfully used a boxcar geometry for heterodyne-detected transient grat-
ing experiments, sometimes using lenses [155–159], as described here, but often using large
(5-10 inch diameter) spherical mirrors instead [137, 138, 144, 149, 160, 161]. The mirror
setup offers several advantages: (1) A spherical mirror is naturally achromatic, eliminating
the need for split lenses as described above. (2) A spherical mirror setup uses no trans-
missive optics, eliminating pulse dispersion, important for short pulse spectroscopy. (3) A
spherical mirror setup often uses only one mirror, reducing the number of optical elements
the beams encounter, and thus intrinsically reducing the phase jitter of the setup. This
becomes particularly important if a specific value of phase ψ is needed during measurements
(equation 4.28). In the experiments described here, the requirement for stable ψ is relaxed,
since the TG quantity is only dependent on the amplitude of signal, not the phase. Lenses
offer the advantage of being less bulky and more adaptable to a crowded laser table. A
mirror with a huge diameter must be used to achieve the same beam angles on the sample
that are obtainable with a smaller diameter lens system. The largest mirror currently com-
mercially available with a suitable focal length is a 6” diameter mirror from Edmund Optics;
the 3” diameter lenses used in this experiment are offered in stock by Thorlabs and Edmund
Optics.

Transient grating measurements were performed with ∼150 fs laser pulses originating
from a Ti:sapphire laser with a fundamental wavelength of 800 nm. 266 nm pump light was
generated by reflecting a portion of the fundamental with a beam splitter and directing the
beam onto multiple beta barium borate (BBO) crystals (kit from EKSMA Optics). The
transmitted 800 nm probe beams were collected on Si photodiodes and recorded with a lock-
in amplifier using a Labview program that is detailed in Appendix A. The pump beam was
mechanically chopped at 300 Hz for the purposes of lock-in detection. Further details on the
experimental setup can be found in section 2.1.
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4.4 Properties of gallium nitride

Gallium nitride (GaN) is a wide bandgap (3.4 eV) semiconductor most commonly ex-
hibiting Wurtzite crystal structure (Figure 4.11). GaN is widely studied both experimentally
and theoretically as a model for applications in catalysis because of its interesting surface
chemistry. [162–165] Like other wide bandgap semiconductors such as TiO2 and SrTiO3 and
unlike smaller bandgap semiconductors like GaAs and Si [166], GaN is resistant to corro-
sion in aqueous solution, making it an ideal candidate for photoelectrochemical studies that
prioritize electrode stability.

c-plane 
(0001)

Ga
N

Figure 4.11: (0001)-GaN unit cell displaying Wurtzite structure with Ga-polarity at the
c-plane surface.

The bandgap of GaN can be better tuned to the solar spectrum by incorporating indium
in place of gallium. Studies utilizing Inx−1GaxN have shown a bandgap tunable from 0.8 to
3.4 eV as x is varied from 0 to 1 [167]. The band edges of GaN straddle the water oxidation
and reduction redox potentials [164, 168], and nano-structured or nanowire forms of GaN
have been shown to enable photoelectrolysis of water as both anode and cathode. [169–175]

Although GaN is resistant to corrosion, photo-etching is possible in the presence of certain
solutions (strong acid or base solutions like hydroxide or sulfuric acid) and illumination with
above-bandgap light in a PEC cell. Etching speeds are faster on n-polar GaN and are
proportional to the intensity of incident light. [176] In this study, pump fluences were kept
low enough (0.06 mJ cm−2) to avoid photo-etching regimes. Corrosion of GaN in aqueous
solutions occurs when the holes at the surface of the GaN transfer to the Ga/Ga3+ redox
couple, creating a Ga vacancy at the electrode surface as noted by equation 4.39. [168, 176–
181]

2GaN(s) + 6h+ → 2Ga3+ + N2(g) (4.39)
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A carefully chosen aqueous electrolyte can impede this corrosion reaction by introducing
a redox couple at a more favorable energetic level than the Ga/Ga3+ redox couple. Studies
of the stability of GaN used in PEC cells with aqueous solution find that the use of hydrogen
bromide (HBr) electrolyte increases the resistance of GaN to corrosion in comparison to other
electrolytes such as sodium hydroxide (NaOH) or potassium hydroxide (KOH) [182, 183].
This difference is due to the relative energetic placement of the redox couples in aqueous
solution, as shown by Fig. 4.12. The Br− acts as a sacrificial reagent to accept the holes
that would otherwise drive the gallium corrosion reaction.

electrolyten-GaN

CB 

VB

0

1

2

V (vs Ag/AgCl)

O2 /H2O (0.94 V)
Br3

-/Br- (0.92 V)

Ga3+/Ga (-0.74 V)
-1

O2/H2O (0.61 V)

pH = 1.4 
         (7)

Ufb H+/H2 (-0.62 V)
H+/H2 (-0.29 V)

3

EG

Figure 4.12: n-GaN interface with aqueous electrolyte, displaying upward band bending at
the interface and the position of relevant redox couples in acidic and neutral conditions.
Black midgap band represents interfacial surface states formed during equilibration.

The undoped and Si-doped GaN (0001) films used in this study were purchased from MTI
Corporation (Richmond, CA) and were grown nominally 5 µm thick on C-plane sapphire
by hydride vapour phase epitaxy (HVPE). Mott-Schottky plots yielded a doping density n0

of 5×1018 cm−3. A three-electrode customized Teflon electrochemical cell with CaF2 optical
windows was used to observe TGS dynamics in situ. Photoelectrochemical measurements
were carried out at room temperature with Pt counter electrode and a Ag/AgCl reference
electrode (MF-2052; Basi, West Lafayette, IN) using a CHI1140B Potentiostat (CH Instru-
ments, Inc., Austin, TX) and constantly stirred. The electrolyte solution was 0.1 M HBr
and 0.1 M Na2SO4. Ohmic contacts were made with Cu wire and InGa eutectic with Ag
paste on n-GaN. Insulating lacquer covered the contact to only expose ∼ 0.01 cm2 of n-GaN.
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4.4.1 Electrochemical measurements

GaN features an array of midgap states that mediate catalysis via Fermi level pin-
ning. [184, 185] This causes an array of water oxidation intermediates to be present on
the surface of GaN in the dark. The equilibrated GaN surface at open circuit thus repro-
duces a surface environment like that of an active catalytic surface in a full 3-electrode cell,
with a number of water intermediate species such as Ga=O or Ga-OH on the surface. [162,
186–188]
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Figure 4.13: (a) Left: APCE (%) measured for n-GaN under xenon lamp illumination. Right:
Absorbance vs. wavelength for n-GaN. Inset: Photocurrent density (mA cm−2) vs. Voltage
(V vs. Ag/AgCl) used to calculate the xenon lamp APCE values. Different colors correspond
to the various wavelengths tested. (b) APCE versus fluence for n-GaN under fs illumination
(black) and xenon lamp illumination (black). Insets: CV curves used to calculate the fs
illumination APCE values. Different colors represent different fluence values.

A series of electrochemical measurements establishes the degree to which Fermi-level
pinning occurs, and the degree to which the surface environment at open circuit reproduces
that of an active catalytic surface. First, the absorbed photon to current efficiency (APCE,
measured as %) under illumination of a xenon lamp is displayed in Figure 4.13a. The APCE
is a measure of the photo-catalytic activity of a material, calculated by

APCE =
jphoto ·Na · h · c

λ · β · F
(4.40)

where jphoto is photocurrent, Na is Avogadro’s constant, h is Planck’s constant, c is the
speed of light, λ is the excitation wavelength, β is the absorbed power, and F is Faraday
constant. The APCE under xenon lamp illumination (Figure 4.13a) increases similarly to
the absorbance as photon energy increases due to the greater absorbance of above-bandgap
photons. The current-voltage (CV) curves used to generate the APCE data are shown in
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the inset. The dependence of APCE on xenon lamp and femtosecond laser fluence was also
measured and is displayed in Figure 4.13b. APCE drops off at higher fluence values due
to greater electron-hole pair recombination. Both xenon lamp and fs illumination produces
similar diode-like current turn-on behavior and APCE > 20% (insets of Figure 4.13), sug-
gesting that the charge dynamics measured by ultrafast TGS measurements may also apply
in continuous, broadband conditions such as a simulated solar spectrum.

The flatband potential Vfb and dopant density Nd can be calculated from capacitance
measurements using the Mott-Schottky equation:

1

C2
=

1

C2
H

{
1 +

2C2
H

e0εε0Nd

(
V − Vfb −

kBT

e0

)}
(4.41)

Where C is the total capacitance, CH is the capacitance of the Helmholtz layer, e0 is the ele-
mentary charge, and V is the applied voltage. Capacitance measurements were obtained with
both xenon lamp (Figure 4.14) and 150 fs pulsed laser illumination (Figure 4.15) for 0.1 M
electrolyte solutions of HBr, HCl, NaCl, and Na2SO4. Flatband voltages obtained from the
x-intercept Mott-Schottky data in Figure 4.14 and Figure 4.15 (right column) display little
difference in light and dark conditions. In addition, capacitance measurements taken under
femtosecond illumination (Figure 4.15, left column) also show little effect of illumination at
the fluence levels used in this study. This shows that no new surface states are created by
the laser illumination, and TGS probes dark states created during the equilibration of the
n-GaN surface with water.

The equilibrium open circuit potential (OCP) was measured as a function of time for each
of the electrolyte species (Figure 4.16a). The open-circuit photovoltage (Vph) shows a linear
dependence on the redox potential (Vredox) of the solution with a slope of ∼0.6 (Figure 4.16b).
A slope of 1 implies no Fermi-level pinning. [64]. The OCP was also measured as a function
of laser fluence with a pulsed fs laser source. The plateau displayed in Figure 4.16c above
≈0.05 mJ cm−2 is a direct measure of the potential drop in the semiconductor (band bending,
Vsc).

The values obtained from the electrochemical measurments described above can be used
to estimate the surface charge and voltage of the GaN surface at equilibrium in the dark [59,
189]. The charge qsc stored in the depletion layer, defined by the Schottky approximation,
can be calculated from Vsc and Nd as:

qsc =

√
2εε0|e0|Nd

(
Vsc −

kBT

|e0|

)
(4.42)

where ε, ε0, e0, and Nd are the permittivity, vacuum permittivity, electric charge, and
doping density respectively. The charge due to the Schottky approximation, qsc (cm−2), and
the surface charge at the interface, qss (cm−2) together determine the potential drop across
the Helmholtz layer according to:
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Figure 4.14: Mott-Schottky plots in dark (blue trace) and under 266 nm xenon lamp illumi-
nation (red trace) with linear best fit line following equation 4.41, for n-GaN in the denoted
0.1 M electrolytes.

VH =
qsc + qss
CH

(4.43)

For a highly doped semiconductor, as considered in the present case, the measured capac-
itance depends on both the depletion layer and Helmholtz capacitances, i.e. 1

C
= 1

Csc
+ 1

CH
.

The relationship of the flatband potential (Vfb) and the x-intercept (UC−2=0) of the Mott-
Schottky plot is derived from equation 4.41:

VC−2=0 = Vfb + 0.059× (PZC − pH) +
kBT

e0

− e0εε0Nd

2C2
H

(4.44)

In the above, the flatband potential is corrected for the small dipole induced by a pH
away from the point of zero charge (PZC), approximately pH = 6 in GaN. At open circuit,
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Figure 4.16: (a) OCP versus time measured for n-GaN in four different 0.1 M electrolyte
species. (b) The equilibrium photovoltage values determined from (a) display a slope of 0.6,
indicating partial Fermi level pinning. (c) OCP measurements as a function of pulsed 267
nm laser fluence for the various 0.1 M electrolytes.

Vredox − Vfb = VH + Vsc (4.45)

since the only voltage drop across the semiconductor/electrolyte junction is |Vredox − Vfb|.
Inserting equations 4.43 and 4.44 into equation 4.45 and setting CH = 20 µF/cm2, we

determine VH and qss for the different interfaces. Experimental inputs are the intercept of the
Mott-Schottky plots in the dark (VC−2=0) and the photovoltage (Vsc) for each electrolyte. The
surface charge (qss) along with the voltage drop across the full junction, Vfb, the depletion
width of the semiconductor, Vsc, and the Helmholtz layer, VH are in shown in Table 4.1 for
each electrolyte.
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Interface Vredox (V) Vfb (V) Vsc (V) VH (V) qss (charge cm−2) VH
Vfb

(%)

GaN/HBr 0.94 -1.22 0.47 1.7 5.3×1014 78
GaN/Na2SO4 0.61 -1.28 0.48 1.41 4.4×1014 74

Table 4.1: Surface charge and potential distribution

4.5 Results

4.5.1 Surface diffusivity of holes in GaN

Figure 4.17 demonstrates the variation in the interfacial diffusivity at undoped GaN and
n-GaN interfaces with air and electrolyte. Based on the linear fit of τ−1

g vs. q2, undoped GaN
has a D of 1.4 ± 0.1 cm2 s−1 in air, as shown in Fig. 4.17a. For undoped GaN, n0 ∼ 1015 cm−3

and ∆N ∼ 1019 cm−3. Therefore, the moderate/high excitation regime of eq. 4.17 is accessed.
Since Dh � De for GaN, TGS measures Da ≈ 2Dh. [190] Da is comparable to previous
values obtained by TGS experiments on GaN. [126, 127, 140] From Dh, the hole mobility
determined by Einstein’s relation, µh = Dh(

kBT
e

)−1, is 27 cm2 V−1 s−1. For comparison, the
reported bulk value for undoped and n-GaN ranges from 300 - 5 cm2 V−1 s−1 [191–194]; a
bulk µh of ∼10 cm2 V−1 s−1 has been found for majority holes in p-doped GaN. [195, 196]

When undoped GaN is introduced to an electrolyte environment, e.g. 0.1 M HBr,
no significant change in diffusivity was observed. As shown in Fig 4.17a, Da remains
1.4 ± 0.6 cm2 s−1. The inset shows the kinetics do not change between air and 0.1 M HBr
for both the largest and smallest Λ used. Importantly, the data exhibits no substantial dif-
ference in kinetics for the range of grating periods measured, as can be seen by comparing
Fig. 4.17c to Fig. 4.17d.

For n-GaN in air, D is found to be 0.8± 0.1 cm2 s−1 (Fig. 4.17b) from the linear fit. Unlike
in undoped GaN, the TGS of n-GaN approaches the low injection limit due to the increased
n0. [126] Although the calculated injection density at the earliest time scales, ∆N (1019 cm−3)
is similar to n0 (5×1018 cm−3), two experimental considerations suggest a low injection limit.
First, the effective injected carrier density at times where the diffusive decay manifests,
namely around 200-400 ps, can be 5-10 times lower than the initial ∆N reported for GaN
because of changes to the carrier density profile by diffusion and recombination into the
bulk. [130, 197, 198] Second, the TGS kinetics are independent of pump fluences which
should change the carrier injection by an order of magnitude (Figure 4.18). Additionally,
the diffusivity obtained experimentally for n-GaN is nearly equivalent to the Dh obtained for
undoped GaN, which is the expected value of the low injection limit (i.e. half the ambipolar
diffusivity). Taken together, the experimental considerations and the measured values of the
carrier diffusivity demonstrate the TGS of n-GaN directly probes the hole carrier diffusivity
(D ∼ Dh).

A significant increase in Dh to 2.1 ± 0.3 cm2 s−1 is observed at the n-GaN/0.1 M HBr
electrolyte interface, based on the linear fit of τ−1 vs q2 (Fig. 4.17b). The change in kinetics
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Figure 4.17: TGS spectrum decays at varied q2 values, as explained in Figure 4.8 and
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kinetic decays at the highest (solid) and lowest (dotted) grating periods Λ for each chemical
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than 2Dh, as dictated by equation 4.17 in the low injection limit.

between air and 0.1 M HBr environments is highlighted at the smallest and largest grating
period in the inset of the Fig. 4.17b. The data over a range of grating periods shows
significantly faster kinetics in electrolyte (Fig. 4.17f, g) compared to air (Fig. 4.17e). Taken
together, the data and analysis show that Dh increases at the 0.1 M HBr interface by a
factor of 2.6 from the air interface.

The increased hole diffusivity at the n-GaN/aqueous interface is not unique to an HBr
electrolyte at pH = 1.4, but also occurs with an Na2SO4 electrolyte at pH = 7, as shown in
Fig. 4.17g. For 0.1 M Na2SO4, Dh is 1.8± 0.3 cm2 s−1, a factor of 2.2 increase from air. While
the addition of the Br−/Br−3 redox potential and a change in pH does affect the interfacial
hole diffusivity, it is not substantially altered. That is, in both cases, equilibration to the
H2O/O2 redox potential is what creates the unique n-GaN/aqueous electrolyte interface
that changes the lateral diffusivity. The lack of a pronounced difference between the two
electrolytes in terms of the overall surface composition is reflected in the similar behavior of
the photovoltage (Fig. 4.16a) and that both interfaces lead to qss ∼ 1014 cm−2.

Sample S ( cms ) Dh ( cm
2

s ) τr (ps) Lp (nm)

GaN 4.0×103 0.7 407 169
GaN (HBr) 7.0×103 0.7 389 165
n-GaN 1.6×104 0.8 1000 283
n-GaN (HBr) 5.0×103 2.1 505 326
n-GaN (Na2SO4) 2.5×104 1.8 703 356

Table 4.2: Variables obtained from fits using diffraction efficiency model (eq. 4.15)

While it is expected that the dominant composition of the surface in the presence of
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aqueous electrolytes will be a mixture of surface water species, the two electrolyte interfaces
could have substantially different defect densities. Using the full TGS differential equation
model mentioned in section 4.2.3 and equation 4.15 (shown as fits on the TGS kinetics of
Fig 4.17c-g), this defect density can be quantified by the surface recombination velocity,
S, reported in Table 4.2. A surface that is well passivated, i.e. low defect density, has a
low S while a surface with many recombination centers has a high S. For undoped GaN,
S = 4×103 cm s−1 which agrees with previous experiments. [199] No change is observed when
an aqueous electrolyte environment is introduced. For n-GaN/HBr, the aqueous electrolyte
environment causes significant surface passivation, leading to almost an order of magnitude
decrease in S from ∼104 cm s−1 in air to ∼103 cm s−1. On the other hand, for the n-
GaN/Na2SO4 aqueous interface, the S remains similarly high as at the air interface. This
suggests that, while the defect density and surface recombination velocity are sensitive to the
specific counter ions and pH of the aqueous electrolyte, the interfacial hole diffusivity is not.
The substantially lower S determined for HBr is likely related to the lower photo-corrosion
observed during catalysis, as compared to Na2SO4. The lower S suggests HBr mediates
reactions that avoid trapping holes in defect sites of GaN, thought to create Ga3+. [177, 178,
200]

The increase in the lateral hole diffusivity occurs uniquely at the n-GaN/aqueous elec-
trolyte interface, which leads to insights into its origin. When the n-GaN/aqueous electrolyte
interface equilibrates with the water oxidation reaction, a surface charge develops simulta-
neously with a depletion layer in the semiconductor and a Helmholtz screening layer at the
interface. On the other hand, at the n-GaN/air interface, a depletion layer and at the un-
doped GaN/electrolyte interface, a Helmholtz screening layer, will develop separately and
without a substantial surface charge. However, at both interfaces, the hole diffusivity re-
mains ∼0.7-0.8 cm2 s−1 (Table 4.2). Therefore, the change in the hole diffusivity that occurs
at the n-GaN/aqueous interface is attributed to a surface charge that modifies the compo-
sition of surface water species. This finding is further substantiated by the fact that the
interfacial hole diffusivity is sensitive to the overall composition of surface water species, and
not specific defect centers, since S changes largely between the two electrolytes and D does
not.

The suggested origin for the increase in interfacial hole mobility is depicted schematically
in Fig. 4.19. The surface charge generated at the n-GaN/aqueous interface should modify
surface water species by creating reaction intermediates and changing the distribution of
hydroxylated and water adsorbed sites. A GaN (0001) surface with a monolayer of ad-
sorbed water, calculated by DFT, leads to a distribution of Ga-OH and Ga-H2O sites. [162,
186] During equilibration at the n-GaN/aqueous interface, the distribution of these surface
water species will alter, and could contain a significant population of Ga-OH and Ga-O∗,
as suggested by ambient pressure photoemission of the n-GaN (0001) surface exposed to
water [187] and by calculation of time scale evolutions of excited holes at different GaN
surfaces. [188] At 300 K, phonon-assisted charge carrier hopping accompanied by PCET
is expected between sites. [201]. Therefore, the equilibrated surface, which includes both
localized charge in the form of reaction intermediates and neighboring sites to which the
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Figure 4.19: GaN(0001) surface with Ga sites terminated by H2O, OH, and O∗ after equili-
bration with an aqueous 0.1 M HBr electrolyte. Holes from the nitrogen valence band hop
on the surface (solid arrows), accompanied by proton release and capture (dotted arrows),
before returning to the bulk.

charge can easily hop (e.g. Ga-OH), should increase surface hopping mobility. In the energy
band description of this interface, equilibration increases the density of surface states and
broadens the mid-gap band [202, 203] of the n-GaN/aqueous interface, in contrast to the
undoped GaN/air, undoped GaN/aqueous, and n-GaN/air interfaces. Surface hopping could
affect carrier mobility for many lattice lengths into the bulk for two reasons: (1) The surface
states form a narrow, mid-gap band such that energy shifts in the photoluminescence reflect
their filling with pH, as observed on GaN [185] and (2) Diffusion lengths are ∼200 nm in
GaN (Table 4.2).

The increased interfacial carrier mobility can be considered one step in the catalytic
process that creates a current pathway at the solid-liquid interface. One way to quantify
the opening of this current pathway is through the mean square displacement of the charge
carrier profile from the average position of the initial profile, < x2 > (t), along the air vs.
electrolyte interface. The mean square displacement, according to < x2 > ∼ Dt, increases
by the same factor as the diffusivity, or by 2.6 at the n-GaN/HBr interface. The standard
deviation (

√
< x2 >) of the carrier profile is 60% higher and hence, a 60% larger interfacial

distance is traversed at the electrolyte interface. Another way to quantify the opening of
the current pathway, especially important for photo-catalysis, is the hole diffusion length,
Lp =

√
Dhτr. The hole diffusion lengths for the different interfaces are shown in Table 4.2.

For undoped GaN in air and in aqueous electrolyte, Lp is∼200 nm in agreement with previous
experiments. [194] Lp increases by ∼100 nm for n-GaN, but mostly due to the increased
recombination time τr. On the other hand, an additional ∼50 nm is observed when an
aqueous electrolyte is introduced to the n-GaN surface and is due to the increased diffusivity,
since τr lowers. This demonstrates that at the n-GaN/electrolyte interface, photo-holes will
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diffuse longer distances before recombining as a direct result of the increased diffusivity.

4.5.2 Kinetic Voltage Dependence

The effect of voltage application on the pump-probe and TG kinetic spectra on n-GaN
was also considered. Samples of n-GaN were immersed in 0.1 M HBr and spectra were
obtained as described previously while applying a fixed voltage in a three electrode cell at
values ranging from -0.3 V to +1.2 V vs Ag/AgCl (Pt counter-electrode). Voltages were
chosen to match with prominent voltage regions in the current-voltage curves shown in the
inset of Figure 4.13b. Positive voltage application corresponds to an increase in the band
bending of the n-GaN, as shown in Figure 4.12, while negative voltage application moves
towards a flattening of the semiconductor bands.
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Figure 4.20: (a) TGS kinetic traces of n-GaN with Λ = 5.6 µm and (b) pump-probe kinetic
traces of n-GaN with applied voltages as noted.

Pump-probe spectra (Figure 4.20a) display low overall signal, which matches the trend
of low PP component signal for all GaN samples measured in this study (e.g. Figure 4.7b).
Although spectral kinetics is unchanged among the various voltages, a complete quenching
of signal occurs as voltage moves from open circuit and negative voltages towards positive
voltage application. Previous voltage-dependent transient infrared spectroscopic studies of
n-GaN have noted that because of the large discrepancy between the effective mass of elec-
trons and holes in GaN, pump-probe spectra are only capable of generating photo-generated
electron, not hole, dynamics. [47] As the band bending in the n-GaN is increased (positive
voltage application) all photo-generated electrons are swept away from the surface and out
of the probing region, explaining the decrease in signal.

The TG data, in contrast, is capable of detecting the dynamics of photoexcited holes,
as described in section 4.5.1. Two main changes in the TGS spectra (Figure 4.20b) are
observed:
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1. As voltage application increases, the spectral shape departs from a mono-exponential
shape, changing into a multi-exponential decay, which coincides with the start of sig-
nificant current flow in Figure 4.13b and other published reports [168, 174]. The initial
decay constant shortens to a value < 10 picoseconds.

2. An offset with a lifetime of tens of nanoseconds or greater appears starting above
+0.25 V and grows in until a plateau in around a value of +1 V vs Ag/AgCl.

These changes at positive voltages occur simultaneously with changes in the surface
structure of the GaN, which is easily detectable by eye as a darkening of the surface. The
spectral changes, then, are proposed here to result from (1) the increase in charge transfer at
the surface along with (2) a simultaneous degradation of the surface caused by the infusion
of a greater number of surface photoholes.

The first cause of spectral change (the increase in charge transfer) is shown by the co-
incident increase in current in the inset of Figure 4.13b and decrease in the lifetime of the
first component of the kinetic decay in Figure 4.20b. This signal decay and current corre-
spond to holes transferring to water as part of the water oxidation reaction. The second
cause of spectral change (the appearance of an offset at higher positive voltage, attributed
to surface damage) follows due to the greater oxidizing power of photoholes at this voltage.
Although the tests are conducted in HBr to inhibit the photocorrosion of the GaN surface,
voltage application combined with photoexcitation is known to cause etching on GaN (sec-
tion 4.4). [176] The increase in corrosion at the GaN surface will create a high density of
gallium vacancies which can act as traps for holes at the surface of the GaN. Since the elec-
trons are swept away from the surface and HBr inhibits surface recombination, the holes are
able to live for tens of nanoseconds, well beyond the time that can be probed by the delay
stage in this experiment. An experiment on a microsecond to millisecond time scale could
provide a better decay estimate for the long-lived offset.

One consequence of the multi-exponential spectral shape with applied voltage is the
inability to determine a diffusion constant using the single exponential fit equation 4.16
given on page 66. Fitting the data with a single exponential decay curve gives passable
results at negative or low positive voltage application (Figure 4.21a), but provides a poor
fit at voltages greater than or equal to +0.25V (fit shown at +1.2 V in Figure 4.21b),
underestimating the rate of decay at early time delays but overestimating at later time
delays. A double exponential fit works well for all voltage levels and makes intuitive sense
given the two-event decay process described in the previous paragraph. One intriguing
possibility is the use of a stretched exponential fitting function. Stretched exponentials
(∆T
T

= A exp[−t/τ ]β, where dispersion parameter β is between 0 and 1) are primarily used to
describe diffusion in disordered systems, including many semiconductor systems [204] such as
amorphous silicon [205] and porous silicon [206, 207], as well as silicon nanocrystallites. [208–
210] In a semiconductor, the dispersive diffusion process is frequently charge carrier hopping
or trapping. The distinction between hopping and trapping is defined simply by the energetic
depth of the trap and the probability of charge carrier tunneling to the next trap site. [211,
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Figure 4.21: Comparison of single exponential (∆T
T

= A exp[−t/τ ]), double exponential
(∆T
T

= A1 exp[−t/τ1]+A2 exp[−t/τ2]), and stretched exponential (∆T
T

= A exp[−t/τ ]β, where
0 < β < 1) fitting procedures on TGS kinetic data with Λ = 5.6 µm at (a) -0.3 V applied
bias and (b) +1.2 V applied bias.

212] A stretched exponential arises when a diffusion process occurs without a homogeneous
rate, but rather with an array of independent rates that can be expressed as a sum of
exponential decays. [213] A value of β closer to zero represents a greater dispersion in the
diffusion rates. At the surface of GaN, augmented by the oxidative potential of positive
voltage, surface traps could be formed with an array of spatial arrangements and energetic
positions in the bandgap, causing surface holes in those traps to move along the surface or
hop between trapping sites at speeds independent of the other trapped holes and causing an
array of independent decay rates described by a stretched exponential decay. This would be
indicated by a lower value of β at higher voltages.

A summary of the most important parameters of the voltage-dependent TG decay fits for
the three fit methods described here is shown in Figure 4.22. Higher voltages invariably show
higher offset values y0 and lower decay lifetime τ in all fit methods. Single exponential and
stretched exponential fits display a transition at V = +0.5 V in all parameters, reflecting
the rise in current shown at that voltage level in the inset of Figure 4.13b. The double
exponential fit shows a decrease in τ1 and an increase in τ2 as voltage increases, reflecting the
two-part decay kinetics seen in Figure 4.20b. The β parameter of the stretched exponential
fit decreases as voltage is increased, reflecting the decrease in homogeneity of the surface as
photo-assisted degradation processes work on the GaN surface.

4.6 Next Steps

The success of TGS to measure hole diffusivity on n-GaN in open-circuit conditions is
promising but leaves many avenues of further research open, including:
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Figure 4.22: A summary of the most important parameters of the fits to the data sum-
marized in Figure 4.21. Higher voltages invariably show higher offset values y0 and lower
decay lifetime τ . Single exponential and stretched exponential fits display a transition at
V = +0.5 V in all parameters. Double exponential fit shows a decrease in τ1 and an increase
in τ2 as voltage increases, reflecting the two-part decay kinetics seen in Figure 4.20b.

1. Diffusivity measurements on n-GaN surfaces with a co-catalyst metal oxide layer de-
posited.

2. Diffusivity measurements of other promising electrode and catalyst materials.

3. Usage of heterodyne detection to separate dynamics that respond selectively to real or
imaginary components of the TGS signal.

4. Diffusivity measurements of n-GaN anodes in operando in a full three-electrode cell

This section will briefly consider these experiments in order.
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4.6.1 TGS on n-GaN with cocatalysts

Many device architectures use a light absorber coupled to a catalytic component. The
catalytic overlayer reduces the overpotential needed for reaction and can also provide a
passivation and corrosion inhibition effect. Depositing a catalytic overlayer on the surface of
n-GaN would mimic such a setup and could provide unique insights into the various functions
of the overlayer. One interesting variable to study would be the thickness of the overlayer.
With a very thin film deposited at open circuit, if charge transfer into the catalyst is facile,
the catalytic overlayer may maintain the same layer of water oxidation intermediates seen
on n-GaN in aqueous electrolyte and may see the same diffusivity enhancement observed on
n-GaN. However, if the overlayer causes a Schottky barrier or recombination centers to form,
the diffusivity values observed may change radically from the bare n-GaN case.

With a progressively thicker layer, the degree of coupling between electrode and catalytic
overlayer could be tested. At the limit of a very thick layer, the catalytic overlayer may
be completely uncoupled from the electrode if charge transfer into the catalytic overlayer is
impeded, leading to diffusivity measurements that match the values obtained from the film
alone, rather than the electrode/overlayer composite system. Facile charge transfer into and
throughout the thick catalyst film, however, may produce values that match those obtained
in the limit of a very thin catalytic overlayer, thus providing insight into the charge transfer
into and throughout cataltyic films in real devices. A thick catalytic film would allow a
control study of the importance of the mid-gap states of n-GaN, which were implicated in
this work for the observed diffusivity increase. A comparison of two overlayers, one with
significant surface charge, and one without significant surface charge, would give another
gauge on the importance of surface reactivity on charge carrier diffusivity at a surface.

With a wide array of overlayer compositions, thicknesses, and morphologies (i.e. thin film,
nanoparticle, amorphous or epitaxial), the potential experimental space is rich. Preliminary
experiments in this direction were undertaken by sputtering a Co3O4 overlayer onto n-GaN
and performing TGS spectroscopy. A reliable diffusivity measurement was not achieveable
due to overlayer degradation, as seen in Figure 4.23. The bare n-GaN film (Figure 4.23a)
shows a terraced surface without heterogeneity (the large angular structures are surface de-
bris). After Co3O4 deposition (Figure 4.23b), streaks representing Co3O4 domains with a
size of tens of microns appear in directions that cut directly and diagonally across the n-GaN
terraces. These streaks disappear, however, after exposure to 0.1 M HBr, suggesting disso-
lution of the overlayer film in the experimental conditions (Figure 4.23c). Small remnants of
the films are visible hugging close under the edge of terraces in (Figure 4.23c), but most of
the overlayer film is gone. The dissolution was also visible by eye as a slight change in opacity
of the n-GaN in the area of the sample that was exposed to the electrolyte, when compared
to an area that was protected by lacquer. A first step in this experimental direction, then,
would be finding robust overlayers that can withstand many hours of exposure to electrolyte,
both in the dark and while illuminated.
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Figure 4.23: SEM images of n-GaN with (a) no overlayer deposited, (b) 5 nm of Co3O4

deposited via sputtering, and (c) the same film as (b) after approximately 1 hour exposure
to to 0.1 M HBr electrolyte.

4.6.2 TGS on other catalyst and electrode materials

There are many possible applications of TGS other than probing the effect of surface re-
activity on charge carrier diffusivity, as in this work. The natural first step would be probing
other materials used in artificial photosynthesis, both as composite devices as described in
section 4.6.1 or as stand-alone systems. The limitation on material choices is the range of
diffusivities in the materials. n-GaN, with diffusivities of about 1 cm2 s−1, worked well in
this study, in which Λ exhibited a range of 2-15 µm. For materials with extremely large or
extremely small diffusivity values, this range may not be sufficient. For example, a material
with an extremely large diffusivity may cause diffusive decay to dominate the transient grat-
ing decay (section 4.2.3 and equation 4.16), causing no change in the measured diffraction
efficiency even at large values of Λ. Experimentally, this would require a setup that allowed
an extremely small angle θ between the pump beams. The maximum value of Λ is ultimately
limited by the diameter of the pump beam used. A material with an extremely small dif-
fusivity, on the other hand, may not exhibit any diffusive decay even at the smallest values
of Λ, causing the transient grating decay to be entirely dictated by recombination decay
(eq. 4.16). Measuring such tiny diffusivities would require a very large angle θ between the
incident pump beams, which would require abandoning the boxcar geometry employed here
(section 4.3), or using lenses or mirrors with an enormous diameter. An extreme example de-
scribed by Eichler, Günter, and Pohl utilizes anti-parallel pump beams with θ = 180◦. This
would require abandoning the boxcar geometry of heterodyne detection, instead developing
some other creative method of heterodyning (section 4.2.5). Such methods abandoning the
boxcar setup are reported to allow values of Λ between 0.1 and 100 µm. [136, p. 16]

4.6.3 Heterodyne-dependent experiments

Calibration of a TGS setup allows for experiments with a fixed and defined value of
beam phase ψ = π or π/2, accessing exclusively the birefringent or dichroic components of
the transient grating signal (equation 4.27). This allows insights into excited state system
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relaxation that pump-probe spectroscopy, in which the signal and probe beams are intrin-
sically phase-locked, cannot provide, as demonstrated in section 4.5.2. Many groups have
utilized this capacity to probe dynamics selectively in a wide array of systems. [137, 138,
144–146, 151, 160, 161, 214–218] In this work, the beam phase ψ was tuned through at each
time delay position and the amplitude of signal was measured. Measuring the time kinetics
of signal at fixed phase points instead would be a way to measure the system’s response
to real versus imaginary components of the refractive index, providing more and different
information than that presented in this study.

The boxcar setup used in this study is virtually identical to setups used for photon echo
spectroscopy and 2-D IR spectroscopy. A slight change in the setup involving different levels
of control over the various beam phases in the setup would allow for those experiments as
well. [219–221]

4.6.4 TGS in full 3-electrode setup

A potentially culminating experiment would be to combine experiments 4.6.1 and 4.6.2
to study catalysts, electrodes, or multi-component devices while in circuit and performing
water oxidation in a three-electrode cell. The experiments reported in section 4.5.2 were
subject to applied bias in a closed circuit, but damage issues hindered the determination of
diffusivity, and the results reported in section 4.5.1 only considered charge on the surface at
open circuit. This charge was present both on the semiconductor side of the interface and on
surface intermediate species adsorbed onto the semiconductor. On a working photoanode,
the intermediate species would be reacting continuously and desorbing as oxygen gas, taking
the charge with them. This may introduce a new pathway for grating decay in the form of
charge used in reaction, causing equation 4.16 to be altered to incorporate a reaction decay
component τrxn:

τ−1
g = τ−1

r + τ−1
d + τ−1

rxn (4.46)

A plot of inverse decay time constants τ−1
g at varied values of q2 (Figure 4.8) would

remain linear if τrxn remains constant at all grating periods Λ. Since the reaction rate
should proceed independent of the size of Λ, this is a valid assumption in the absence of
factors that introduce disorder or damage to the surface, as described in section 4.5.2. The
effect of τrxn, then, would be to lower the y-intercept of Figure 4.8. In the event that τrxn is
extremely high, the combined recombination and reaction decay of the grating could dwarf
τd, making determination of diffusivity impossible. In this case, smaller values of Λ would
need to be accessed.
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4.7 Conclusion

Transient grating spectroscopy has been shown to be sensitive to changes in hole diffu-
sivity in n-GaN. This ability distinguishes TGS from pump-probe spectroscopy, which is not
sensitive to holes at the surface of GaN. Equilibrium hole diffusivity at the surface of GaN
was found to increase by over two times only in the case of n-doped GaN in an aqueous
environment, reflecting the presence of many water oxidation intermediates stemming from
surface charge and the equilibration process with water. Charge is able to hop between
surface intermediates that are mobile themselves, creating a new charge pathway for holes
at the surface. These measurements are the first conclusively linking surface reactivity to an
increase in charge carrier speed at the interface.

Further studies explored the role of voltage on the GaN electrodes in a three-electrode cell.
Diffusivity values were unable to be resolved due to the appearance of non-monoexponential
kinetics. However, the relative insensitivity of the biased system to pump-probe spectroscopy
and the large signal obtained from TGS validated the use of TGS as a unique probe for holes
at the surface of GaN. Changes in TGS signal were linked to an increase in surface damage
and fitted with three potential fitting functions to explain the kinetic changes.

Proposed future experiments include the introduction of co-catalysts onto the electrode,
the study of full buried junction model devices, and the introduction of a full three-electrode
cell for studies of the system in operando.
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Appendix A

TGS processing code and Labview
programs

The TGS data collection process involves obtaining signal from at least six coverslip
oscillation points at each time delay point in the transient data scan, on both detectors A
and B, as described in sections 4.2.6 and 4.3. Ultimately, the amplitude of the oscillation
represented by the data points at those six coverslip angles must be measured to obtain the
quantity TG

T
(equation 4.32). This appendix describes the Labview programs used to collect

data as well as Igor processing scripts used to automate data processing. All program names
are correct as of the publication date of this thesis.

A.1 Main TGS data collection Labview program

The Labview program used to collect TGS data is called “TG TwoLockIn Draft.vi”.
There are six key buttons in the program. “Setup APT Motor” engages the Thorlabs software
used to control the motor (Thorlabs Z825B) on the z-direction of the sample stage. “Setup
Rotation Motor” opens a sub-VI to control the Newport CONEX-AGP-PR100P rotation
stage that holds the rotating coverslip in one of the probe beams. “Setup Delay Stage Motor”
opens a sub-VI to control the Newport FMS300CC delay stage. “Setup delays” and “Setup
rotation” open an interface that allows the user to program the positions and step intervals
for the delay stage and rotation stage respectively. Typical TGS scans used 100-200 delay
stage points and 6 rotation points at each delay stage position. Finally, “Setup Lock-in”
buttons initialize each of the lock-in detectors, notated as “lock-in A” and “lock-in B”. A
detailed description of the code supporting each of the buttons and the function of the overall
program can be found by analyzing the block diagram for the VI.

Two LockIn Draft.vi creates one data column for each coverslip point (e.g. six signal
columns, one for each coverslip angle setting). The number of rows (number m, say) cor-
responds to the number of time delay points, giving a matrix of m rows and 6 columns.
To measure the amplitude of the oscillation, those columns must be transposed to get one
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oscillation per time delay point, giving 6 rows and m columns. Plotting each column (in
Igor, a “wave”) against an x-axis of the coverslip angle in degrees or, more usefully, radians,
gives a plot like that seen in Figure 4.7a. Via the batch curve fitting function in Igor, all of
the n waves can be loaded and fit with a fitting function like that described in equation 4.30,
i.e. A + B cos(kθ + β). The parameters from the batch curve fit, A, B, and β, can then be
used to calculate ∆T

T
, TG

T
, and ϕs. Details on transposition code and batch curve fitting are

given in section A.3.

A.2 Other useful Labview VIs

In addition to the main data collection program, a number of support VIs are useful and
described below.

A.2.1 Signal oscillation at fixed time delay

It is frequently useful to monitor the amplitude of the signal oscillation in real time
to verify that the sample is in the optimal z-axis position for overlap between pump and
probe beams. This can be done quickly and simply by manually moving the coverslip and
estimating the signal change on the lock-in detector over the course of an oscillation period
change of π. It is occasionally necessary to plot the oscillation more formally. This could be
for a more concrete visualization of oscillation magnitude, or multiple scans can be compared
to measure the phase drift of signal over time.

The Labview VI “TG fixed timedelay vary coverslip Phasecheck.vi” allows recording of
the oscillation in signal. The time delay stage is fixed at a chosen value and the coverslip
rotation stage is scanned through a programmed itinerary of positions. The data results in an
oscillatory signal such as that displayed in Figure 4.7a. As currently written, the program is
unable to record signal from both detectors at once. Recording both detectors simultaneously
is possible in “TG TwoLockIn Draft.vi” and that program could be used as a model if two-
detector input is incorporated into “TG fixed timedelay vary coverslip Phasecheck.vi” in the
future.

A.2.2 Kinetic decays at fixed coverslip angle

The inverse of “TG fixed timedelay vary coverslip Phasecheck.vi” is provided by the VI
titled “TG fixed coverslip vary timedelay Phasecheck.vi”. This program records signal over
a user-inputted set of time delay stage positions with the coverslip rotation stage fixed at a
particular angle. This program is not currently used in data collection but, given excellent
beam phase stability, could be incorporated into a data collection scheme that collects three
full scans of time delay stage at pre-determined fixed coverslip positions, as described in the
last paragraph of section 4.2.5.
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A.2.3 Signal over absolute time at fixed coverslip angle and time
delay position

Another measure of phase stability can be obtained by fixing the coverslip angle and
delay stage positions at a given point and measuring the signal on the detector over absolute
chronological time (not time delay). A setup exhibiting excellent phase stability will maintain
a fairly constant signal value, whereas a setup exhibiting phase drift will show a moving signal
value, and a setup with high phase jitter will show a high level of noise. This can be measured
with the Labview program titled “TG Signal over Time fixedCoverslip fixedTimeDelay.vi”.
The program simply plots the signal on the detector versus time.

A.2.4 Signal versus sample z-axis position at fixed coverslip
angle and time delay position

Lastly, it is important to align the sample surface at the overlap of all four beams
for maximum signal. This is usually achievable by simply aligning the beams to a pin-
hole that is in the plane of the sample, then translating the sample in the xy-plane into
the beams. The correct position can then be verified by manually moving the coverslip
angle and monitoring the signal oscillation amplitude by noting the values displayed on
the lock-in detector. A more formal way to find the optimal position, or a way to mea-
sure the sensitivity of signal to z-axis sample position, is available with the VI named
“TG fixed timedelay vary zaxisAPTstage Phasecheck.vi”. This program uses user-inputted
positions to vary the z-axis position of the sample stage (controlled with a Thorlabs Z825B
motor). The time delay stage and coverslip rotation stage positions are fixed.

A.3 Igor scripts for TGS processing

The following is a description and repository of code I developed within Igor Pro to
greatly decrease the manual processing needed to analyze TGS data. The code works with
data collected using the Labview VI “TG TwoLockIn Draft.vi”. Future researchers using
the same setup, Labview code, and Igor Pro may find it useful to replicate or copy the code
in this appendix for their work. I give full permission to all other researchers to use the code
verbatim or in parts. The code can also be downloaded from my Dropbox for as long as the
file stays in my Dropbox and Dropbox remains in business [222]. Computer scientists would
cringe at my organization and coding style; this is something I was learning as I went, and
a careful reader may notice style improvement in later code blocks. Plugging this code into
the Procedure window in Igor will trigger some helpful color-coding. Also included in the
Dropbox folder are two raw data files (one signal file and one choppered probe file) to test
the code with. The names and number of waves in one data file is detailed in Table A.1.

With the root folder selected in an Igor experiment, the order in which the functions are
run is the following:
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Column
name

number
of
columns

Description

X mm 1 Each time delay point on the delay stage in mm

X fs 1 Each time delay point on the delay stage in fs

X Xav 2n Lock-in signal magnitude for the current scan

X Xse 2n Variance on lock-in signal magnitude for the current scan

X Phase 2n Lock-in signal phase for the current scan

X Av Xav 2n Lock-in signal magnitude running average for all scans

X Av Xse 2n
Variance on lock-in signal magnitude running average for
all scans

X Av Phase 2n Lock-in signal phase running average for all scans

Table A.1: TGS Labview program (TG TwoLockIn Draft.vi) data for 2 detectors and n
coverslip angle points

1. MFP(), short for “move files phase”, initiates open file sequences for a signal data file
and a choppered probe data file. All the waves in the signal file are loaded, and a
menu allows selection of the waves desired from the choppered probe file. All waves
except one X Av wave and one X Phase wave for each detector A and B (four waves in
total) should be skipped. The function then creates folders and organizes the waves,
and turns raw data into ∆R/R, the transient reflectivity change (or equivalently, the
transient transmittance change), by incorporating phase from the lock-in for the signal
and choppered probe data files. Full details can be determined by examining the code
within the function.

2. Tp(), short for “transpose”, transposes m columns and n rows into n columns and
m rows and puts the new transposed waves into one folder for each of the A and B
detectors. This gives one wave of six data points for each time delay point for each
detector.

3. Batch Curve Fitting is an Igor applet that allows many waves to be fit using the same
fitting function. It is found in the Analysis menu under Packages. A new batch should
be made in the folder containing the transposed waves and titled either “A” or “B”
depending on which detector is used – this titling is important for the function used
in the next step. In “Batch Data Setup”, select “Y from a set of 1D waves, X from
a single 1D wave”. Choose all the transposed waves in the Y section and the Radian
wave in the X column, then proceed to Functions and Coefficients. Using the cosFit
fitting function (included with the code) for GaN, frequency is generally fixed at 650
(this value can be tested on individual transposed waves), with other values free to
move and set initially to values of 0.1. The batch is then run and the results undergo a
cursory inspection before the next step. An ambitious next step for a future researcher
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would be to automate this process within the rest of the code, so that this step and
the next may be combined.

4. wf(), short for “wave fitting”, moves the Batch Curve Fitting results for each detector A
and B to the root folder, then runs exdata(), which uses the fitting results to calculate
TG, ∆R/R, and ϕs, along with a few other quantities.

A further useful applet is PlotPanel, which displays the signal oscillation waves for both
A and B detectors against the radian value of the coverslip oscillation. PlotPanel can be used
after step 1 above. After the code given in this section is compiled, PlotPanel is found in the
Panel Macros submenu of the Windows Menu. Selection of PlotPanel may initially give an
error because the variable used to index the graphs is not defined; select Quit Macro, then
enter makenumwaves() into the Command Window. This function initializes the counter
in PlotPanel to run from 0 up to one less than the number of waves in the data folder
“PerRefl T A BS”. Now when the arrows next to the counter on the PlotPanel window are
clicked, a graph is displayed showing the A and B detector oscillation curves for the time-
delay point selected. This can be used to find phase-determination errors in the automated
script MFP(), which can then be fixed manually by editing the wave containing the offending
point.

The code is reproduced below and at the link cited here. [222]

#inc lude <K i l l Waves>

Function MFP( ) // l a r g e s c r i p t that does many th ing s . 1 : c r e a t e s f o l d e r s
// and p l a c e s f i l e s i n to them . 2 . d i v i d e s data waves by choppered probe
// wave to obta in deltaR /R. 3 . Subtracts background from the waves . The
// f i n a l product i s s i x waves f o r each detector , in un i t s o f deltaR /R (%) ,
// each r e p r e s e n t i n g a d i f f e r e n t c o v e r s l i p ang le .
NewDataFolder root :A
NewDataFolder root :B
NewDataFolder root :Raw
NewDataFolder root :A:Raw
NewDataFolder root :A: PerRefl A
NewDataFolder root :A: PerRefl A BS
NewDataFolder root :A: PerRefl T A BS
NewDataFolder root :A:Raw: PhaseSubtr
NewDataFolder root :A:Raw: Phase adjust
NewDataFolder root :B:Raw
NewDataFolder root :B: PerRef l B
NewDataFolder root :B: PerRefl B BS
NewDataFolder root :B: PerRefl T B BS
NewDataFolder root :B:Raw: PhaseSubtr
NewDataFolder root :B:Raw: Phase adjust

SetDataFolder root : //open data wave and i t s CP wave
OpenFunc ( )
CP( )
OpenFuncCP ( )
SetDataFolder root :

// e s t a b l i s h i n g v a r i a b l e s and s t r i n g s . . .
S t r ing waves = WaveList ( ”∗” , ” ; ” , ” ” )
S t r ing wave0
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St r ing PhaseSubtrA
St r ing PhaseAdjustA
St r ing PhaseSubtrB
St r ing PhaseAdjustB

Var iab le i=0
Var iab le j=0
Var iab le m = ItemsInL i s t ( WaveList ( ”∗” , ” ; ” , ” ” ) )

f o r ( i =0; i<=m; i +=1) // This f o r loop o r g a n i z e s the raw waves in to
// t h e i r c o r r e c t f o l d e r s .

wave0=Str ingFromList ( i , waves )
Wave SortWave = $wave0

Var iab le sm1 = StringMatch ( wave0 , ” X Av∗”)
Var iab le sm2 = StringMatch ( wave0 , ” X Xse ∗”)
i f ( sm1 == 1 | | sm2 == 1)

MoveWave SortWave , root :Raw:
e n d i f

Var iab le sm3 = StringMatch ( wave0 , ” X Xav A∗”)
Var iab le sm4 = StringMatch ( wave0 , ” X Phase A ∗”)
i f ( sm3 == 1 | | sm4 == 1)

MoveWave SortWave , root :A:Raw:
e n d i f

Var iab le sm5 = StringMatch ( wave0 , ” X Xav B∗”)
Var iab le sm6 = StringMatch ( wave0 , ” X Phase B ∗”)
i f ( sm5 == 1 | | sm6 == 1)

MoveWave SortWave , root :B:Raw:
e n d i f

endfor

SetDataFolder root :CP: // e s t a b l i s h i n g more v a r i a b l e s and s t r i n g s . . .
S t r ing wavesCP = WaveList ( ”∗” , ” ; ” , ” ” )
S t r ing waveCP
St r ing wave1
St r ing Aphase
St r ing Bphase
St r ing AXav
St r ing BXav
St r ing f i l e s t r i n g C P = ” root :CP: ”
St r ing f i l e s t r ingARaw = ” root :A:Raw: ”
St r ing f i l e s t r ingBRaw = ” root :B:Raw: ”
St r ing f i l e s t r ingARaw phasead j = ” root :A:Raw: Phase adjust : ”
S t r ing f i l e s t r ingBRaw phasead j = ” root :B:Raw: Phase adjust : ”
S t r ing f i l e s t r i n g A P e r R e f l = ” root :A: PerRefl A : ”
St r ing f i l e s t r i n g B P e r R e f l = ” root :B: PerRef l B : ”
Var iab le n = ItemsInL i s t ( WaveList ( ”∗” , ” ; ” , ” ” ) )

f o r ( i =0; i<=n ; i +=1) // t h i s f o r loop g i v e s a l l the CP data f u l l f i l e
// path names so i t can be used from other f o l d e r s .

waveCP=Str ingFromList ( i , wavesCP)
i f ( StringMatch (waveCP , ”X Xav A ∗”) ==1)

AXav = f i l e s t r i n g C P + waveCP
Wave A Xav = $AXav

e l s e i f ( StringMatch (waveCP , ”X Xav B ∗”) ==1)
BXav = f i l e s t r i n g C P + waveCP
Wave B Xav = $BXav

e l s e i f ( StringMatch (waveCP , ”X Phase A ∗”) ==1)
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APhase = f i l e s t r i n g C P + waveCP
Wave A Phase = $APhase

e l s e i f ( StringMatch (waveCP , ”X Phase B ∗”) ==1)
BPhase = f i l e s t r i n g C P + waveCP
Wave B Phase = $BPhase

e n d i f
endfor

i=0 // This b lock o f code su b t ra c t s CP phase data from actua l
// phase data f o r the A waves . I t a l s o c r e a t e s waves that
// are 1 or −1 f o r negat ive / p o s i t i v e phase adjustments .

SetDataFolder root :A:Raw:
f o r ( i =0; i<=m; i +=1)

wave0=Str ingFromList ( i , waves )
i f ( StringMatch ( wave0 , ” X Phase A ∗”) == 1)

PhaseSubtrA = f i l e s t r ingARaw + wave0 + ” PhaseSubtr ”
PhaseAdjustA = f i l e s t r ingARaw + wave0 + ” PhaseAdjust ”
Wave numpntsref = $wave0
Make/N=(numpnts ( numpntsref ) ) $PhaseSubtrA
Wave PhasesubA = $PhaseSubtrA
wave1 = f i l e s t r ingARaw + wave0

//wave1 i s the f u l l f i l e path s t r i n g
// f o r the cur rent loop wave

Wave waveone = $wave1
//make a wave f o r the f u l l f i l e path
// o f the cur rent loop wave

PhasesubA = waveone − A Phase
// subt rac t CP phase from A wave phase

Make/N=(numpnts ( numpntsref ) ) $PhaseAdjustA
Wave PhaseadjA = $PhaseAdjustA
f o r ( j =0; j<numpnts ( PhasesubA ) ; j+=1)

// i f l e s s than 90 , put a 1 in the
// phase adjustment wave , e l s e −1
i f ( abs ( PhasesubA [ x2pnt ( PhasesubA , j ) ] )<90)

PhaseadjA [ x2pnt ( PhaseadjA , j ) ] = 1
e l s e

PhaseadjA [ x2pnt ( PhaseadjA , j ) ] =−1
e n d i f

endfor
MoveWave PhasesubA , root :A:Raw: PhaseSubtr :

//move i t i n to c o r r e c t f o l d e r
MoveWave PhaseadjA , root :A:Raw: Phase adjust :

e n d i f
endfor

i=0
j=0 // This b lock o f code su b t ra c t s CP phase data from actua l

// phase data f o r the B waves . I t a l s o c r e a t e s waves that
// are 1 or −1 f o r negat ive / p o s i t i v e phase adjustments .

SetDataFolder root :B:Raw:
f o r ( i =0; i<=m; i +=1)

wave0=Str ingFromList ( i , waves )
i f ( StringMatch ( wave0 , ” X Phase B ∗”) == 1)

PhaseSubtrB = f i l e s t r ingBRaw + wave0 + ” PhaseSubtr ”
PhaseAdjustB = f i l e s t r ingBRaw + wave0 + ” PhaseAdjust ”
Wave numpntsref = $wave0
Make/N=(numpnts ( numpntsref ) ) $PhaseSubtrB
Wave PhasesubB = $PhaseSubtrB
wave1 = f i l e s t r ingBRaw + wave0

//wave1 i s the f u l l f i l e path s t r i n g
// f o r the cur rent loop wave
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Wave waveone = $wave1
//make a wave f o r the f u l l f i l e path
// o f the cur rent loop wave

PhasesubB = waveone − B Phase
// subt rac t CP phase from A wave phase

Make/N=(numpnts ( numpntsref ) ) $PhaseAdjustB
Wave PhaseadjB = $PhaseAdjustB
f o r ( j =0; j<numpnts ( PhasesubB ) ; j+=1)

// i f l e s s than 90 , put a 1 in the
// phase adjustment wave , e l s e −1
i f ( abs ( PhasesubB [ x2pnt ( PhasesubB , j ) ] )<90)

PhaseadjB [ x2pnt ( PhaseadjB , j ) ] = 1
e l s e

PhaseadjB [ x2pnt ( PhaseadjB , j ) ] =−1
e n d i f

endfor
MoveWave PhasesubB , root :B:Raw: PhaseSubtr :

//move i t i n to c o r r e c t f o l d e r
MoveWave PhaseadjB , root :B:Raw: Phase adjust :

e n d i f
endfor

//The f o l l o w i n g block o f code takes the raw Xav waves f o r A,
// d i v i d e s them by CP A wave , m u l t i p l i e s by the phase c o r r e c t i o n
//number (−1 or 1) wave , and m u l t i p l i e s by 100 .
// Gives percent r e f l e c t a n c e change f o r A waves .
i=0
St r ing PerRefl A
SetDataFolder root :A:Raw:
St r ing fullwaveXavA
St r ing ful lwavePadjA
St r ing waveXavA
St r ing wavePadjA
St r ing wavesXAvA = WaveList (”X Xav ∗” , ” ; ” , ”” )
Var iab le itemsA = ItemsInL i s t (wavesXAvA)
SetDataFolder root :A:Raw: Phase adjust :
S t r ing wavesPhaseadjA = WaveList (” X Phase ∗” , ” ; ” , ”” )
f o r ( i =0; i<=itemsA ; i +=1)

waveXavA=Str ingFromList ( i , wavesXAvA)
SetDataFolder root :A:Raw:
Wave n u m p n t s r e f r e f l = $waveXavA
Var iab le wavestrlenA = s t r l e n (waveXavA)
St r ing num1wA = waveXavA [ wavestrlenA −7, wavestrlenA −6]
S t r ing num2wA = waveXavA [ wavestrlenA −4]
wavePadjA=Str ingFromList ( i , wavesPhaseadjA )
Var iab le phasest r l enA = s t r l e n ( wavePadjA )
St r ing num1pA = wavePadjA [ phasestr lenA −19, phasestr lenA −18]
S t r ing num2pA = wavePadjA [ phasestr lenA −16]
Var iab le stA1 = StringMatch (waveXavA , ” X Xav A ”+num1wA+” ”+num2wA+”∗”)
Var iab le stA2 = StringMatch ( wavePadjA , ” X Phase A ”+num1pA+” ”+num2pA+”∗”)
i f ( stA1 == 1 && stA2 == 1)

fullwaveXavA= f i l e s t r ingARaw + waveXavA
fullwavePadjA = f i l e s t r ingARaw phasead j + wavePadjA
PerRefl A = f i l e s t r ingARaw + waveXavA + ” PerRefl A ”
Wave fullpathXavA = $fullwaveXavA
Wave ful lpathPadjA = $fullwavePadjA
Make/O/N=(numpnts ( n u m p n t s r e f r e f l ) ) $PerRefl A
//Make/O $PerRefl A
Wave A PerRefl = $PerRefl A
A PerRefl = fullpathXavA ∗100∗ fu l lpathPadjA /A Xav
// A PerRefl = fullpathXavA ∗100/A Xav

e n d i f
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MoveWave A PerRefl , root :A: PerRefl A :
endfor

//The f o l l o w i n g block o f code takes the raw Xav waves f o r B,
// d i v i d e s them by CP B wave , m u l t i p l i e s by the phase c o r r e c t i o n
//number (−1 or 1) wave , and m u l t i p l i e s by 100 .
// Gives percent r e f l e c t a n c e change f o r B waves .
i=0
St r ing PerRef l B
SetDataFolder root :B:Raw:
St r ing fullwaveXavB
St r ing ful lwavePadjB
St r ing waveXavB
St r ing wavePadjB
St r ing wavesXAvB = WaveList (”X Xav ∗” , ” ; ” , ”” )
Var iab le itemsB = Items InL i s t (wavesXAvB)
SetDataFolder root :B:Raw: Phase adjust :
S t r ing wavesPhaseadjB = WaveList (” X Phase ∗” , ” ; ” , ”” )
f o r ( i =0; i<=itemsB ; i +=1)

waveXavB=Str ingFromList ( i , wavesXAvB)
SetDataFolder root :B:Raw
Wave n u m p n t s r e f r e f l = $waveXavB
Var iab le wavestr lenB = s t r l e n (waveXavB)
St r ing num1w = waveXavB [ wavestrlenB −7, wavestrlenB −6]
S t r ing num2w = waveXavB [ wavestrlenB −4]
wavePadjB=Str ingFromList ( i , wavesPhaseadjB )
Var iab le phases t r l enB = s t r l e n ( wavePadjB )
St r ing num1p = wavePadjB [ phasestr lenB −19, phasestr lenB −18]
S t r ing num2p = wavePadjB [ phasestr lenB −16]
Var iab le stB1 = StringMatch (waveXavB , ” X Xav B ”+num1w+” ”+num2w+”∗”)
Var iab le stB2 = StringMatch ( wavePadjB , ” X Phase B ”+num1p+” ”+num2p+”∗”)
i f ( stB1 == 1 && stB2 == 1)

fullwaveXavB= f i l e s t r ingBRaw + waveXavB
ful lwavePadjB = f i l e s t r ingBRaw phasead j + wavePadjB
PerRef l B = f i l e s t r ingBRaw + waveXavB + ” PerRef l B ”
Wave ful lpathXavB = $fullwaveXavB
Wave fu l lpathPadjB = $ful lwavePadjB
Make/O/N=(numpnts ( n u m p n t s r e f r e f l ) ) $PerRef l B
Wave B PerRef l = $PerRef l B
B PerRef l = ful lpathXavB ∗100∗ fu l lpathPadjB /B Xav
// B PerRef l = ful lpathXavB ∗100/B Xav

e n d i f
MoveWave B PerRefl , root :B: PerRef l B :

endfor

//The f o l l o w i n g block o f code averages the f i r s t
// three va lue s o f the PerRefl A wave and su bt ra c t s
// that va lue from the wave , c r e a t i n g the background
// subtracted wave PerRefl A BS
i=0
j=0
St r ing PerReflA BS
Var iab le PointcounterA
Var iab le AverageA
SetDataFolder root :A: PerRefl A :
Var iab le p = ItemsInL i s t ( WaveList ( ”∗” , ” ; ” , ” ” ) )
S t r ing PerReflA waves = WaveList ( ”∗” , ” ; ” , ” ” )
AverageA=0
f o r ( i =0; i<p ; i +=1)

wave0=Str ingFromList ( i , PerReflA waves )
Wave PerReflA wave0 = $wave0
f o r ( j =0; j<=3; j+=1)

PointcounterA = PerReflA wave0 ( j )
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AverageA+=PointcounterA
endfor

endfor
AverageA/=(4∗p)
p r i n t ”Background A: ” + num2str ( AverageA )
i=0
f o r ( i =0; i<p ; i +=1)

wave0=Str ingFromList ( i , PerReflA waves )
Wave PerReflA wave1 = $wave0
PerReflA BS = f i l e s t r i n g A P e r R e f l + wave0 + ” BS”
Dupl icate PerReflA wave1 , $PerReflA BS
Wave BS PerReflA = $PerReflA BS
BS PerReflA−=AverageA
MoveWave BS PerReflA , root :A: PerRefl A BS :

endfor

//The f o l l o w i n g block o f code averages the f i r s t
// three va lue s o f the PerRef l B wave and s ub t ra c t s
// that va lue from the wave , c r e a t i n g the background
// subtracted wave PerRefl B BS
i=0
j=0
St r ing PerReflB BS
Var iab le PointcounterB
Var iab le AverageB
SetDataFolder root :B: PerRef l B :
p = Items InL i s t ( WaveList ( ”∗” , ” ; ” , ” ” ) )
S t r ing PerReflB waves = WaveList ( ”∗” , ” ; ” , ” ” )
AverageB=0
f o r ( i =0; i<p ; i +=1)

wave0=Str ingFromList ( i , PerReflB waves )
Wave PerReflB wave0 = $wave0
f o r ( j =0; j<=3; j+=1)

PointcounterB = PerReflB wave0 ( j )
AverageB+=PointcounterB

endfor
endfor
AverageB/=(4∗p)
p r i n t ”Background B: ” + num2str ( AverageB )
i=0
f o r ( i =0; i<p ; i +=1)

wave0=Str ingFromList ( i , PerReflB waves )
Wave PerReflB wave1 = $wave0
PerReflB BS = f i l e s t r i n g B P e r R e f l + wave0 + ” BS”
Dupl icate PerReflB wave1 , $PerReflB BS
Wave BS PerReflB = $PerReflB BS
BS PerReflB−=AverageB
MoveWave BS PerReflB , root :B: PerRefl B BS :

endfor

Conrad ( )
dispAwaves ( )
dispBwaves ( )

End

Function ConRad ( ) // Converts X deg wave in to rad ians
//and d e l e t e s s u pe r f l u o u s zero po in t s .

SetDataFolder root :
Wave X deg
Dupl icate X deg , Radian //make radian wave same as X deg
Var iab le minnum
minnum = wavemin ( X deg ) //minimum value o f X deg
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Radian = ( X deg−minnum)∗ ( p i /180) // convert to rad ians
Var iab le i=0
f o r ( i =0; i<=numpnts ( Radian ) ; i +=1)

// loop through the po in t s in the wave . When a zero
// i s encountered , d e l e t e i t and a l l the po in t s f o l l o w i n g .
i f ( Radian [ x2pnt ( Radian , i )]==0)

De le tePo int s i , numpnts ( Radian ) , Radian
e n d i f

endfor
Dupl icate Radian , Radian0
// c r e a t e two extra c o p i e s f o r t r a n s f e r to T BS f o l d e r s
Dupl icate Radian , Radian1
MoveWave Radian0 , :A: PerRefl T A BS : Radian
MoveWave Radian1 , :B: PerRefl T B BS : Radian

End

// d i s p l a y s a l l s i x time de lay waves from de t e c to r A,
// so that any obv ious ly wrong phase dete rminat ions
// by the lock−in can be c o r r e c t e d by hand
Function dispAwaves ( )

SetDataFolder root :
Wave X fs
SetDataFolder root :A: PerRefl A BS
St r ing Awaves = WaveList ( ”∗” , ” ; ” , ” ” )
Var iab le numAwaves = ItemsInL i s t ( Awaves )
Var iab le i = 0
St r ing currentWave
Display
Make/N=6 red = {0 ,65535 ,0 ,65535 ,0 ,0}
Make/N=6 green = {0 ,45535 ,65535 ,0 ,65535 ,0}
Make/N=6 blue = {0 ,0 ,65535 ,0 ,20000 ,65535}
f o r ( i = 0 ; i < numAwaves ; i +=1)

currentWave = Str ingFromList ( i , Awaves )
Wave currWave = $currentWave
AppendToGraph currWave vs root : X fs
ModifyGraph l s i z e = 2
ModifyGraph rgb ( $currentWave ) = ( red [ i ] , green [ i ] , b lue [ i ] )

endfor
ModifyGraph zero ( l e f t )=1
KillWaves /A/Z

End

// d i s p l a y s a l l s i x time de lay waves from de t e c to r B,
// so that any obv ious ly wrong phase dete rminat ions
// by the lock−in can be c o r r e c t e d by hand
Function dispBwaves ( )

SetDataFolder root :
Wave X fs
SetDataFolder root :B: PerRefl B BS
St r ing Bwaves = WaveList ( ”∗” , ” ; ” , ” ” )
Var iab le numBwaves = I tems InL i s t ( Bwaves )
Var iab le i = 0
St r ing currentWave
Display
Make/N=6 red = {0 ,65535 ,0 ,65535 ,0 ,0}
Make/N=6 green = {0 ,45535 ,65535 ,0 ,65535 ,0}
Make/N=6 blue = {0 ,0 ,65535 ,0 ,20000 ,65535}
f o r ( i = 0 ; i < numBwaves ; i +=1)

currentWave = Str ingFromList ( i , Bwaves )
Wave currWave = $currentWave
AppendToGraph currWave vs root : X fs
ModifyGraph l s i z e = 2
ModifyGraph rgb ( $currentWave ) = ( red [ i ] , green [ i ] , b lue [ i ] )
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endfor
ModifyGraph zero ( l e f t )=1
KillWaves /A/Z

End

Function Tp( )
transposeA ( )
transposeB ( )
makenumwaves ( )

End

Function transposeA ( )
SetDataFolder root :A: PerRefl A BS :
S t r ing Awaves = Wavel ist (”X Xav A ∗” , ” ; ” , ”” )
S t r ing f i r s t w a v e = s t r i n g f r o m l i s t (0 , Awaves )
Wave wave1 = $ f i r s t w a v e
Var iab le wavelen = numpnts ( wave1 ) //number o f time de lay po int waves
Var iab le w a v e l i s t l e n = Items InL i s t ( Awaves ) //number o f c o v e r s l i p po int waves
Var iab le i = 0
Var iab le j = 0
f o r ( i = 0 ; i < wavelen ; i += 1)

// f o r each time de lay po int
f o r ( j = 0 ; j < w a v e l i s t l e n ; j += 1)

// f o r each c o v e r s l i p po int with in that time de lay po int
S t r ing Twavename = ” PerRefl T A BS ” + num2str ( i )

// transposed wave names
Make/O/N=( w a v e l i s t l e n ) $Twavename

//make the transposed waves
Wave Twave = $Twavename

//make i t manipulable
S t r ing currWave = Str ingFromList ( j , Awaves )

// get name o f j th c o v e r s l i p wave
Wave currentWave = $currWave //make i t manipulable
Var iab le wavePnt = currentWave [ i ]

// get the i t h value from that wave
Twave [ j ] = wavePnt // put the i t h value in to the

// j th spot o f the transposed wave .
endfor
MoveWave Twave , : : PerRefl T A BS : //move to the c o r r e c t f o l d e r

endfor
End

Function transposeB ( )
SetDataFolder root :B: PerRefl B BS :
S t r ing Bwaves = Wavel ist (”X Xav B ∗” , ” ; ” , ”” )
S t r ing f i r s t w a v e = s t r i n g f r o m l i s t (0 , Bwaves )
Wave wave1 = $ f i r s t w a v e
Var iab le wavelen = numpnts ( wave1 ) //number o f time de lay po int waves
Var iab le w a v e l i s t l e n = Items InL i s t ( Bwaves ) //number o f c o v e r s l i p po int waves
Var iab le i = 0
Var iab le j = 0
f o r ( i = 0 ; i < wavelen ; i += 1)

// f o r each time de lay po int
f o r ( j = 0 ; j < w a v e l i s t l e n ; j += 1)

// f o r each c o v e r s l i p po int with in that time de lay po int
S t r ing Twavename = ” PerRefl T B BS ” + num2str ( i )

// transposed wave names
Make/O/N=( w a v e l i s t l e n ) $Twavename

//make the transposed waves
Wave Twave = $Twavename //make i t manipulable
S t r ing currWave = Str ingFromList ( j , Bwaves )

// get name o f j th c o v e r s l i p wave
Wave currentWave = $currWave //make i t manipulable
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Var iab le wavePnt = currentWave [ i ]
// get the i t h value from that wave

Twave [ j ] = wavePnt // put the i t h value in to the
// j th spot o f the transposed wave .

endfor
MoveWave Twave , : : PerRefl T B BS : //move to the c o r r e c t f o l d e r

endfor
End

Function MakenumWaves ( ) //When executed from the command window , t h i s makes a
//wave that counts from 0 to the t o t a l number o f A waves .
//The counter i s then s e t to be that va lue .

SetDataFolder root :A: ’ PerRefl T A BS ’ :
Make/O/N=( I t ems InL i s t ( WaveList ( ”∗” , ” ; ” , ” ” ) ) ) numWaves=x
s e t V a r i a b l e setvar0 , va lue=numWaves

End

Window PlotPanel ( ) : Panel
PauseUpdate ; S i l e n t 1 // bu i l d i ng window . . .
NewPanel /W=(997 ,186 ,1140 ,235)
ShowTools/A
SetVar iab l e setvar0 , pos ={14 ,15} , s i z e ={110 ,16} , proc=SetVarProc , t i t l e =”S e l e c t Wave”
SetVar iab l e setvar0 , l i m i t s ={0 ,151 ,1} , va lue= root :A: ’ PerRef l T A BS ’ : numWaves [ 0 ]

EndMacro

Function wf ( )
SetDataFolder root :A: PerRefl T A BS : WMBatchCurveFitRuns :A:
wfA ( )
SetDataFolder root :B: PerRefl T B BS : WMBatchCurveFitRuns :B:
wfB ( )
exdata ( )

End

Function wfA ( ) // This moves the ResultsMatr ix f o r B waves to the root f o l d e r .
// Sta r t with the d i r e c t o r y conta in ing WMResultsMatrix
// as the working d i r e c t o r y

Wave WMBatchResultsMatrix
Dupl icate WMBatchResultsMatrix , WMBatchResultsMatrix moverA
MoveWave WMBatchResultsMatrix moverA , root : WMBatchResultsMatrix A

End

Function wfB ()// This moves the ResultsMatr ix f o r B waves to the root f o l d e r .
// Sta r t with the d i r e c t o r y conta in ing WMResultsMatrix
// as the working d i r e c t o r y

Wave WMBatchResultsMatrix
Dupl icate WMBatchResultsMatrix , WMBatchResultsMatrix moverB
MoveWave WMBatchResultsMatrix moverB , root : WMBatchResultsMatrix B

End

Function exData ( )
// This func t i on takes the r e s u l t s o f batch curve f i t t i n g
//and removes the r e l e v a n t data , g i v i ng each i t s own wave .
//The r e l e v a n t data i s TG, deltaR , ph i s , and a couple
// other a n c i l l a r y funct i ons , DELTA and eps i l on , which
// were i n i t a l l y thought u s e f u l but were u l t i ma t e l y not .
//” exdata ” i s shor t f o r ” e x t r a c t data ” .

// part one : p u l l i n d i v i d u a l r e s u l t s waves from ResultsMatr ix
SetDataFolder root :
Wave WMBatchResultsMatrix A
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Wave WMBatchResultsMatrix B
Dupl icate /R= [ ] [ 0 , 0 ] WMBatchResultsMatrix A , o f f s e t A
Redimension/N=−1 o f f s e t A
// Redimension takes the matrix wave and makes i t a s i n g l e column wave
Dupl icate /R= [ ] [ 0 , 0 ] WMBatchResultsMatrix B , o f f s e t B
Redimension/N=−1 o f f s e t B
Dupl icate /R= [ ] [ 1 , 1 ] WMBatchResultsMatrix A , amplitude A
Redimension/N=−1 amplitude A
Dupl icate /R= [ ] [ 1 , 1 ] WMBatchResultsMatrix B , amplitude B
Redimension/N=−1 amplitude B
Dupl icate /R= [ ] [ 3 , 3 ] WMBatchResultsMatrix A , phase A
Redimension/N=−1 phase A
Dupl icate /R= [ ] [ 3 , 3 ] WMBatchResultsMatrix B , phase B
Redimension/N=−1 phase B

Var iab le j=0 //Make amplitude waves p o s i t i v e and ad jus t
// cor re spond ing po int in phase waves by Pi

f o r ( j =0; j<numpnts ( amplitude A ) ; j+=1)
i f ( amplitude A [ x2pnt ( amplitude A , j ) ] <0)

amplitude A [ x2pnt ( amplitude A , j ) ] ∗= −1
phase A [ x2pnt ( phase A , j ) ] += Pi

e n d i f
endfor

Var iab le i=0
f o r ( i =0; i<numpnts ( amplitude B ) ; i +=1)

i f ( amplitude B [ x2pnt ( amplitude B , i ) ] <0)
amplitude B [ x2pnt ( amplitude B , i ) ] ∗= −1
phase B [ x2pnt ( phase B , i ) ] += Pi

e n d i f
endfor

Dupl icate amplitude A , TG // Create TG wave as average o f ad justed amplitude waves
TG = ( amplitude A+amplitude B )/2
Dupl icate o f f s e t A , deltaR
deltaR = ( o f f s e t A+o f f s e t B )/2 // Create deltaR wave as average o f o f f s e t waves

Var iab le k=0 // Adjust o u t l i e r va lue s in phase waves . I t ’ s a loop that says ,
//” i f the value o f the po int i s g r e a t e r than 2∗Pi , subt rac t
//2 Pi u n t i l i t i s l e s s than 2∗Pi . Or i f the value o f the po int
// i s l e s s than 0 , add 2Pi u n t i l i t i s g r e a t e r than 0 .
// In t h i s way , a l l po in t s c o a l e s c e to the range 0<x<2∗Pi

f o r ( k=0; k<numpnts ( phase A ) ; k+=1)
do

i f ( phase A [ x2pnt ( phase A , k)]>= 0)
break

e n d i f
phase A [ x2pnt ( phase A , k ) ] += 2∗Pi

whi l e ( phase A [ x2pnt ( phase A , k)]< 0)
endfor
k=0
f o r ( k=0; k<numpnts ( phase A ) ; k+=1)

do
i f ( phase A [ x2pnt ( phase A , k)]<= 2∗Pi )

break
e n d i f
phase A [ x2pnt ( phase A , k ) ] −= 2∗Pi

whi l e ( phase A [ x2pnt ( phase A , k ) ] > 2∗Pi )
endfor

k=0
f o r ( k=0; k<numpnts ( phase B ) ; k+=1)

do
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i f ( phase B [ x2pnt ( phase B , k)]>= 0)
break

e n d i f
phase B [ x2pnt ( phase B , k ) ] += 2∗Pi

whi l e ( phase B [ x2pnt ( phase B , k)]< 0)
endfor
k=0
f o r ( k=0; k<numpnts ( phase B ) ; k+=1)

do
i f ( phase B [ x2pnt ( phase B , k)]<= 2∗Pi )

break
e n d i f
phase B [ x2pnt ( phase B , k ) ] −= 2∗Pi

whi l e ( phase B [ x2pnt ( phase B , k ) ] > 2∗Pi )
endfor

Dupl icate phase A , p h i s // c r e a t e p h i s wave as average o f phase waves
p h i s = ( phase B − phase A )/2

Dupl icate TG, TGcosphi s //compare s i gn o f TGphi s to deltaR point by po int .
// I f TGphi s i s p o s i t i v e but deltaR negat ive , counter TGpos +=1. I f TGphi s
// i s negat ive but deltaR p o s i t i v e , counter TGneg +=1. I f e i t h e r o f the se
// counter s exceeds h a l f the t o t a l po in t s o f the scan , ad jus t phase A or
// phase b by adding 2∗Pi .

TGcosphi s = TG∗( cos ( p h i s ) )
k=0
Var iab le TGpos = 0
Var iab le TGneg = 0
Var iab le TG deltaR same = 0
f o r ( k=0; k<numpnts ( TGcosphi s ) ; k+=1)

Var iab le signTG = s ign ( TGcosphi s [ x2pnt ( TGcosphi s , k ) ] )
Var iab le signR = s ign ( deltaR [ x2pnt ( deltaR , k ) ] )
i f ( signTG == 1 && signR == −1)

TGpos+=1
e l s e i f ( signTG == −1 && signR == 1)

TGneg+=1
e l s e

TG deltaR same +=1
e n d i f

endfor

i f (TGpos >= (TGpos+TGneg+TG deltaR same )/2)
phase B+=2∗Pi
p h i s = ( phase B − phase A )/2
TGcosphi s = TG∗( cos ( p h i s ) )

e l s e i f (TGneg >= (TGpos+TGneg+TG deltaR same )/2)
phase A+=2∗Pi
p h i s = ( phase B − phase A )/2
TGcosphi s = TG∗( cos ( p h i s ) )

e n d i f

Dupl icate deltaR , DELTA // c r e a t e d e l t a wave
DELTA = deltaR /( cos ( p h i s ) )

Dupl icate TG, e p s i l o n // c r e a t e e p s i l o n wave
e p s i l o n = TG/DELTA

End

Function co sF i t (w, x ) : FitFunc
Wave w
Var iab le x
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// CurveFitDialog / These comments were c rea ted by the Curve F i t t i n g d i a l o g .
// CurveFitDialog / A l t e r i ng them w i l l make the func t i on l e s s convenient
// CurveFitDialog / to work with in the Curve F i t t i n g d i a l o g .
// CurveFitDialog / Equation :
// CurveFitDialog / f ( x ) = o f f s e t + amplitude ∗ cos ( f requency ∗x + phase )
// CurveFitDialog / End o f Equation
// CurveFitDialog / Independent Var i ab l e s 1
// CurveFitDialog / x
// CurveFitDialog / C o e f f i c i e n t s 4
// CurveFitDialog / w[ 0 ] = o f f s e t
// CurveFitDialog / w[ 1 ] = amplitude
// CurveFitDialog / w[ 2 ] = frequency
// CurveFitDialog / w[ 3 ] = phase

re turn w[ 0 ] + w[ 1 ] ∗ cos (w[ 2 ] ∗ x + w[ 3 ] )
End
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(184) Schäfer, S.; Koch, A.; Cavallini, A.; Stutzmann, M.; Sharp, I. Charge Transfer Across
the n-Type GaN-Electrolyte Interface. J. Phys. Chem. C 2012, 116, 22281–22286.

(185) Chakrapani, V.; Chandrashekhar, P.; Kash, K.; Anderson, A.; Sunkara, M.; Angus,
J. Electrochemical Pinning of the Fermi Level: Mediation of Photoluminescence from
Gallium Nitride and Zinc Oxide. J. Am. Chem. Soc. 2008, 130, 12944–12952.

(186) Ye, H.; Chen, G.; Niu, H.; Zhu, Y.; Shao, L.; Qiao, Z. Structures and Mechanisms of
Water Adsorption on ZnO(0001) and GaN(0001) Surface. J. Phys. Chem. C 2013,
117, 15976–15983.

(187) Bermudez, V.; Long, J. Chemisorption of H2O on GaN(0001). Surf. Sci. 2000, 450,
98–105.

(188) Akimov, A.; Muckerman, J.; Prezhdo, O. Nonadiabatic Dynamics of Positive Charge
During Photocatalytic Water Splitting on GaN(10-10) Surface: Charge Localization
Governs Splitting Efficiency. J. Am. Chem. Soc. 2013, 135, 8682–8691.

(189) De Gryse, R.; Gomes, W.; Cardon, F.; Vennik, J. On the Interpretation of Mott-
Schottky Plots Determined at Semiconductor/Electrolyte Systems. J. Electrochem.
Soc. 1975, 122, 711–712.
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