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Computational Models of Perirhinal Cortex Function

Rosemary A. Cowell*

ABSTRACT: | review seven models of the contribution of perirhinal
cortex (PRC) or neighboring neocortical regions to cognition. Five of
the models address recognition memory function (Sohal and Hasselmo
(2000) Network 11:169-190; Bogacz et al. (2001) ) Comput Neurosci
10:5-23; Bogacz and Brown (2003a) Neurocomputing 52:1-6; Norman
and O’Reilly (2003) Psychol Rev 110:611-646; Cowell et al. (2006) )
Neurosci 26:12186-12197) and two account for the role of PRC in vis-
ual discrimination learning (Bussey and Saksida (2002) Eur J Neurosci
15:355-364; Cowell et al. (2010b) J Cogn Neurosci 22:2460-2479).
The models span a range of biological scales and target a variety of
datasets, such that like for like comparison between them is not
always possible. 1 lay out a novel framework for facilitating compari-
son by defining some general abstract principles concerning the orga-
nization of cognition in the brain about which all of the models make
a statement. The controversies that are revealed by scrutinizing the
models within this framework highlight the fundamental questions that
remain to be answered by future research. Ultimately, it is by combin-
ing these disparate accounts to build a unified model that bridges
several levels of biological scale and accounts for multiple psychologi-
cal phenomena that a full account of PRC function will be achieved.
© 2012 Wiley Periodicals, Inc.
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INTRODUCTION

The experimental literature has demonstrated that perirhinal cortex
(PRC) is critical for object recognition memory, a canonical test of de-
clarative memory function (Zola-Morgan et al., 1989; Gaffan and Mur-
ray, 1992; Meunier et al., 1993; Mumby and Pinel, 1994; Aggleton
et al., 1997; Buckley et al., 1997; Baxter and Murray, 2001; Malkova
et al., 2001; Winters et al., 2004). There is also much evidence to sup-
port the notion that PRC is critical for object perception—as measured
by tasks involving visual discrimination of objects—when the task
involves sufficiently taxing demands on the perceptual representations of
objects (Buckley and Gaffan, 1997; Buckley et al., 2001; Bussey et al.,
2002, 2003; Barense et al., 2005, 2007, 2010).

There are a number of published computational models of PRC,
some of which address its contribution to recognition memory (Sohal
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and Hasselmo, 2000; Bogacz et al., 2001; Bogacz and
Brown, 2003a; Norman and O’Reilly, 2003; Cowell
et al., 2006) and some of its role in visual perception
(Bussey and Saksida, 2002; Cowell et al., 2010b).
These various models are couched at different levels of
biological organization (e.g., synapses vs. anatomically-
defined brain regions), have different target data sets
(e.g., single unit recordings vs. behavioral performance
measures), and use different terminology, suited to
their own specific purposes, to describe the mecha-
nisms they propose. This can make it difficult to com-
pare the models directly and to take a comprehensive,
synoptic view of the field of models of PRC.

In this article I will review the field using, as far as
possible, a set of general, theoretical concepts to
describe all of the models. I restrict the discussion to
computational models of the function of PRC or
neighboring neocortical regions. Models addressing
only hippocampal function are excluded, as are
abstract cognitive models of recognition memory that
are not brain-based (e.g., Shiffrin and Steyvers, 1997;
McClelland and Chappell, 1998). In addition, I con-
sider only process models, excluding models that strive
for an accurate description of behavioral data without
proposing an explicit neural or cognitive mechanism
for the function that is described (e.g., Ratcliff et al.,
1992; Yonelinas, 1994).

Emphasis will be placed upon the way in which
each model specifies how PRC differs from other
brain regions in its contribution to cognition—that is,
how each model slots PRC function into the global
model of cortical processing. The article is intended
to provide a guide to the field for nonmodelers, a
summary of the state of our understanding of PRC
function in terms of formal process models and an
overview of the consensus and controversy therein. In
reviewing the models, it can be seen that their various
accounts address different datasets and therefore some-
times address different aspects, or different levels, of
PRC function. When this is true, accepting the valid-
ity of several models simultaneously might save us
from similitude with the allegorical blind men, who
each examined only one part of an elephant and could
not agree about the nature of the beast, declaring it
most similar to a rope (its tail), a tree (its leg), a wall
(its side), a fan (its ear), or a spear (its tusk), accord-
ing to where they had touched it (Fig. 1). Like the



FIGURE 1. In the fable of the blind men and the elephant, the
observers could not agree upon the most accurate description of the
creature because they each groped a different part of its anatomy. In
cognitive neuroscience, we often face the same dilemma. By examining
perirhinal cortex from perspectives that differ in anatomical scale, in
the neurobiological properties focused upon, or in the aspect of cogni-
tive function that we desire to explain, we may arrive at quite disparate
models. Ultimately, it is through integrating across these models, rather
than choosing between them, that we stand to make the most progress
in understanding perirhinal function. Courtesy of Jarret Frank at Bos-
ton University, http://www.jafradesign.com/. [Color figure can be
viewed in the online issue, which is available at wileyonlinelibrary.com.]

elephant, a brain region such as PRC has many observable
characteristics, and different models may each explain a differ-
ent dataset without precluding the explanations of the others.
On the other hand, when a valid debate can be established
between well-matched yet conflicting accounts of PRC func-
tion, the models are even more useful. The controversy high-
lighted by competing theoretical accounts is vital to guiding
the field forward via focused and hypothesis-driven experimen-
tal work.

GENERAL THEORETICAL CONCEPTS

In this section, I propose a set of general theoretical concepts
or principles that I will subsequently use to characterize the
various computational models of PRC. These concepts are
intended to provide labels for key characteristics or theoretical
claims of the models that are relatively neutral with respect to
any particular viewpoint. I eschew labels that are applicable
only to a particular model, because they preclude comparison
of that aspect of the model with those of other models. I try to
avoid labels that invoke a particular psychological process, such
as “familiarity,” first, because that process might mean different
things, computationally, in different models, and second,
because the use of psychological labels counteracts a key benefit
of computational models—that couching a theory in concrete,
mathematical terms avoids the need to use verbal descriptions
of cognitive operations that are psychologically loaded and
open to misinterpretation. Moreover, recasting some of these
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psychological terms within a theoretically neutral framework
may render their definitions more useful. These neutral theoret-
ical concepts are used to provide a framework within which to
compare models and promote better understanding of the pro-
posed mechanisms.

Biological Scale and Problem Space

The biological scale and problem space of a model are cen-
tral to our ability to define and evaluate the scientific contribu-
tion of that model (Churchland and Sejnowski, 1988; Cowell
et al., 2011). The biological scale of a model refers to the level
of organization at which it is formulated, i.e., the size of the bi-
ological components that feature in its explanation. The biolog-
ical scale of the models of PRC in this review ranges from syn-
apses and individual neurons to anatomically-defined brain
regions such as perirhinal cortex and hippocampus. In review-
ing a set of models couched at different biological scales it will
become clear that, in some cases, direct comparison of those
models cannot be made.

Problem space is closely related to the issue of biological
scale. The problem space of a model is defined by the set of
target data that the model attempts to explain. A given dataset
may inform a model’s proposed mechanism at one or two lev-
els of biological organization. For example, electrophysiological
data from single unit recordings may speak to both the level of
individual neurons and the level of neural assemblies; behav-
ioral data from patients with brain lesions may reveal properties
of individual anatomical systems (such as hippocampus or
PRC) as well as the way in which different anatomical systems
interact at the level of the whole organism. Moreover, some
models may attempt to account for more than one type of
data, for example, single unit recordings and behavioral data,
simultaneously. A second dimension of problem space is the
number of phenomena at a given level of biological organiza-
tion that the model attempts to address. For example, a model
might attempt to account for several psychological phenomena
at the level of the whole organism, such as recognition mem-
ory, categorization and perceptual learning, or only one of
these. All else (parsimony, fit to the target data, concordance
with known biology, etc.) being equal, a model that can explain
more phenomena is to be favored over a model that explains
fewer phenomena. However, constraining the problem space is
usually necessary to settle upon a tractable problem. In addi-
tion, keeping the explanation limited in scope often renders it
simpler, clearer and more elegant.

Localization and Specialization
Localization of function to a region

I will use the concept localization of function to describe
one characteristic of the sometimes underspecified notion of an
anatomical module. A model shall be described as claiming
localization of function if it is consistent with the idea that a
given cognitive function (such as judgment of prior occurrence)
occurs in only one region (such as PRC). The contrasting posi-
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tion that a model may take is that cognitive functions are not
localized, but rather that a cognitive goal such as recognition
memory can be carried out in many regions, such as PRC, an-
terior IT, or hippocampus. This definition is neutral as to
whether, in the latter case, a cognitive goal is carried out using
the identical neural mechanism across different regions.

Specialization of a region for one function

Another theoretical claim implied by the term “anatomical
module,” and complementary to the idea of localized function,
is the notion that a given brain region (such as PRC) performs
only one function (such as judgment of prior occurrence).
I will use the term specialization for function to describe this
concept. The contrasting position is taken by theories in which
a given region, such as PRC, may carry out more than one
function, such as judgment of prior occurrence, recency detec-
tion, and perceptual discrimination.

In both terms, the word “function” refers to a psychologi-
cally-defined cognitive goal such as recognition memory or
visual discrimination, rather than to a computational opera-
tion such as pattern separation that might be used to carry
out that goal. These two concepts are intended to replace the
somewhat loaded and less specific notion of a module—either
anatomical or cognitive—in the discussion of computational
models. It should be noted that these concepts can also be
applied at a smaller scale: one can make claims about localiza-
tion and specialization of neural networks within an anatomi-
cally-defined brain region, or even at the level of individual
neurons.

Cognitive Algorithm Versus
Representational Content

I define here two contrasting approaches to explaining func-
tional differences between brain regions. Under the first
approach, many models of brain function claim that observable
differences in the contributions to cognition made by two dif-
ferent brain regions arise from differences in the type of cogni-
tive operation those regions perform. For example, a model
might claim that the primary goal of one region (hippo-
campus) is to perform episodic recall of stimulus items, while
the primary goal of a second region (PRC) is to provide infor-
mation upon which a judgment of prior occurrence can be
based (Brown and Aggleton, 2001; Norman and O’Reilly,
2003; Ranganath et al.; 2004, Eichenbaum et al., 2007). Such
a claim entails the assumption that “episodic recall” and
“judgment of prior occurrence” involve fundamentally different
processes, not just at the level of neurons, but also at the
abstract level of cognition. Fundamental differences in the pro-
posed cognitive operations can be specified and examined in
terms of their predictions for cognitive level data, such as re-
ceiver operating characteristic (ROC) curves (e.g., Elfman
et al., 2008).

Other models using the second, contrasting approach seek to
explain the different contributions of two or more brain regions
by citing differences in the content of those regions’ stimulus
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representations rather than by appealing to distinct cognitive
operations (e.g., Bussey and Saksida, 2002, 2005; Cowell et al.,
2006, 2010a,b; Graham et al., 2010; Ranganath, 2010). Mod-
els adhering to this approach often make claims about the type
of stimulus representation housed in each brain region, and
appeal to the representational demands of a cognitive task
when attempting to explain evidence that a brain region does
or does not contribute to performance on that task. Such theo-
ries do not necessarily claim that there are no architectural or
neural processing differences between different brain regions
such as hippocampus and perirhinal cortex. Instead, this
approach is consistent with the idea that where architectural
and neural processing differences exist, they reflect the differing
information processing requirements imposed by performing a
common cognitive operation (say, judgment of prior occur-
rence) on different types of stimulus (say, a rich episodic mem-
ory trace involving time, space, context, objects, and people in
the hippocampus, vs. memory traces for individual objects in
perirhinal cortex). That is, rather than assuming that different
brain regions carry out distinct, introspectively-defined psycho-
logical goals using distinct cognitive processes, this latter
approach prefers to explain functional dissociations in terms of
the type of material upon which any cognitive process being
carried out is obliged to operate.

This pair of concepts is related to localization and specializa-
tion of function. If a model supposes that two different brain
regions employ distinct cognitive operations, then it most likely
claims specialization of those regions for a function, and often
claims localization of a function to each of those regions. Mod-
els that instead emphasize the representational content of differ-
ent brain regions do not endorse these claims. Rather, to the
extent that either specialization or localization is endorsed, it
would be specialization for processing a type of stimulus repre-
sentation, or localization of the processing of certain types of
stimulus material to particular brain regions.

Differentiation Versus Assimilation

Many models make claims regarding the ability or tendency
of a neural system to either discriminate between or categorize
as similar a set of input stimuli impinging upon the system.
The former operation is often described as pattern separation or
discrimination and the latter as generalization. In this article, 1
restate these two concepts. I will use the word differentiation to
describe the process of telling inputs apart, which is less tied to
a specific computational means of discriminating between
inputs than pattern separation and less strongly associated with
a particular cognitive task than discrimination. (This use of the
term should not be confused with its use in the animal condi-
tioning literature (Gibson, 1940) or in cognitive models of
memory (Shiffrin et al,, 1990; McClelland and Chappell,
1998)). I will use the term assimilation to describe the process
of grouping similar input stimuli through the use of similar
representations, because I wish to discuss primarily the process
of forming the group in the first instance, rather than the pro-
cess of making similar cognitive judgments about all items in a



group (i.e., the step of generalizing a judgment from one item
to another, once they have been grouped).

COMPUTATIONAL MODELS OF PERIRHINAL

CORTEX FUNCTION

I will review five models that address the role of PRC in rec-
ognition memory or familiarity judgments—Sohal and Has-
selmo (2000), Bogacz et al. (2001), Bogacz and Brown
(2003a), Norman and O’Reilly (2003), and Cowell et al.
(2006)—and two models that address the functional contribu-
tion of PRC to perception—Bussey and Saksida (2002) and
Cowell et al. (2010b). Table 1 details the stance taken by each
of the models on the general theoretical concepts introduced
above, and provides an at-a-glance comparison of all of the
models considered in this article.

Bogacz et al. (2001): “Hebbian Model”

The model of Bogacz et al. (2001) provides an account of
how familiarity discrimination might be performed by the
brain and why that process might be separable from the process
of recollection. The target data of the model are electrophysio-
logically observed changes in the responses of PRC neurons to
stimulus items as they become familiar. The network is
designed to model familiarity discrimination and not other
functions of PRC. The level of biological organization of the
model is individual neurons and local ensembles of neurons.

The network simulates learning by so-called “novelty neu-
rons” in PRC, which fire less strongly in response to familiar
stimuli than to novel stimuli. This pattern of firing is acquired
in the model via Hebbian learning: the connections from active
inputs to novelty neurons are increased in a process akin to
long-term potentiation (LTP) (Bliss and Lomo, 1973), such
that a model novelty neuron is more likely to fire in the period
immediately following stimulus onset for a stimulus that has
been seen before than for a novel stimulus. However, all
novelty neurons in the model receive inhibitory input that
suppresses their responses. Because inhibition to each novelty
neuron is driven by the initial responses of the novelty neurons
themselves, the responses of novelty neurons are suppressed for
familiar patterns, but not for novel patterns. This produces
greater firing in response to novel than to familiar stimuli (i.e.,
a reversal of the response pattern) in the period following the
initial responses. It is proposed that in experimentally observed
novelty neurons, activity in the initial, brief poststimulus phase
is masked by activity in the subsequent, longer inhibitory
phase, so that the observed firing of novelty neurons in PRC
resembles the responses of novelty neurons in the model. One
advantage of this mechanism is that it allows for a very large
recognition memory capacity, which the authors claim is of the
same order of magnitude as the capacity of human recognition
memory (Standing, 1973).
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One key claim made by the model is that there are separate
networks within PRC for familiarity judgments and for the
learning of stimulus representations. This claim is founded
upon the notion that networks that attempt to perform both
familiarity discrimination and feature extraction—that is, the
learning of stimulus representations through exposure to visual
stimuli, during which the features possessed by the stimuli are
extracted by exploiting statistical regularities in the input—do
not have a sufficiently high capacity for storing familiar items
to account for the impressive recognition memory of humans
(Bogacz et al., 2001; Bogacz and Brown, 2003b). Such “dual”
networks (i.e., networks that perform both functions) include
those of Sohal and Hasselmo (2000), Norman and O’Reilly
(2003), and Cowell et al. (2006). In contrast, by separating
these functions, the model of Bogacz et al. (2001) claims local-
ization of function at the level of neural networks: it is implied
that familiarity discrimination occurs only in PRC and only in
the “familiarity discrimination” network. In addition, since the
authors claim that PRC possesses at least two networks with
distinct computational goals—one for familiarity discrimination
and another for learning representations—the model also
implies specialization for function at the level of neural
networks.

In Bogacz et al. (2001), the familiarity discrimination net-
work deliberately emphasizes the unique characteristics of input
stimuli (i.e., it differentiates them), relative to a putative feature
extraction network in PRC (not simulated in Bogacz et al.,
2001), which instead would preserve the similarities of the
inputs in its learned representations. This network would pre-
sumably support goals such as categorization and semantic
knowledge, for which a greater tendency of the network to
emphasize similarities would be useful.

Bogacz and Brown (2003a):
“Anti-Hebbian Model”

Bogacz and Brown (2002, 2003a) introduce a new network
for simulating familiarity discrimination in PRC. This network
is similar to Bogacz et al. (2001), except that it uses an alterna-
tive learning rule to produce the novelty neurons’ behavior: anti-
Hebbian learning instead of Hebbian. In this model, connec-
tions from active inputs to novelty neurons are decreased as if by
Long-Term Depression (LTD; Dudek and Bear, 1992) so that,
without the need for inhibition, novelty neurons come to
respond less strongly to a stimulus when it has previously been
seen by the network. The use of the anti-Hebbian learning rule
has an important consequence: for correlated input patterns this
model gives a very large storage capacity, greater not only than in
networks that combine familiarity discrimination with feature
extraction (e.g., Sohal and Hasselmo, 2000; Norman and
O’Reilly, 2003; Cowell et al., 20006), but also than in the Heb-
bian model of Bogacz et al. (2001) (Bogacz and Brown, 2003b).

Sohal and Hasselmo (2000)

The computational model put forward by Sohal and Has-
selmo (2000) is situated in inferior temporal (IT) cortex, which
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lies laterally adjacent to PRC and provides one of its primary
sources of input (Suzuki and Amaral, 1994). I discuss this
model because it addresses certain response properties of IT
neurons that are also possessed by PRC neurons, relating to the
ability of cortex to provide information about the recency and
familiarity of visual stimuli, a function for which PRC is
known to be critical. The biological scale of the model is syn-
aptic and neuronal: the model uses biologically plausible synap-
tic modification rules to simulate the responses of individual
neurons in IT and the basal forebrain. The target data of the
model are short- and long-term decreases in the responses of
IT neurons and basal forebrain cholinergic neurons to repeat-
edly presented visual stimuli.

Stimuli are applied to an input region, from where activation
spreads via feedforward, excitatory connections to IT cortex. In
IT cortex, there are recurrent excitatory connections as well as
recurrent inhibitory feedback from an inhibitory interneuron.
These two features allow IT activity to be maintained in the ab-
sence of a stimulus. IT neurons also provide inhibitory input
to cholinergic neurons within the basal forebrain, which in
turn provide cholinergic modulation of activity in IT. The feed-
forward connections from input to IT are learned in a competi-
tive, self-organizing manner according to a Hebbian rule.

Short-term response decreases (recency effects) in the model
are simulated by a habituation, or adaptation, mechanism: acti-
vation of an IT neuron causes a calcium influx, and subsequent
responses in that neuron are suppressed due to the activation
of a calcium concentration-dependent potassium current. Long-
term response decreases (signaling familiarity) in IT arise
because the competitive learning changes the distribution of IT
neurons activated by a stimulus. As many patterns compete to
be represented in IT cortex, there are two ways in which neural
responses may decrease in the model. First, some neurons
(“negative neurons”) either do not respond strongly enough for
Hebbian learning to strengthen their connections to IT and
they do not become included in the representation of any pat-
tern, or they respond to too many stimuli and do not develop
stable connections from a single input pattern to IT cortex. In
these neurons, the average response to all sample and match
stimuli decreases as those stimuli become familiar to the net-
work; such neurons have been observed experimentally (Miller
et al., 1991; Li et al., 1993). Second, the model predicts the
existence of neurons that respond strongly to only a small sub-
set of familiar stimuli and weakly to all others. These arise
whenever a neuron is initially activated by several input pat-
terns but is subsequently recruited by the representation of one
particular pattern, causing it to ‘drop out’ of the IT representa-
tion for all other patterns.

Cholinergic modulation plays a critical role in the modeling
of long-term response decreases. Recurrent excitation in IT cor-
tex is implemented in order to simulate the maintenance of ac-
tivity in the absence of a stimulus, which is noted to be a prop-
erty exhibited by IT neurons, but which is not explicity
involved in the simulation of short-term memory effects in this
article. However, recurrent excitation also contributes to the
mechanism for familiarity discrimination, in a negative way: it
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interferes with the self-organization process such that, rather
than learning representations that differentiate similar input
stimuli, the network learns representations that assimilate simi-
lar input stimuli. The assimilation can be so extreme as to
render the patterns elicited by two different stimuli completely
overlapping. Some means of reducing the transmission at recur-
rent synapses is required to negate this nuisance effect, and
cholinergic modulation from basal forebrain input to IT cortex
is proposed. When ACh modulation is applied to IT cortex,
the recurrent excitatory connections are selectively suppressed,
which allows the self-organization of feedforward connections
to IT cortex to proceed unhindered. When ACh modulation is
included, IT representations of similar inputs are well differen-
tiated and long-term response decreases are successfully
simulated.

The model makes no clear statement on the issue of localiza-
tion of function: while IT cortex is proposed to be a site of
recency and familiarity computations, the authors do not ex-
plicitly claim that these processes do not occur elsewhere in the
brain. However, the notion of specialization for function is not
endorsed: the same IT neurons provide both recency and famil-
iarity signals and therefore do not specialize in computing only
one function.

This network proposes different neural algorichms for differ-
ent cognitive goals (recency and familiarity judgments) within a
single region (IT cortex), suggesting that more than one cogni-
tive or neural algorithm can operate on the representations in a
region. This is consistent with models advocating representa-
tional content (rather than cognitive algorithm) as the factor
that determines a region’s contribution to cognition. However,
since the model does not claim that representational content is
the best way to describe the role of IT in visual cognition, this
particular general principle about the organization of cognition
(cognitive algorithm vs. representational content) is not directly

addressed.

Norman and O’Reilly (2003)

The model of recognition memory put forward by Norman
and O’Reilly (2003) was inspired by the Complementary
Learning Systems (CLS) approach (McClelland et al., 1995;
O'Reilly and Rudy, 2001). The CLS view proposes that the
hippocampus is specialized for rapidly memorizing specific
events and the neocortex for slowly learning about statistical
regularities of the environment. The biological scale of the
model is at the level of anatomical brain systems (such as MTL
neocortex and hippocampus) rather than individual neurons.
However, the model is also constrained by biological data from
lower levels, employing biologically plausible learning algo-
rithms. The target data of the model are behavioral measures
of recognition memory, particularly from individuals with brain
lesions.

The model has two components: hippocampus and MTL
neocortex (MTLC). The neocortical network extracts regular-
ities in the statistics of input patterns by employing Hebbian
learning and collateral inhibition to produce competitive learn-
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ing of representations in the MTLC hidden layer. Because hid-
den layer units compete to represent each input pattern, a fa-
miliar stimulus is represented by a small number of strongly
active MTL neocortex units (those that have won the competi-
tion for that pattern, after viewing it multiple times), whereas a
novel stimulus is represented by a larger number of weakly
active units (none of which have yet been forced to “drop out”
through competition). The sharpness of an MTL neocortical
representation is used to index the familiarity of a stimulus.

In the hippocampal component of the model, input patterns
are encoded sparsely (i.e., using very few active units) on a
layer corresponding to the CA3 region of the hippocampus.
The encoding process gives rise to distinct CA3 representations,
which share very little overlap with each other even for highly
overlapping input patterns. This allows the network to differen-
tiate highly similar stimuli. In addition, collateral excitatory
connections allow the spreading of activation from one part of
the sparse CA3 representation to the remaining parts. This pro-
cess enables the retrieval (recollection) of the missing parts of a
representation, when partial or degraded inputs are provided to
the model. Recall is measured by sending activation from CA3
back to an output layer; the recall score is high when there is a
high degree of match between the activity patterns on the input
and output layers.

In the model, the hippocampal component differentiates
between input stimuli as memory traces are laid down. This
enables the simultaneous retention of many items and episodes
without interference between them, even when those separate
instances share many features, as is often the case in everyday
life. In contrast, representations in the MTL neocortex compo-
nent tend to assimilate input stimuli relative to the representa-
tions in hippocampus, because they retain some of the similar-
ity information present at the inputs. This allows the MTL
model to generalize between similar stimuli and to learn about
statistical regularities in the environment, two capabilities that
are presumably most useful for tasks involving categorization or
requiring semantic knowledge, on which the study of Norman
and O’Reilly (2003) does not focus. In this study, MTL neo-
cortex representations simply supplement the recall-based per-
formance of recognition memory in hippocampus by providing
information that can be used to make familiarity judgments.
The authors note that MTL representations do to some extent
differentiate items, in that they possess less overlap than the
input patterns; however, this property is deemphasized in this
study because MTL representations overlap so much more than
in the hippocampus, with which MTL is compared.

This model makes a clear statement regarding localization of
function: episodic recall is localized to hippocampus, whereas
familiarity discrimination is localized to MTL neocortex. How-
ever, the model does not make a strong claim of specialization
for function: although the target data addressed in this article
concern recognition memory, the model does not claim that
hippocampus and MTLC contribute only to recognition mem-
ory. This leaves open the possibility that either or both regions
may perform other functions. Indeed, the authors describe the
suitability of the MTL neocortical learning algorithm for
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acquiring statistical regularities of the environment, knowledge
which would be useful for many cognitive goals beside recogni-
tion memory. However, the model certainly claims that distinct
cortical regions employ different cognitive (and neural) algo-
rithms for carrying out the cognitive goals they subserve.

The Representational-Hierarchical View

The remaining three models are separate instances of a com-
mon theoretical framework that Lisa Saksida, Tim Bussey, and
I have termed the “representational-hierarchical view” (Cowell
et al., 2010a; Saksida and Bussey, 2010). While these models’
target data and some details of their mechanisms differ, they
share many common assumptions and invoke the same key
properties of PRC in accounting for cognition.

Cowell et al. (2006)

Cowell, Bussey, and Saksida (2006) proposed a model of
object recognition memory in PRC. Its target data are behav-
ioral data, including the finding from recognition memory
tasks that forgetting over a delay is exacerbated in individuals
with PRC lesions, relative to controls. The model resides at the
biological scale of anatomical systems; each layer of units in the
network corresponds to an anatomically defined region such as
PRC or a subregion of the ventral visual stream (VVS).

Similar to Norman and O’Reilly (2003), representations
within the network become sharpened with visual experience
and the sharpness of an object’s representation indicates its level
of familiarity. Objects are represented in the model on two
layers: the PRC layer and the "caudal" layer, corresponding to
a region of ventral visual stream caudal to PRC. The model’s
mechanism is based on two key assumptions: first, that PRC
stores representations of the conjunctions of visual features pos-
sessed by complex objects, which play an important role when-
ever it is difficult to solve a task using representations of only
individual visual features; and, second, that all objects in the
visual world are composed of simple features (such as lines, col-
ors, and blobs) of which there exist only a limited number that
are unique. As a consequence of the second assumption, the
same visual features occur repeatedly in different objects, even
though many thousands of unique objects may be constructed
through different combinations of those features.

On the PRC layer, all eight input dimensions possessed by
an individual object are combined into a unique conjunction.
On the caudal layer, there are four separate representational
grids, each of which combines two input dimensions into a
simple (two-dimensional) visual feature; together, the four grids
represent the entire object. This architecture produces a repre-
sentational space that is vast in anterior regions (the PRC layer)
and small in posterior regions (the caudal layer): the number of
unique stimulus representations that can be specified in poste-
rior cortical regions is far fewer than the number in PRC.
According to representational-hierarchical view, this is the key
property of the representational content that confers a brain
region’s function. The change in the size of the representational
space with progression from posterior to anterior regions



(caused by the shift from low-dimensional to high-dimensional
representations) is central to the account of the effects of PRC
lesions on recognition memory provided by Cowell et al.
(2000). Forgetting over a delay in an object recognition mem-
ory task is simulated via the presentation of interfering objects
between study and test. When interfering objects are presented,
the same features appear repeatedly as part of many different
interfering objects and become sharpened. Because the repre-
sentational space spanned by each caudal grid is small—that is,
there are only a few possible unique features that may be repre-
sented on each—these features “interfere” with the caudal layer
representations. Specifically, because the novel object that is
later presented on test is also constructed from the same small
set of features as the interfering objects, its feature representa-
tions are sharpened by interference and it is falsely recognized
as familiar. In contrast, input stimuli are represented in PRC as
a unique conjunction of all input dimensions. For an interfer-
ing object to share a representation with the novel object and
interfere with its representation on the PRC layer, it would
need to be identical to the novel object. The chance of such an
interfering object appearing repeatedly when interfering objects
are chosen randomly from eight-dimensional representational
space is vanishingly small. Therefore interference does not dis-
rupt the PRC representation of the novel object and it is never
falsely recognized.

The model claims that cognitive functions such as recogni-
tion memory are not localized to any brain region, because the
same algorithms operate at both the PRC and caudal layers.
PRC is critical for recognition memory, but only in the case of
object-level stimuli (not for simple visual features, nor complex
episodes), and only because it houses the most useful represen-
tations of objects for discriminating them on the basis of famil-
iarity. Furthermore, the model predicts that recognition mem-
ory for simple features would be well executed by caudal
regions of VVS, and the general theoretical framework implies
that recognition of scenes and complex episodes (in which
objects are associated with time, space, context, and events)
should be underpinned by the hippocampus, one level higher
up the anatomical hierarchy. That is, other brain regions can
perform recognition memory when the familiarity discrimina-
tion required by the recognition memory task is best performed
using the representations in those regions.

Similarly, the model denies any specialization for function by
suggesting that any brain region may contribute to any cogni-
tive function when the representations housed in the region are
useful for that function. The claim is that because PRC repre-
sentations are useful both for familiarity judgments and for dis-
criminating between objects that share features, PRC contrib-
utes to both recognition memory and higher-order perception.

Although Norman and O’Reilly argued for differentiation in
the hippocampus and assimilation in MTL neocortex, Cowell
et al. (2006) highlight the role of PRC (part of MTL neocor-
tex) in differentiation: in the model, PRC is critical for differ-
entiating in terms of familiarity between objects that share
features, because earlier regions in VVS cannot. However, the
model does not claim that PRC is specialized for differentiation
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and the caudal layer specialized for assimilation. Rather, the
tendency of each region to differentiate or assimilate depends on
the complexity of the stimulus material used in a given task. For
object-level stimuli with shared features, PRC differentiates and
caudal regions assimilate. (This is because PRC representations
combine simple visual features into unique conjunctions of the
optimal level of complexity—i.e. the optimal number of
“parts”"—for differendating individual objects, whereas caudal
regions represent the features individually without representing
the conjunction of those features that defines an object.) For
complex episodic stimuli or scenes that share object-level items,
PRC would be predicted to assimilate, and hippocampus would
be required for differentiation. (This is because the highest level
of conjunction represented by PRC is the conjoining of the fea-
tures within an object into a whole; in order to conjoin multiple
objects with other complex episodic attributes such as time, place
and context, a higher level in the representational hierarchy—
namely, hippocampus—is required).

Bussey and Saksida (2002)

Bussey and Saksida (2002) proposed a model of visual dis-
crimination learning in PRC. Its target data are behavioral per-
formance measures from monkeys and rats with lesions in PRC
across a range of visual discrimination learning tasks. The
model is again formulated at an anatomical systems level.

Visual discrimination learning tasks involve repeatedly pre-
senting an animal with one or more pairs of visual stimuli,
where, in each pair, one stimulus is consistently followed by
food reward and the other is not. Over successive presentations,
animals learn to choose the rewarded stimulus of each pair reli-
ably. The literature indicated that PRC was important for vis-
ual discrimination learning with object stimuli under certain
conditions, such as using a large set of stimulus pairs in the
task (Buckley and Gaffan, 1997), or presenting the stimuli
from different views from one trial to the next (Buckley and
Gaffan, 1998a; Buckley et al., 2001). This pointed to a role for
PRC in object identification (Buckley and Gaffan, 1998b), but
it was unclear through what mechanism the PRC fulfilled this
role (but see Gaffan et al., 1986 for a model of visual discrimi-
nation learning).

The model of Bussey and Saksida (2002) comprises a con-
nectionist network with two representational layers: caudal
VVS and PRC. Representations in this network are static—a
node in the caudal layer is designated at the outset as corre-
sponding to a simple visual feature and a node in the PRC
layer to a particular conjunction of features (an object). The
only learning that occurs is associative learning between these
static stimulus representations and an outcome node which sig-
nals reward. The network simulates visual discrimination learn-
ing by associating the correct stimulus of each pair with
reward. Intact networks do so using both caudal layer and PRC
layer representations. Lesioned networks are subject to removal
of the PRC layer and must rely only on caudal representations.

As in the account of recognition memory offered by Cowell
et al. (2006), the effect of PRC lesions on visual discrimination
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learning is explained in terms of the difference in representa-
tional dimensionality between feature-level caudal representa-
tions and object-level PRC representations. In all experimental
tasks in which PRC lesions caused impairments, the set of to-
be-discriminated stimuli were chosen in such a way that fea-
ture-level representations were inadequate for solving the task.
For example, using a large set of stimuli ensured the repeated
appearance of many simple visual features, which were some-
times rewarded and sometimes not, such that reliable feature-
reward associations could not be formed; similarly, presenting
stimuli from different views from one trial to the next meant
that different features of the objects appeared each time, ren-
dering the acquisition of feature-reward associations very diffi-
cult. Therefore, according to the model, in every case where
impairments were revealed, the higher-dimensional, conjunctive
representations in PRC were required in order to form reliable
associations of the stimuli with reward.

The model of Bussey and Saksida (2002) accounts for visual
discrimination learning data by exploiting the change in the
dimensionality of stimulus representations with progression
from posterior to anterior regions. Because the high-dimen-
sional PRC layer represents the conjunctions of objects
uniquely, it differentiates objects with shared features. In con-
trast, because the caudal layer represents all features individu-
ally, it assimilates any objects that share features, because they
possess ovetlapping activation patterns. Like the model of Cow-
ell et al. (2006), the network of Bussey and Saksida (2002)
argues against localized function and specialization for function:
the only difference between the layers is the level of stimulus
complexity optimally represented, and each layer may contrib-
ute to any cognitive task for which it provides useful stimulus
representations.

Cowell et al. (2010b)

Cowell et al. (2010b) present a network that extends the vis-
ual discrimination learning model of Bussey and Saksida
(2002). It possesses an additional layer of stimulus representa-
tions so that there are three layers spanning regions from occi-
pitotemporal cortex to anterior temporal lobe. Lesions of both
anterior and posterior layers are therefore possible, which is
required for the simulation of an important body of literature
from the 1960s and 1970s, which repeatedly found a double
dissociation between visual discrimination impairments caused
by lesions in anterior versus posterior regions of the VVS (Iwai
and Mishkin, 1968; Cowey and Gross, 1970; Gross et al.,
1971; Wilson et al., 1972; Blake et al., 1977). Typically, ante-
rior lesions caused impairments when discriminations between
many complex stimulus pairs had to be learned concurrently
(implying a role for these regions in memory), whereas poste-
rior lesions caused impairments when the discrimination of
only a few very simple stimulus pairs had to be acquired
(implying these regions were critical for visual perception).
This dissociation was interpreted as evidence for anatomical
modules, one anterior and one posterior, for the functions of
associative memory and visual perception, respectively.
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The model assumes the same hierarchy of stimulus represen-
tations, again possessing a very large representational space in
anterior temporal lobe; this is critical for good performance on
visual discrimination of objects with shared features (the
“memory” tasks of the 1960s and 1970s), because, as in Bussey
and Saksida (2002), it protects object representations from fea-
ture-level interference. However, Cowell et al. (2010b) also pro-
pose that the huge representational space in anterior temporal
lobe can be disadvantageous for discriminating simple stimuli:
for any simple stimulus comprising a conjunction of only a few
features (like those used in the “perceptual” tasks of the 1960s
and 1970s), many of the highly complex conjunctions repre-
sented by units in the anterior layer contain that simple con-
junction (as a subpart of the complex conjunction) and so their
units are weakly activated. Representations of simple stimuli in
the anterior layer are thus smeared across a large area of repre-
sentational space (many units weakly active but no units highly
active). Upon presentation of two simple stimuli which share a
feature, the representations in the anterior layer weakly activate
many of the same units and are therefore poorly discriminated
on this layer. In contrast, these stimuli are well discriminated
by the most posterior layer of the network, which represents
simple conjunctions of very few features, and thus possesses
unique representations for simple stimuli.

The model therefore makes an additional statement regard-
ing the issue of differentiation versus assimilation: not only
does anterior temporal lobe differentiate objects while caudal
regions assimilate objects, caudal regions tend to differentiate
simple stimuli while anterior temporal regions assimilate simple
stimuli. That is, each station in VVS performs differentiation
for stimuli at its preferred level of complexity and assimilation
for stimuli at nonpreferred complexities, and its contribution
to a visual discrimination task depends upon the complexity of
the stimulus material presented. This model therefore reinforces
the claim that there is no localization or specialization for func-
tions such as visual perception and memory in VVS.

COMPARING THE MODELS

One might attempt to compare two models either in terms
of their specific, detailed mechanisms, or in terms of their
claims regarding the general theoretical principles introduced in
General Theoretical Concepts (see also Table 1). Comparing
models in terms of their specific, detailed mechanisms is only
sensible if those specifics are sufficiently well-matched. We can
compare the proposed mechanisms of Sohal and Hasselmo
(2000) and Bogacz et al. (2001) and evaluate their relative suc-
cess in accounting for experimental data, because their target
data are similar and the levels of their explanations equivalent.
However, comparing the specifics of Bogacz et al.’s mechanism
(which simulates decreases in neural firing as stimuli are
repeated) with the specifics of Bussey and Saksida’s mechanism
(which simulates visual discrimination learning behavior) would



be less sensible. In this scenario, we would be guilty of the
same mistake as the allegorical blind men who examined the
elephant. Although both models address some aspect of PRC
function, they each examine a different part—both in terms of
the level of explanation and the cognitive function being
explained—and to accept the details of one mechanism does
not necessarily require us to reject the details of the other. Nor
should the explanation of one phenomenon be required to
include details that are pertinent only to the explanation of the
other, as long as both models have stand-alone explanatory
power for the property of PRC function they address.

Happily, comparison of models along the lines of a general
theoretical principle is nearly always valid and often useful:
evaluation of the entire set of models might help to resolve
ongoing debate by suggesting that one view of a particular
principle (say, localized vs. distributed function) is overall more
tenable than the other. The only case where we must be wary
of arguing too forcefully about a general principle of PRC
function is where that principle describes a continuous spec-
trum, rather than a qualitative distinction. This applies to the
tendency of PRC to either differentiate or assimilate, and is dis-
cussed below. Here, as with comparing mechanisms at different
levels, it is possible for both sides of the argument to be
correct.

Guided by these considerations, the remainder of this section
compares the models of PRC function, first in terms of two
specific mechanistic properties and then in terms of the general
principles outlined in General Theoretical Concepts. Where
there remains controversy over a particular property of PRC
function, the models are at their most useful, since they high-
light a problem for future research. Moreover, where models
with different mechanisms make explicit, conflicting predic-
tions, these predictions can guide focused and fruitful experi-
mental work. In turn, the data generated will enable refinement
of current models or the building of more successful theories
to replace them.

First, the models of recognition memory differ over whether
the same PRC neurons are involved in perceptual discrimina-
tion and familiarity discrimination. The models of Sohal and
Hasselmo (2000), Norman and O’Reilly (2003), and Cowell
et al. (2006) are all consistent with the notion that familiarity
discrimination and perceptual discrimination (i.e., item identifi-
cation) are performed by the same set of neurons within PRC.
Although the network of Cowell et al. (2006) is not intended
to simulate responses of individual neurons, a single set of neu-
rons for both functions is implied by the model, because a
common learning mechanism (which mimics cortical processes)
is used for both the acquisition of stimulus representations in
general and the acquisition of familiarity information. Bogacz
and Brown (2003b) argue that the Hebbian and Ant-Hebbian
networks of Bogacz et al. (2001) and Bogacz and Brown
(2003a) do not perform both familiarity discrimination and
perceptual discrimination; indeed a key feature of these two
networks is that they are specialized for familiarity discrimina-
tion and not for the learning of stimulus representations. Even
though novelty neurons simulated by both networks (like
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experimentally observed novelty neurons in the brain) are stim-
ulus selective, the authors emphasize that the stimulus selectiv-
ity in their proposed networks “is required solely to increase
the efficiency of the network, and not because the implied rep-
resentation of the visual stimuli is used for some further proc-
essing.” The specialized networks of Bogacz and colleagues per-
form well at discriminating between two stimuli that are not
equally familiar, but since they do not learn complete represen-
tations of the stimuli, they would presumably perform poorly
at discriminating two different stimuli if both were equally fa-
miliar. The implication is, instead, that perceptual discrimina-
tion is achieved by a separate network that learns about the
locations of stimuli in stimulus space, regardless of their
familiarity.

The view of Bogacz et al. on this point is more in line than
the other computational models with the standard medial tem-
poral lobe memory system view (Squire and Zola-Morgan,
1991; Squire et al., 2004), in which mnemonic processing in
MTL is assumed to be carried out separately from perceptual
processing. One distinction, however, is that Bogacz et al. do
not require that the network underlying perceptual processing
is located outside of MTL cortex, allowing instead that a sepa-
rate network within PRC may exist to serve this function.

Second, the models of recognition memory point to an open
question over whether trace decay is required to account for
some aspects of forgetting (Jenkins and Dallenbach, 1924;
McGeoch, 1932). Decades of psychological research point to a
role for interference in forgetting (Wixted, 2004), and none of
the models reviewed contradicts this notion. The networks of
Cowell et al. (2006) and Sohal and Hasselmo (2000) make
explicit use of an interference mechanism without any contri-
bution of synaptic decay to account for the loss of familiarity
discrimination ability over time. In Cowell et al., feature-level
representations (but not object-level representations) are modi-
fied by interfering stimuli and become less and less useful as in-
terference builds up during a delay; in Sohal and Hasselmo
(2000), synaptic modifications due to intervening stimuli cause
response decreases to a previously encoded item (i.e., the famil-
farity signal) to reduce in magnitude (p. 182). However, in the
model of Norman and O’Reilly (2003), exponential decay of
synaptic weights is proposed to have a role in simulating list
length effects (in which adding novel items to a list causes for-
getting of other items). Taken together, the models leave the
question of a role for synaptic decay in forgetting somewhat
open: although synaptic decay was used to simulate one
instance of forgetting in one network, the question of whether
these effects might have been accounted for by a mechanism
solely based on interference has not been explored by other
models.

Turning to the general principles of cognitive function, it is
clear from Table 1 that these concepts are the subject of debate.
The models are split regarding the issues of localization of
function to PRC, specialization for function within PRC, and
whether differences in the contributions of different temporal
lobe structures to cognition are better characterized by distinct
cognitive algorithms or distinct representational content. In
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addition, the models also appear to make discrepant statements
regarding whether PRC primarily differentiates between the
stimulus inputs it receives, or assimilates them. However, in
this case, there is no real conflict between the models’ mecha-
nisms. The tendency of a neural network to assimilate versus
differentiate its inputs is not a qualitative distinction, unlike
the notion of localized versus distributed function, or a claim
of “cognitive algorithm” versus “representational content” as
the organizing principle of brain function. Instead, the tend-
ency of a network to differentiate or assimilate is a relative,
quantitative value that lies on a continuum from “assimilates
all stimuli” to “differentiates all stimuli.” Moreover, the contin-
uum can be defined separately for stimuli at different levels of
complexity (ranging from simple features to whole objects).
Thus, while Norman and O’Reilly (2003) appear to claim that
PRC does primarily assimilation, whereas Cowell et al. (2006)
state that the chief contribution of PRC is to differentiate
objects, this debate may be moot: the former arrive at that
description by comparing PRC with hippocampus, the master
differentiator of the brain, whereas the latter arrive at their
description by comparing PRC with upstream regions of ven-
tral visual cortex. Indeed, the model of Cowell et al. (2010b)
embodies the idea that differentiation is a mutable concept,
claiming that PRC differentiates representations at one level of
stimulus complexity and assimilates them at another.

ADVANCES IN UNDERSTANDING PERIRHINAL

CORTEX FUNCTION

Computational models have greatly advanced our under-
standing of perirhinal cortex function, by several different
means. First, these models have helped us to conceptualize cog-
nitive operations in terms of neural processes. Instantiating
processes such as encoding, storage, and discrimination in an
explicit computational model forces the authors to give those
processes concrete characteristics. For example, certain proper-
ties of the network of Bogacz et al. (2001) necessitated the pro-
posal that encoding and familiarity discrimination are carried
out in PRC neurons in two separate phases; a desire to capture
particular properties of recollection behavior led Norman and
O’Reilly (2003) to localize aspects of encoding and stimulus
discrimination to different hippocampal regions with neural
architecture suited to the purpose. Concrete characterization of
these fundamental psychological processes defines the terms of
the theories explicitly, which facilitates dialogue between oppos-
ing accounts, in turn forcing development of the theoretical
ideas, particularly where conflicting theories generate differing
predictions that can be tested.

Second, simulations with the models have enabled the explo-
ration of low-level neural mechanisms and their consequences
for the behavior of neural networks. For example, in the net-
work of Sohal and Hasselmo (2000), simulations suggested
that a gating mechanism is required in order to prevent recur-
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rent transmission (which is necessary to simulate empirically
observed maintenance of activation presumed to underlie work-
ing memory) from interfering with the acquisition of familiar-
ity information by IT neurons. This demonstration suggested a
possible role for the cholinergic modulation of IT responses by
basal forebrain ACh neurons, and supplied a candidate mecha-
nism for the action of visual attention in IT.

Third, the models have forged links between neural mecha-
nisms and the behavior of whole organisms by using neurobio-
logically plausible algorithms to predict measures of recognition
memory performance or visual discrimination learning. For
example, Norman and O’Reilly (2003) were able to account
for the counter-intuitive behavioral finding that partial hippo-
campal lesions cause worse impairments in recognition memory
than full lesions, by demonstrating that a noisy mnemonic sig-
nal from a damaged hippocampus can do more harm than
good by drowning out useful familiarity information supplied
by MTL neocortex. Similarly, Bussey and Saksida (2002) were
able to explain a puzzling and contradictory series of behavioral
findings from the visual discrimination learning literature by
appeal to a simple assumption about the organization of repre-
sentations in visual cortex, and the use of a simple associative
learning rule that is compatible with known neurobiology.

Fourth, an important consequence of the modeling enter-
prise has been to drive experiments that allow refinement of
existing models and differentiation between them. Bogacz et al.
(2001) suggest a list of five explicit predictions arising from
their model, and in the review of Bogacz and Brown (2003b),
the authors provide a summary of seven empirically testable
claims that differentiate between the accounts of Bogacz et al.
(2001), Bogacz and Brown (2003a), Sohal and Hasslemo
(2000), and Norman and O’Reilly (2003). The network of
Cowell et al. (20006) has similarly been used to simulate at least
four novel predictions, each of which has been tested in a study
with PRC-lesioned rats (Bartko et al., 2007a,b, 2010; McTighe
et al., 2010). The last of these is a strong and highly counter-
intuitive prediction, suggesting that perirhinal lesions induce
forgetting by causing novel objects to appear familiar, rather
than by causing familiar objects to appear novel. This predic-
tion, which was confirmed by two experiments in rats with
PRC lesions (McTighe et al., 2010), suggests reconsideration of
a fundamental assumption underlying most current theories of
amnesia: that forgetting arises when mnemonic information
regarding familiar objects is either lost or made inaccessible.
Instead, the theory suggests that forgetting is induced by a
change in the representations of novel objects.

In sum, extant models of PRC function have helped to
advance our understanding of cognition in PRC in many ways.
They have generated fruitful debate in areas where their
accounts span the same problem space, and on general princi-
ples to which many models may speak regardless of differences
in their biological scale. However, keeping in mind the story of
the blind men and the elephant, it is clear that there are situa-
tions where extensive debate favoring one account over
another—when those accounts are couched at different levels
and therefore not mutually exclusive—is not fruitful. Rather,



our ultimate goal in using computational modeling to advance
our understanding of PRC should be to integrate across these
disparate models to account for experimental data from multi-
ple levels of biological scale and multiple cognitive phenomena
simultaneously; only then will we see the “whole elephant.”
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