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Knowing the identity of an object can powerfully alter perception. Visual demonstrations of this—such
as Gregory’s (1970) hidden Dalmatian—affirm the existence of both top-down and bottom-up process-
ing. We consider a third processing pathway: lateral connections between the parts of an object. Lateral
associations are assumed by theories of object processing and hierarchical theories of memory, but little
evidence attests to them. If they exist, their effects should be observable even in the absence of object
identity knowledge. We employed Continuous Flash Suppression (CFS) while participants studied object
images, such that visual details were learned without explicit object identification. At test, lateral
associations were probed using a part-to-part matching task. We also tested whether part-whole links
were facilitated by prior study using a part-naming task, and included another study condition (Word),
in which participants saw only an object’s written name. The key question was whether CFS study (which
provided visual information without identity) would better support part-to-part matching (via lateral
associations) whereas Word study (which provided identity without the correct visual form) would better
support part-naming (via top-down processing). The predicted dissociation was found and confirmed by
state-trace analyses. Thus, lateral part-to-part associations were learned and retrieved independently of
object identity representations. This establishes novel links between perception and memory, demon-
strating that (a) lateral associations at lower levels of the object identification hierarchy exist and
contribute to object processing and (b) these associations are learned via rapid, episodic-like mechanisms
previously observed for the high-level, arbitrary relations comprising episodic memories.
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visual learning
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The hidden figure of a Dalmatian dog (Gregory, 1970; Figure
1a) is often presented to students of cognitive psychology as a
powerful demonstration of top-down processing. Upon first view-
ing this picture, it is perceived as a jumble of spots (Chang, Baria,
Flounders, & He, 2016; van Tonder & Ejima, 2000), but after the
hidden Dalmatian is outlined, the dog is readily seen and one’s

perception of the image is permanently altered. Undoubtedly,
top-down knowledge plays a role in our ability to perceive the
Dalmatian more quickly and easily after prior exposure (Gregory,
1970; Marr, 1982; Newen & Vetter, 2017). To shed light on the
mechanisms of object perception and visual memory, we consider
whether the widely accepted top-down processing explanation
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provides a full account of this phenomenon. We ask whether
perception additionally benefits from rapidly learned lateral asso-
ciations between the separate parts of previously viewed objects.
In the case of the Dalmatian, these lateral associations would
literally connect the dots to form the outline of the dog. More
generally, these lateral associations would form relations between
the different parts or features of an object, such as in Geon theory
(Biederman, 1987). Furthermore, we ask whether they can be
acquired for specific objects with episodic-like rapidity and inde-
pendently of feedback from higher-level representations.

Figure 1b schematically depicts a simple theoretical framework
consisting of two object parts and an object whole, with three types
of association: top-down, bottom-up, and lateral. Bottom-up pro-
cessing is self-evidently necessary for perception, being required
to convey sensory information to the higher-order brain regions in
which object recognition is carried out. In addition, the role of
top-down processing is amply demonstrated by visual illusions in
which conceptual, linguistic, or Gestalt information alters low-
level perception (Gregory, 1972; Koffka, 1935; Palmer, 1975;
Reicher, 1969). Finally, there is a third possible pathway for
information flow in object processing: lateral associations between
the separate parts of an object (Figure 1b). Such lateral associa-
tions are assumed by successful theories of object identification
(e.g., Biederman, 1987), and yet there is little direct, unequivocal
evidence that they exist. Moreover, if such associations exist, it is
unclear whether they are learned via low-level, perceptual mech-
anisms or instead via episodic-like encoding mechanisms. These
questions are key to the dispute between traditional versus hierar-
chical models of memory (Cowell, Bussey, & Saksida, 2010a;
Henke, 2010; Shimamura, 2010; Squire & Zola-Morgan, 1991;
Tulving, 1985).

Object identification is thought to result from hierarchical pro-
cesses and representations: simple perceptual processing of ele-
mental features occurs first, with information about object wholes
and the semantic properties of objects being extracted and encoded
in subsequent stages (Cowell, Leger, & Serences, 2017; Felleman
& Van Essen, 1991; Hubel & Wiesel, 1965; Kobatake & Tanaka,

1994). Most theories of object processing assume that earlier
stages are more visual and implicit, whereas later stages are more
conceptual and explicit (but see Hochstein & Ahissar, 2002, for a
more nuanced hypothesis). In addition, there is clear evidence that
associative learning occurs at the highest levels of this hierarchy—
levels that are commonly considered postperceptual—such as
learning to associate an object with a scene (Ranganath, 2010) or
learning that an object was studied in one temporal context but not
another (Johnson, Hashtroudi, & Lindsay, 1993). Indeed, this kind
of associative learning is critical to the formation of episodic
memories, given that episodic events are typically defined by
unique conjunctions of place, time and content (Tulving, 1983).
However, associative learning at lower, undeniably perceptual
levels of the hierarchy (e.g., between the parts of an object) has not
been clearly demonstrated to occur without mediation by higher-
level representations. Yet in the absence of such a demonstration,
we have not shown that low-level lateral associations exist: when
higher-level representations are available, any information puta-
tively transmitted via lateral associations might instead travel via a
part-to-whole back down to part route, in which top-down feed-
back plays a key role (see Figure 1b).

This gap in the empirical record is not only relevant to models
of perception: lateral, intra-object associations are also predicted
by hierarchical theories of memory (Cowell, Bussey, & Saksida,
2006; Cowell et al., 2010a; Shimamura, 2010). Hierarchical mem-
ory theories assume, like hierarchical theories of object vision, that
processing in the ventral visual pathway unfolds along a contin-
uum from simple visual features to object identity. But hierarchical
memory theories make the extra assumption that the medial tem-
poral lobe constitutes an additional, higher-level station in the
hierarchy, containing associative, episodic representations (Bussey
& Saksida, 2002, 2005; Graham, Barense, & Lee, 2010). Further-
more, such theories predict that intra-object, lateral associations,
which reside at intermediate levels, can be acquired and retrieved
using the same mechanisms proposed for the higher-level associ-
ations comprising episodic memory. That is, whereas traditional
theories of memory assume encoding and retrieval processes that

Figure 1. (a) Hidden Dalmatian in park. (b) Schematic illustration of the kinds of associations that might
contribute to recognizing the Dalmatian. The traditional role of top-down knowledge is depicted by the solid
arrows from object identity to parts. Bottom-up information flow is shown by dashed arrows from parts to object
identity. A central question of the present experiment is whether direct, lateral associations between the parts of
the object—unmediated by higher-level associations—can also be learned and retrieved, thereby contributing to
object identification (dotted arrows).
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are specialized for episodic events—mechanisms such as binding
and recollection that allow rapid formation of associations between
disparate elements of an event and later retrieval via part-cued
pattern-completion (e.g., Diana, Yonelinas, & Ranganath, 2007;
Eichenbaum, Yonelinas, & Ranganath, 2007; Tulving, 1985)—
hierarchical memory models claim that cognitive operations (e.g.,
for encoding and retrieval) are the same at all levels of the
hierarchy. This claim entails not only that lateral, intra-object
associations exist but that—as for episodic event associations—
they can be rapidly learned (e.g., Weinberger, 2007), and their
learning and retrieval can occur without top-down support from
higher level representations.

To examine whether the rapid learning and subsequent retrieval
of intra-item associations can be separated from any top-down
influence of higher-level information, we asked whether intra-
object learning can be dissociated from object identification. For
this, we required one task in which visual object knowledge can be
retrieved in the absence of object identification, and another in
which object identity must be retrieved. In a part-matching task,
participants indicated whether a pair of parts came from the same
or different objects. In a naming task, participants attempted to
provide the object’s name from a visual part cue. In the part-
matching task, each part was a circular patch drawn from an
object, chosen to be unrecognizable when viewed in isolation, as if
viewing the object through an opaque sheet with two punched-out
holes. Specifically, participants were given a two-alternative
forced choice (2AFC) between a pair of patches (e.g., A1 and A2)
that came from the same object (the two patches were located in
their correct positions with respect to each other), A, versus a pair
of patches (e.g., A1 and B3) that came from two different objects,
A and B. With a common patch in both choices (A1), the task
amounted to identifying which other patch (A2 vs. B3) was asso-
ciated with the common patch. In the Naming task, which was

administered immediately after each 2AFC Part-matching trial,
participants were presented with a single circular patch—always
the common patch (e.g., A1)—and asked to name the object from
which it was drawn. Analogous to how participants can know
which dots in a Mooney image belong to the same object without
knowing the identity of that object (van Tonder & Ejima, 2000),
the 2AFC part-matching task can be performed intuitively in the
absence of object identification (e.g., “those patches just seem to
go together”). In contrast, the naming task requires access to object
identity knowledge, and the identity can be produced in the ab-
sence of lateral associations between separate parts of an object.
Thus, to assess whether intra-item associations can be retrieved
separately from top-down associations, we tested for a dissociation
between 2AFC part-matching and naming.

In addition to needing two retrieval tasks—one assessing top-
level information (Naming) and the other assessing intra-item
associations (2AFC Part-matching)—the demonstration of a dis-
sociation between top-down and lateral associations requires prior
learning conditions that selectively boost the strength of each type
of association (Figure 2a). Specifically, the flow of top-down
information might be selectively enhanced by studying an object’s
name in the absence of visual details, whereas lateral associations
might be selectively enhanced by studying an object’s visual
details without awareness of its identity. We therefore combined
the two retrieval tasks with two key study conditions: Continuous
Flash Suppression (CFS, an experimental technique described
below) and Word. The CFS condition allowed us to expose par-
ticipants to the visual details of the objects while reducing aware-
ness of object identity. The Word condition, in which subjects
studied object names with full awareness (i.e., without CFS),
provided object identity but no visual details. We also included a
No Study baseline condition, and a Binocular Image control con-
dition, in which objects were studied as visual images without

Figure 2. Experimental Design and Predictions. (a) Four study conditions provided different types of infor-
mation (visual details, object identity, neither or both). CFS presents a stimulus to the nondominant eye only,
whereas a flashing mask of colored squares presented to both eyes eliminates or greatly reduces awareness of
the stimulus, masking object identity. (b) State-trace plot of predicted benefit of the 4 study conditions to
performance on 2 tasks—one testing visual knowledge and the other object identity knowledge. See the online
article for the color version of this figure.
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CFS, providing visual details as well as full awareness of object
identity (these were easily recognized, everyday objects).

Brief, subliminal presentations have been used to produce learn-
ing without awareness, but brief durations may be insufficient to
support the learning of durable lateral associations. To provide
long study durations in the absence of object identification, we
developed a novel use of CFS (Tsuchiya & Koch, 2005) as a
technique for implicit visual learning. CFS takes advantage of
binocular rivalry to block awareness of a visually presented stim-
ulus for up to several seconds. During CFS, different images are
presented to each eye. The dominant eye is shown only a highly
salient, dynamic mask (e.g., overlapping, flashing squares)
whereas the nondominant eye is shown an image of the to-be-
learned object superimposed on the mask. For an extended dura-
tion, participants remain unaware of the object shown to the
nondominant eye and are aware of only the masking images. Thus,
participants may be able to study the visual details of the masked
object without attaching a verbal identity to those details.

In our experiment, CFS was predicted to produce learning of
lateral, intra-item associations, but provide less learning (if any)
between object parts and object identity (Figure 1b). Therefore,
study of objects masked by CFS should boost 2AFC Part-matching
performance with little or no benefit to the Naming task. In the
complementary Word study condition, participants studied with
full awareness only the word-name of each object. This condition
should support learning of object identity, which may influence
subsequent test performance via top-down associations (i.e., from
Object Identity to Part 1 or Part 2, Figure 1b), to the extent that the
test materials (i.e., Part 1 and Part 2) contain visual information
that is typically associated with this identity. However, the Word
condition should not support learning of lateral visual associations,
because there is no viewing of the to-be-tested object parts. There-
fore, word study should boost naming performance with little or no
boost to performance in the 2AFC part-matching task.

As outlined above, this pattern of predicted results constitutes a
double dissociation (i.e., one manipulation selectively affects one
performance measure, whereas a different manipulation selectively
affects a different performance measure). Such a finding would
support the conclusion that lateral, intra-object associations can be
learned separately from top-down influence of object identity
information. However, this support would not constitute unequiv-
ocal evidence that two distinct types of association (lateral, top-
down) exist—double dissociations can arise as an artifact of
comparing two performance measures that differ in sensitivity to a
single underlying representation (Bamber, 1979; Dunn & Kirsner,
1988; Loftus, 1978; Newell & Dunn, 2008; Wagenmakers, Kry-
potos, Criss, & Iverson, 2012). To address this concern, we per-
formed a state-trace analysis (e.g., Bamber, 1979; Kalish, Dunn,
Burdakov, & Sysoev, 2016). A state-trace analysis determines
whether more than one latent variable contributes to a set of
behavioral findings in a manner that is not rendered ambiguous by
possible differences in task sensitivity. A state-trace analysis there-
fore provides a principled way to determine whether the different
kinds of prior study—for example, CFS, Word—boost at least two
latent variables (lateral associations, top-down associations). The
No Study and Binocular conditions were included to provide
constraint for the state trace analysis.

To summarize, we hypothesized that lateral, intra-item associ-
ations can be rapidly learned and subsequently retrieved, indepen-

dently from the higher-level representations required for object
identification. To test this hypothesis, we used two tasks (2AFC
Part-matching and Naming) thought to rely on two different kinds
of associations (see Figure 2). Because 2AFC part-matching does
not require explicit identification of the object, intra-item visual
associations can support this measure, and learning under CFS
should preferentially boost 2AFC part-matching relative to nam-
ing. In contrast, studying an object’s name does not provide visual
details of the object to be encountered at test, but does supply
information about object identity. Thus, studying the name alone
under full awareness (Word condition) should boost naming more
than 2AFC part-matching. Finally, because binocular study pro-
vides both the name and the visual details, it is likely to boost both
naming and 2AFC part-matching. Performance in these conditions
is compared with performance on objects that are novel at the time
of test (No Study).

To foreshadow the results, participants in this study were able to
rapidly learn and subsequently retrieve lateral, intra-item associa-
tions that were distinct from object-identity information. To assess
the reliability of these results, we replicated the experiment, which
bolstered the evidence in favor of this inference. These findings
expand the inventory of paths contributing to perception beyond
bottom-up and top-down processing to include lateral, part-to-part
associations and provide support for hierarchical theories of
memory.

Method

Participants

We aimed for a minimum of 1,000 data points per condition to
achieve sufficient precision in the parameter estimates of a statis-
tical Bayesian model. Participants were recruited through the Uni-
versity of Massachusetts, Amherst’s SONA account and campus
fliers. In total, 52 participants completed the original experiment,
and 62 participants completed the replication. Participants pro-
vided written, informed consent in accordance with the University
of Massachusetts Amherst Institutional Review Board and were
compensated either with course credit or at a rate of $10 per hour.

Participants were excluded in both data sets if they did not
exhibit above chance performance for objects that were studied
Binocularly (i.e., images of objects that were studied with full
awareness) on either of the 2AFC or the naming tasks, as deter-
mined by a binomial test with an alpha level of 0.05. Chance was
defined for the 2AFC task as 50%, and for the naming task as 1/N,
where N was the number of objects per condition (32). This
translates to participants being excluded if they did not score more
than 20 of 32 on 2AFC trials or more than two of 32 on Naming
trials. These criteria excluded four participants from the original
dataset (leaving 48) and five from the replication (leaving 57).

Materials

Images of 144 unique, everyday objects (e.g., chair, couch,
monitor) were gathered from the Internet. Images of objects were
presented in gray-scale, cropped, and resized (maintaining the
aspect ratio of the original object) such that the longest cardinal
axis (horizontal or vertical) of the object extended to 295 pixels.
Objects were superimposed upon a gray (RGB values: [161, 161,
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161]) background of 300 � 300 pixels and framed by a 150 pixel
white border. They were displayed on a 24” LED monitor at a
resolution of 1920 � 1080 (120 Hz refresh rate).

Object patches were created using three aperture views (circles
of radius 80 pixels) of each object. The view through an aperture
could potentially include some background as well as part of the
object. The choice of aperture location was constrained such that
the ratio of object to background visible through each aperture was
no less than the ratio of the object to the background in the entire
300 � 300 pixel image. Fixed pairings of the objects were deter-
mined in advance (creating 77 pairs from the 144 objects), with
each pairing chosen to yield a pair of mismatched apertures (i.e.,
apertures from two different objects to be used as the foil stimulus
in the 2AFC task) that were not obviously mismatched. Each pair
of objects was used to create two different intact-rearranged 2AFC
trials, with both trials created from a given object pair being
assigned to the same study condition. For instance, object A had
three apertures (A1, A2, and A3) and object B had three apertures
(B1, B2, and B3). From these apertures, two different 2AFC Part-
matching trials were created: A1�A2 (intact) versus A1�B3 (rear-
ranged), and B1�B2 versus B1�A3. Both trials were then assigned
to the same condition (e.g., Binocular).

Mondrian masks for CFS were constructed from overlapping,
colored rectangles. The rectangles were presented in a cropped,
300 � 300 pixel square, centered on the presentation screen. The
hue, saturation, and value (HSV space) of the colors of the squares
were determined by uniformly random samples between [1/6, 1].
The width and height of the rectangles were randomly chosen to be
between 15 and 40 pixels, and 1,000 such rectangles were drawn
for each mask.

Procedure

Experimental code was written with MATLAB (MathWorks,
2015) scripts using the Psychophysics Toolbox (Brainard, 1997;
Kleiner et al., 2007). Prior to the main experiment, ocular domi-
nance of each participant was measured via the Porta test (as
performed by Roth, Lora, & Heilman, 2002). Figure 3 presents an
overview of the main experimental procedure.

The experiment contained nine blocks, each with a study phase
and test phase. Participants encountered 16 objects per block (eight
pairs of objects). Each block contained 12 study trials and 16 test
trials (there were only 12 study trials because 4 objects in each
block were assigned to “No Study”). Each study trial presented just
one object. The two objects in each pair were assigned to the same
study condition (or both were not studied). The assignment of
object pairs to blocks was fixed across participants, but the study
condition for each object pair was randomly determined for each
participant, with the constraint that each block contain 4 test trials
for each of the 4 conditions. The study conditions were (a) No
prior study, (b) Word (the name of the object was presented
binocularly in text form, with no image), (c) CFS (the image of the
object was presented, masked by CFS), and (d) Binocular (the
image of the object was presented without masking).

Study Phase

During the study phase of each block, participants saw 12
objects, one at a time (four from each of the three conditions that

contained prior study, with the remaining four objects in the list of
16 being assigned to “No Study”). The order of the 12 presenta-
tions was pseudo-random, disallowing more than three presenta-
tions of the same study condition in a row. Participants studied the
12 items in the same order twice, with the second presentation of
the list of items immediately following the first, in the same order
as the first. Each study trial began with a 500-ms fixation square,
followed by a CFS mask (presented binocularly), with a 150-pixel
white border. On Word trials, the name of the object gradually
appeared in front of the mask, presented to both eyes. On Binoc-
ular trials, the image of the object gradually appeared in front of
the mask, presented to both eyes. On CFS trials, the image of the
object gradually appeared in front of the mask for the participant’s
nondominant eye, whereas the dominant eye continued to view
only masks.

Gradual appearance of the stimulus in Word and CFS trials was
accomplished by changing the transparency of the stimulus. The
object increased from 0% to 100% opacity over the first 1000 ms
of a study trial, in 10 evenly spaced steps of 100 ms that were
synchronized with the 100 ms cycles of the Mondrian mask.
Opacity increased in linear steps, that is, by an equal amount at
each step (i.e., 10% approximately every 100 ms).

Presentation of different images to the different eyes was ac-
complished by using NVidia 3D shutter glasses, which synchro-
nize with the display monitor to allow only one eye to see through
the glasses on a given refresh cycle; by alternating between two
displays on each refresh cycle, each eye views a different display.
On all trials, once the object or word reached full opacity it was
presented for 2,500 ms 2,500 ms, and then gradually decreased to
full transparency over 500 ms.

Throughout study trials, the Mondrian masks changed every 100
ms (i.e., at 10 Hz), by altering the position, size, and color of the
rectangles in the mask. A set of masks was randomly created for
each participant, and this same set was used for all trials for that
participant, with each trial presenting the masks in the same order.
Each 100 ms duration mask was presented only once per trial.

At the start of each CFS study trial, participants were instructed
to press a button as soon as they detected that an object was
present. They were instructed to give this response if they were
confident that there was an object, but before they could identify
the object. As soon as they gave this response, the trial ceased so
as to minimize learning with awareness. To encourage fast re-
sponses, they were shown their reaction time (RT). To encourage
accuracy, one-third of study trials were catch trials, in which no
object appeared. If they responded on catch trials, participants saw
the message: “CAREFUL! No object appeared.” This self-
termination of study on CFS trials was included for two reasons:
first, to provide the maximum opportunity for learning with limited
awareness and, second, control the degree of awareness. Regarding
the second rationale, a fixed duration of study would likely result
in a mixture of trials, with some experiencing full breakthrough
from CFS and thus full awareness of object identity, whereas other
trials would be completely without any awareness that anything
was shown. By allowing participants to self-terminate study at the
first stage of breakthrough (i.e., when they first started to become
aware that an object was present), the aim was to place all study
trials at the same level of limited awareness.

At the start of Word trials, participants were instructed to
“please imagine the following object in detail, as if it were pre-
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sented over the flashing squares.” At the start of binocular trials,
participants were instructed “please study the details of the fol-
lowing object.”

At the end of every study trial for all study conditions, partic-
ipants were asked two questions about the object. First, they gave
a four-valued Perceptual Awareness Scale (PAS; Ramsøy & Over-
gaard, 2004) rating, with values 0–3. Participants were instructed
to use the scale as follows: “If you CLEARLY SAW something
besides the squares, AND COULD NAME IT, answer 3,” “If you
DEFINITELY saw something, but are unsure what (though you
might be able to guess), answer 2,” “If you only POSSIBLY saw

something, but COULDN=T accurately say what it was, answer 1,”
and “If you didn’t see anything besides the squares, answer 0.” These
instructions were presented at the beginning of the experiment, and a
reminder was presented on all study trials. The second question was
included to encourage attention to the visual details of each object (in
the Word condition, participants were instructed to respond based on
imagined visual details of the object). The question was one of four
randomly assigned questions: (a) “Was the object symmetric across
its horizontal axis?,” (b) “Did the object fill more than one-quarter of
the flashing squares?,” (c) “Was the object reflective?,” or (d) “Did
the object contain multiple parts?”

Figure 3. Schematic of the experiment. (A) Overall task structure. The experiment was organized into nine
blocks, of which the first served as a practice. Each block contained a study phase (in which a list of 12 items
was presented, twice) immediately followed by a test phase (containing 16 test trials). In the Test Phase, each
trial comprised a 2AFC part-matching task followed by a part-to-name task. Participants completed 16 test trials
(one for each item from the Study Phase, plus four items from the No Study condition), before moving to the
next study-test block. (B) Example study trial. On each study trial, participants saw an item for up to 4 seconds,
then provided a Perceptual Awareness Scale (PAS) rating, and finally answered a question designed encourage
attention to the details of the object. See the online article for the color version of this figure.
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Test Phase

Each test phase occurred immediately after the corresponding
study phase. The test phase was self-paced, and the 16 items were
presented in random order. On each test trial, participants
were first asked to choose which of two pairs of parts came from
the same object. Immediately after each 2AFC Part-matching test,
the Naming test for the corresponding object occurred (i.e., the two
test formats were interleaved, trial-by-trial). Specifically, the
part that was common to both forced-choice options (A1) reap-
peared by itself, and the participant was asked to name the corre-
sponding object. In both tasks, participants were encouraged to
“use your memory from the items that you studied, if that helps.”

There was accuracy feedback after each 2AFC trial, designed to
keep people on task, and to let them appreciate that the correct
responses could be made even in the absence of explicit knowl-
edge for the identity of the object. No feedback was provided after
naming responses. After analyzing the results from the initial
experiment, a programming error was discovered, which had led to
a failure to randomly counterbalance the side on which the correct
2AFC pair of parts was presented in the No Study condition. More
specifically, just for this one condition, the correct pair was always
on the left, although the trial-by-trial feedback for this condition
was based on a randomly determined side. Because of this random
(inaccurate) feedback, it is unlikely that any participants realized
that the correct answer was always on the left for this one condi-
tion (and, furthermore, knowledge of how to use this information
to benefit performance would require knowing that the currently
tested object was not previously studied, which in itself would
require identification of the object, negating the need for a guess-
ing strategy). This programming error should not have affected the
other conditions and, moreover, the baseline No Study condition is
the least important in terms of establishing a dissociation. How-
ever, because this programming error may have affected perfor-
mance in the No Study condition (and, more generally, to better
assess the reliability of our initial results), a direct replication of
the experiment was performed using experimental software that
did not contain this error.

For all participants, the first block was used as a practice. The
practice block was excluded from all analyses. The entire experi-
ment lasted approximately 2 hr.

Results

Data were analyzed in three ways. First, we tested for statisti-
cally significant differences in performance between the critical
conditions (i.e., CFS vs. Word, treating Task—i.e., 2AFC vs.
Naming—as a two-level fixed-effects factor) using linear mixed
modeling (Baayen, Davidson, & Bates, 2008; Bates, Mächler,
Bolker, & Walker, 2015). Second, another frequentist technique
was used to conduct a State-Trace Analysis of our results (Kalish
et al., 2016). Finally, a recently developed hierarchical Bayesian
State-Trace Analysis was used to calculate a pseudo-Bayes Factor
(Sadil, Cowell, & Huber, 2019).

To assess the effect of study condition on 2AFC part-matching
and naming performance, a linear mixed model was fit to the data
from the initial experiment (n � 48). We used the lme4 (Bates et
al., 2015) R (R Development Core Team, 2016) package, treating
condition and task as fixed-effects and giving each participant a
random-effect intercept for each task (random-effects were al-

lowed to be correlated between tasks). Parametric bootstraps were
used to test for a main effect of condition in each task using the R
package pbkrtest (Davison & Hinkley, 1997, Chapter 4; Halekoh
& Højsgaard, 2014). The bootstraps were conducted by generating
1,000 samples from a reduced model (single intercept for each
task), comparing the log-likelihood of the full model to the reduced
model on each simulated dataset, and comparing this bootstrapped
distribution of log-likelihoods to the observed difference. This
analysis revealed that there was a main effect of condition, across
both tasks (�2 � 347.2, difference in df � 6, p � .001). Post hoc
comparisons assuming asymptotic degrees of freedom revealed
that average performance in the Word and CFS conditions were
different from each other in both the 2AFC Part-matching and
Naming tasks, but that the order was reversed for the two tasks.
The average 2AFC Part-matching accuracy for an object studied as
a Word was 0.74 (SE � 0.014), which was lower than the average
2AFC accuracy for an object studied under CFS (M � 0.79 SE �
0.014; z � 3.1, p � .01. In contrast, objects studied as a Word were
more often named (M � 0.41, SE � 0.016) as compared with
objects studied under CFS (M � 0.38, SE � 0.016), though that
difference was only marginally significant (z � 1.8, p � .07).
Finally, and most importantly, the difference in performance be-
tween objects studied as Words and objects studied under CFS was
significantly different for the two tasks (M � 0.078, SE � 0.022;
z � 3.5, p � .001). This dissociation between the effects of
studying the identity of an object and studying its visual details
suggests that the study conditions allowed learning of two distinct
kinds of information. Furthermore, these two distinct kinds of
information cannot be top-down (e.g., learned during Word study)
versus bottom-up (learned from visual, CFS study) in the absence
of lateral associations. Without lateral associations, if CFS study
benefitted part-matching performance by enhancing bottom-up
processing, that benefit could only be realized via the top (i.e., Part
1 ¡ whole object ¡ Part 2, Figure 1b), in which case naming
performance should have been equally enhanced.

However, as mentioned above, dissociations in performance are
ambiguous as to how many cognitive systems are required to
account for the data (Bamber, 1979; Dunn & Kirsner, 1988;
Loftus, 1978; Newell & Dunn, 2008; Wagenmakers et al., 2012).
Therefore, we conducted a state-trace analysis to ask whether
lateral, part-to-part associations were dissociable from top-down
associations between object identity and visual parts.

We used the state trace analysis technique developed by Kalish
et al. (2016) to test for a dissociation. This procedure first finds the
best-fitting, single-latent-variable model. The model assumes that
performance on the two tasks (i.e., 2AFC part-matching and nam-
ing) depends on a single kind of representation (e.g., memory
strength), in which case the rank ordering of conditions is required
to be the same for both dependent measures. Next, the data are fit
with a multi-latent-variable model, which allows for different rank
orders for each dependent measure. This latter model corresponds
to a model in which lateral associations make a distinct contribu-
tion to task performance as compared with top-down associations.
Finally, the fits of these two models are compared using bootstrap
resampling (Wagenmakers, Ratcliff, Gomez, & Iverson, 2004),
which penalizes a model for being too flexible and thus fitting
noise. In this case, the multi-latent-variable model is more flexible.
If the single-variable model results in a significant loss of fit, then
a single-representation account of the data can be rejected (Kalish
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et al., 2016). Unlike a traditional double dissociation, such a
demonstration of dissociability would be free from concern over
whether the two dependent variables are equally sensitive to the
latent variable(s) of interest. For this initial experiment (n � 48),
the single-latent-variable model fit significantly worse (p � .01;
Figure 4a), indicating that performance on the 2AFC Part-
matching and Naming tasks depended on more than one latent
variable. This supports our hypothesis that lateral associations can
be learned and retrieved separately from object identity.

As with most other techniques designed to assess a state trace
analysis statistically, the technique developed by Kalish et al.
(2016) assumes independence between the two measures. How-
ever, this assumption may be invalid. For example, participants
may devote more effort to one task or the other on each trial, with
the task that is assigned greater effort differing from trial to trial.
In this case, there would be a negative dependence between the
two memory measures, rather than the assumed independence. In
contrast, item-effects and subject-effects are likely to impose a
positive dependence (e.g., some items are easier for both tasks and
some people perform better at both tasks). Accounting for such
dependencies between measures is important because strong de-
pendencies between the two measures can bias the state-trace
results (Sadil, Cowell, & Huber, 2019). To address this, we applied
a hierarchical-Bayesian model that estimated trial-level depen-
dence between Naming and 2AFC Part-matching in each condi-
tion, as well as correlations between the two performance mea-
sures at the level of subject-effects and item-effects.

This hierarchical-Bayesian state trace analysis estimates the
probability of each rank order of conditions under consider-
ation, given the data that were observed. If there is only one
latent variable underlying performance, the two performance
measures must follow the same rank order across conditions.
This produces a monotonic function when one performance
measure is plotted against the other (i.e., in the state trace). If

there are two latent variables, the rank orders can be different
and the function may be non-monotonic. The model considered
plausible monotonic and nonmonotonic orders of the four con-
ditions across the dependent measures (see the online supple-
mental materials and Sadil, Cowell, & Huber, 2019). Orders
were yoked across the two dependent measures such that tonic-
ity of a given order was determined by the relationship between
the two (e.g., the order No Study � Word � CFS � Binocular
for 2AFC accuracy paired with the order No Study � CFS �
Word � Binocular for Naming accuracy produces a nonmono-
tonic order). Given the study conditions, only the four orders in
which performance in the No Study condition was the worst and
performance in the Binocular condition was the best were
deemed plausible (see the online supplemental materials). The
posterior probabilities of each order can be combined into
probability odds to give a pseudo-Bayes factor to assess evi-
dence for or against each order (Geisser & Eddy, 1979; Gel-
fand, Dey, & Chang, 1992; Kass & Raftery, 1995; Morey,
Romeijn, & Rouder, 2016; Yao, Vehtari, Simpson, & Gelman,
2018; online supplemental materials). In these data, the pseudo-
Bayes Factor indicated very strong evidence in support of just
a single order: the one that matched the condition means, that is,
No Study � Word � CFS � Binocular for 2AFC accuracy
along with No Study � CFS � Word � Binocular for Naming
accuracy. The odds of this winning order to the other three
orders were 99:1. Because the winning order is nonmonotonic,
the logic of state-trace analysis dictates that it must have been
produced by a model with more than one latent dimension.
Hence, this analysis, which relaxes assumptions inherent to
other state-trace analyses, also provides evidence that partici-
pants used two distinct kinds of associations in this experiment.
We claim that these two kinds are top-down associations versus
novel, rapidly learned lateral associations.

To better estimate the reliability of our inferences, and in
light of the failure to randomly counterbalance left/right side
during 2AFC trials for the No Study condition (see Methods),
the experiment was replicated (Figure 4B). The replication data
appear less nonmonotonic than the original experiment (see
Figure 4). Indeed, when the Kalish et al. method was applied the
null hypothesis of monotonicity was not rejected (p � .14).
However, a statistically significant classic dissociation was
observed: the difference of differences in performance on ob-
jects studied as Words versus objects studied under CFS be-
tween the 2AFC and Naming tasks was 0.045 (SE � 0.02, z �
2.17, p � .03). It is therefore unclear from these frequentist
tests alone whether the replication provides evidence for or
against the nonmonotonicity of the data (especially given that a
failure to reject the null hypothesis does not constitute evidence
for the null hypothesis—a limitation of statistics based on
p-values; e.g., Wagenmakers, Lodewyckx, Kuriyal, & Gras-
man, 2010). The combined data (i.e., treating this exact repli-
cation as an addendum to the original, producing a single
dataset with over twice as many participants as in the original
experiment) again allowed rejection of monotonicity using the
Kalish et al. technique (p � .01). To circumvent the limitations
of null hypothesis significance testing and instead assess the
evidence for or against monotonicity within the combined da-

Figure 4. Average performance on the two tasks in the four conditions,
for both original (left) and replication (right) experiments. Error bars
indicate within-subject confidence intervals, including correction by (Mo-
rey, 2008). See the online article for the color version of this figure.
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taset, we returned to the hierarchical Bayesian State-Trace
analysis.1

Bayes Factors provide a principled way of combining evidence
across data sets (e.g., Kass & Raftery, 1995; Morey et al., 2016),
and pseudo-Bayes Factors can be used in a similar way. Interpreted
as the posterior odds of one hypothesis making better predictions
than another, the odds from two experiments can be multiplied to
update the evidence in favor of a hypothesis with each new source
of data. In the replication dataset, the odds in favor of the same
nonmonotonic order that was preferred in the original dataset were
4.75:1. Multiplying the two pseudo-Bayes Factors (or odds) to-
gether gives 469.97:1, which is very strong evidence in favor of
the nonmonotonically arranged data (Kass & Raftery, 1995), and
therefore very strong evidence that performance in the 2AFC and
Naming tasks was supported by at least two kinds of information.

In the CFS condition, participants were instructed to self-
terminate study trials when they first detected that an object was
appearing, but before they could identify the object. This likely
resulted in some encoding of object identity on a subset of CFS
trials, specifically those trials in which termination occurred too
late. Thus, although it is assuredly true that study under CFS
resulted in less awareness of the object’s identity than binocular
study, it is unlikely that CFS study eliminated object identity
awareness entirely. Critically, however, our inferences do not
require that CFS prevent all such awareness. Instead, our conclu-
sion is reached by observing a dissociation between the two
dependent measures, when the relative amounts of object identity
and visual object information are manipulated. We do not claim
that performance in any individual condition was supported by a
single kind of information (e.g., object identity information in the
Word condition or lateral associations in the CFS condition), but
we can infer, using state trace analyses, that more than one kind of
information contributed to performance across the four conditions.
These considerations notwithstanding, we repeated the analysis
excluding all 2AFC and Naming trials in which participants pro-
vided a PAS rating of 3 during either of the two study presenta-
tions. Reassuringly, the results of the hierarchical Bayesian anal-
ysis were largely unchanged. That is, the data without these PAS
3 trials yielded a preference for the same nonmonotonic order, with
a pseudo Bayes Factor of 54.5 for the original dataset, 5.1 for the
replication, and a combined pseudo Bayes Factor of 278.1. This
again constitutes very strong evidence in favor of nonmonotoni-
cally arranged data (Kass & Raftery, 1995).

Discussion

Our key finding is that representations of intra-item, part-to-part
associations can be learned and retrieved separately from the
representation of a visual object’s identity. In other words, we can
rapidly learn, from brief exposure, to connect the dots of a visual
object without using knowledge of what the object is. Returning to
the hidden Dalmatian, our results suggest that prior experience
with this picture makes it easy to see the dog not only because of
top-down expectations to find a Dalmatian in the otherwise unrec-
ognizable pattern, but also because we have learned lateral asso-
ciations between the visual parts of the image (we have connected
the dots).

A large literature attests to the importance of top-down pro-
cesses in vision, across a range of tasks and stimulus types (e.g.,

Gregory, 1972; Palmer, 1975; Pinto, van der Leij, Sligte, Lamme,
& Scholte, 2013; Reicher, 1969; Rubin, 1915). In line with this,
many models of visual processing contain both bottom-up and
top-down mechanisms (e.g., Graboi & Lisman, 2003; Marr, 1982;
Rutishauser, Walther, Koch, & Perona, 2013). Furthermore, the
distinction between bottom-up and top-down aspects of cognition
finds support beyond the vision literature, in memory research:
low-level, implicit mechanisms of learning and retrieval have been
dissociated from high-level, explicit mechanisms by comparing,
for example, repetition priming with conscious recall (Cave &
Squire, 1992). Broadly speaking, such dissociations have been
interpreted as evidence for separable contributions of bottom-up
(automatic, unconscious, implicit) versus top-down (intentional,
effortful, explicit) routes to memory (Squire & Dede, 2015; Tulv-
ing & Schacter, 1990). But, to our knowledge, this is the first study
to demonstrate that intra-item, lateral connections can be learned
and retrieved independently of top-down feedback and, thus, that
they exist separately from representations at higher levels. This
provides evidence for a third, lateral pathway in object processing,
complementing the classic bottom-up and top-down routes.

Hierarchical models of memory posit that processing in the
ventral visual pathway and adjacent medial temporal lobe unfolds
along a continuum, with early processing of simple visual features
giving way to later processing of object identity, semantics and
associative, episodic representations (Cowell et al., 2010a; Kent,
Hvoslef-Eide, Saksida, & Bussey, 2016; Tulving & Schacter,
1990). Evidence for the learning and retrieval of lateral associa-
tions at the highest levels of the hierarchy is abundant: arbitrary,
interitem associations are the stuff of episodic memories, and
empirical demonstrations of their existence are innumerable. These
high-level associations are predicted by hierarchical models and
indeed most current classes of memory theory. However, hierar-
chical memory theories make a further claim: that the same pro-
cesses of encoding and retrieval that support episodic memories
should, in principle, occur at all levels of the hierarchy from visual
cortex though to the medial temporal lobe (e.g., Cowell, Bussey, &
Saksida, 2010b). Therefore, it is the unique claim of hierarchical
theories that rapidly acquired lateral associations exist not only at
a high (episodic) level but at all levels (including perceptual). To
date, the question of whether analogous lateral associations exist
between relatively low-level, perceptual elements within an object
has remained unanswered.

Prior studies have found evidence of intra-item learning
(Amano, Shibata, Kawato, Sasaki, & Watanabe, 2016; Biederman
& Cooper, 1991; Diana, Yonelinas, & Ranganath, 2008; Shibata,
Watanabe, Sasaki, & Kawato, 2011; Yonelinas, 2013), but these
studies did not determine whether this reflected lateral associations
versus top-down feedback. To assess the role of top-down feed-
back, we compared fully aware study with study with limited
awareness under CFS, thereby manipulating the degree to which
participants were aware of high-level object identity. The logic of

1 We note that the state-trace analysis techniques developed by Davis-
Stober, Morey, Gretton, and Heathcote (2016) and Prince, Brown, and
Heathcote (2012) produce Bayes Factors. One of these approaches could
also be used to assess the reliability of the nonmonotonicity observed here
in a Bayesian manner. However, owing to those techniques’ inability to
explicitly model correlations between the two tasks, we did not use them
here.
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the study was that if participants were not aware of the object
identity at study, there could be no opportunity to strengthen
bottom-up and top-down associations between the object parts and
the object identity; thus, any increased ability to match the object
parts despite a failure to name the object must reflect part-to-part
lateral associations. Of course, in our study, as in all studies using
CFS or subliminal presentation, we may not have eliminated
awareness of object identity entirely, so we have not unequivocally
demonstrated learning of lateral associations in the complete ab-
sence of learning of object identity. However, our claim is not that
the learning in our study is implicit, but rather that there exist
part-to-part representations that are separate from part-to-whole
representations. Because we make no claims about the implicitness
of the learned representations, our conclusions do not require a
demonstration that learning was fully implicit. Instead, our con-
clusions depend only on the assumption that the relative amounts
of verbal object-identity information and visual information are
manipulated by our different conditions (i.e., CFS and Word).
Therefore, even without demonstrating a complete lack of aware-
ness of object identity, the logic of the study still applies: by
manipulating the availability of object identity versus visual infor-
mation in the two key conditions (CFS, Word), we can ask whether
the resultant data indicate separability between bottom-up/top-
down versus lateral associations.

In the literature, the paradigm most similar to the novel exper-
imental design we present is the word-stem completion task as
tested with medial temporal lobe amnesic patients. When patients
studied lists of words and were subsequently asked to complete
three-letter word stems, they completed these stems with a previ-
ously studied word much more often than would be expected
without study, and at a comparable level with controls, despite
being unable to recall those words explicitly (Graf & Schacter,
1985; Graf, Squire, & Mandler, 1984). However, this paradigm
differs from the paradigm we have developed in a key respect: it
did not test for lateral, part-to-part associations. Although the
stem-completion and explicit recall tasks presented to patients may
appear analogous to our part-to-part and part-to-name tasks, re-
spectively, this is not quite the case. The stem-completion task can
be achieved via strengthened bottom-up and top-down associations
from the letters to the word, and thus amounts to a part-to-whole
test, analogous to our part-to-name task. In turn, the explicit recall
tasks depended on associations between the to-be-recalled word
and a cue extrinsic to that word (recall was cued by, e.g., the
context of the study episode, or by another word previously paired
with the target word). Thus, the explicit recall tasks tested whole-
to-whole or whole-to-context retrieval. In sum, because no task in
these patient studies probed learning of associations between the
letters of a word, they did not establish whether lateral, part-to-part
associations exist separately from bottom-up or top-down, part–
whole associations.

Related to the present findings, some studies have shown that
novel, rapidly acquired associations can be learned and retrieved
implicitly, for example, in healthy participants exposed to sublim-
inal study presentations (Duss, Oggier, Reber, & Henke, 2011;
Reber & Henke, 2011). However, these studies examined the
learning of unrelated word–word or arbitrary word–face pairs,
which correspond to associations in the highest levels of the
hierarchy rather than at lower-level, traditionally perceptual stages.
In line with the notion that such arbitrary associations reside at

higher levels of the hierarchy (but challenging the notion that the
neural substrates of declarative and nondeclarative memory are
distinct) this learning was linked to high-level brain regions in
the medial temporal lobe (Degonda et al., 2005; Henke, 2010;
Henke et al., 2003). We note that others have attributed similar
implicit associative memory effects to the learning of links be-
tween perceptual features of the paired stimuli, residing at earlier,
more sensory levels of processing (e.g., Cohen, Poldrack, &
Eichenbaum, 1997; Goshen-Gottstein & Moscovitch, 1995). In our
view, this account of the data is plausible but not confirmed,
because these studies did not dissociate learning at the level of
word-word associations from learning at the perceptual-feature
level. That is, these prior studies did not adjudicate between
high-level versus low-level associative learning accounts of their
findings.

In addition to advancing theory by demonstrating the existence
of lateral perceptual associations that are separate from top-down
processing, our study makes a methodological advance: We have
demonstrated that CFS can be used to provide long duration study
exposures (on the order of seconds) that support measurable learn-
ing despite limited awareness during study. This novel experimen-
tal paradigm provides a means of testing hypotheses about implicit
learning for complex visual stimuli. As compared with methods for
inducing learning without awareness through brief subliminal pre-
sentation (e.g., the use of multiple, binocularly masked brief pre-
sentations by Duss et al., 2011; Reber & Henke, 2011), it may be
that the longer durations afforded by CFS study were critical to the
formation of these lateral associations. Relatedly, it is known that
different types of masks can be used to manipulate the kind of
information available for encoding (Cohen, Nakayama, Konkle,
Stantić, & Alvarez, 2015; Gelbard-Sagiv, Faivre, Mudrik, & Koch,
2016; Yang & Blake, 2012). Our results suggest that CFS masking
allows sufficient encoding to enable lateral, intra-item associa-
tions, while limiting the learning of bottom-up or top-down asso-
ciations that involve object identity.

To summarize, our study used CFS to limit access to an object’s
identity at the time of study, reducing the learning of bottom-up
and top-down associations between visual features and object
identity knowledge. At test, we measured performance on two
measures of memory retrieval, one that assessed lateral associa-
tions (2AFC Part-matching) and another that assessed the extent to
which top-down associations played a role in retrieval (Naming).
Using conventional statistics, we found a dissociation in which
CFS study boosted 2AFC part-matching more than naming
whereas word study boosted naming more than 2AFC. However,
such dissociations can be an artifact of using two dependent
measures that differ in sensitivity. We ruled out this possibility by
using a state-trace analysis. Furthermore, we ruled out potential
concerns over unacknowledged dependencies in the state-trace
results by applying a hierarchical Bayesian model to assess the
trial-level dependence relationship between the two measures of
memory. Together, these results indicate that more than one source
of information underlies the two memory measures, supporting the
claim that lateral, intra-item associations can be learned and re-
trieved separately from top-down associations. Thus, our study
establishes new links between the perception and memory litera-
tures, demonstrating (a) that lateral associations within lower,
perceptual levels of the object identification hierarchy exist and
contribute to object processing, and (b) that these associations are

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

1067CONNECTING THE DOTS



acquired via rapid, episodic-like learning mechanisms previously
observed for the high-level, arbitrary relations comprising episodic
memories.

Context of the Research

Our broad hypothesis is that visual cognition and declarative
memory (in the ventral stream and medial temporal lobe) are
underpinned by a hierarchical continuum of representations, rather
than by a set of anatomical modules specialized for distinct cog-
nitive functions. Under this hypothesis, every stage in the hierar-
chy from early visual cortex to hippocampus may contribute to any
cognitive task, provided its representations are useful for the task.
Moreover, every stage can perform the same cognitive operations
(e.g., perceptual discrimination, recollection) upon the representa-
tions it contains. To test this, we take the kinds of tasks typically
used to tap cognition at the top of the hierarchy (e.g., cued recall,
associative recognition) and redesign them using stimuli that tap
lower levels, asking whether cognitive processes previously as-
cribed to only the highest levels emerge at lower levels when the
stimuli are appropriately adjusted. We recently demonstrated that
object recall recruits perirhinal cortex but not hippocampus, chal-
lenging the notion that recollection is an exclusively hippocampal
mechanism (Ross, Sadil, Wilson, & Cowell, 2018). Here, we show
that associative learning occurs not just at the highest, traditionally
mnemonic levels, but at lower, perceptual levels, too. Next, we
will test whether these visual associations enable visual recollec-
tion—a hypothesized pattern-completion-like retrieval process,
analogous to traditionally defined recollection of episodic memo-
ries, but which occurs at cognitively and neuroanatomically earlier
stages than hippocampal recollection.
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