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a b s t r a c t

Evidence suggests that the neural system associated with face processing is a distributed cortical network
containing both bottom-up and top-down mechanisms. While bottom-up face processing has been the
focus of many studies, the neural areas involved in the top-down face processing have not been extensively
investigated due to difficulty in isolating top-down influences from the bottom-up response engendered
by presentation of a face. In the present study, we used a novel experimental method to induce illusory
face-detection. This method allowed for directly examining the neural systems involved in top-down
face processing while minimizing the influence of bottom-up perceptual input. A distributed cortical
network of top-down face processing was identified by analyzing the functional connectivity patterns of
istributed cortical network

MRI
ace processing

the right fusiform face area (FFA). This distributed cortical network model for face processing includes
both “core” and “extended” face processing areas. It also includes left anterior cingulate cortex (ACC),
bilateral orbitofrontal cortex (OFC), left dorsolateral prefrontal cortex (DLPFC), left premotor cortex, and
left inferior parietal cortex. These findings suggest that top-down face processing contains not only regions
for analyzing the visual appearance of faces, but also those involved in processing low spatial frequency

n-ma
(LSF) information, decisio

he processing of visual information involves not only bottom-up
echanisms, such as the cascade of cortical regions that analyze

ncreasingly complex information based on retinal input, but also
op-down mechanisms. Top-down mechanisms use existing knowl-
dge and expectations to recognize or interpret ambiguous sensory
nformation quickly and correctly [25,26,37,38,42]. A series of stud-
es have been carried out to determine where top-down control
ignals come from [29]. For example, a recent study proposed that
he medial frontal cortex might contain a face template that sends
op-down signals to face-sensitive brain areas, which then com-

are visual input against the template to detect faces [37]. Using a

ace imagery task, it has been found that posterior cortical regions
nvolved in face processing are modulated by top-down signals
riginating in prefrontal cortex [20,28]. Taken together, these find-
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king, and working memory.
© 2008 Elsevier Ireland Ltd. All rights reserved.

ings suggest that the prefrontal cortex may be the source of the
top-down mechanisms involved in face processing.

Converging evidence from functional neuroimaging and neu-
ropsychological research has revealed that face processing is
mediated by a distributed bottom-up cortical network. This net-
work includes a “core” system associated with processing invariant
and dynamic facial information and an “extended” system involved
in further processing of faces in concert with other neural systems
[7,11,12,14,18]. However, the neural activation patterns induced by
pure top-down mechanism have not been studied in depth and the
relationship between top-down face processing and these core and
extended face areas is unknown. Therefore, the goal of the present
study is to investigate the neural systems for top-down face pro-
cessing by minimizing bottom-up information. The results of this
investigation may complement the previously identified bottom-
up distributed neural network for face perception and thus allow
for a more comprehensive understanding of the neural mechanisms

of face processing.

Because experiments typically involve actual images of faces,
most studies of top-down face processing fail to isolate top-down
effects from the activations engendered by strong bottom-up visual
input. To minimize contamination from bottom-up input, we used

http://www.sciencedirect.com/science/journal/03043940
http://www.elsevier.com/locate/neulet
mailto:tian@ieee.org
mailto:jie.tian@ia.ac.cn
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Fig. 1. The sequence of displays in a trial (left to right) and examples of the four
types of stimuli used in the experiment (A–D). During training, the first phase used
J. Li et al. / Neuroscien

novel experimental paradigm that induces illusory detection
f faces while viewing complex noisy images; unbeknownst to
articipants, the presented images are pure noise, and contain
o systematic information [42]. Thus, any particular image for a

ace-detection response looks no different from the images that
ail to produce face-detection. It is only in averaging thousands of
ace-detected pure noise images that the subtle physical properties
hat promote illusory face-detection are revealed. Thus, the neural
esponse patterns on face-detection trials are almost entirely
ttributable to top-down face processing. Our recent study using
his method revealed that the FFA plays a crucial role in top-down
ace processing [42]. However, this finding was obtained by simply
ubtracting the activation patterns on face-detection trials from
on-detection trials, which is a method that cannot reveal interac-
ions between regions. In the present study, a psychophysiological
nteraction (PPI) analysis was used to investigate the interregional
unctional connectivity. By analyzing PPI maps, we sought to
dentify the complex network involved in the top-down control of
ace processing.

Twelve right-hand healthy subjects (five women, age = 23.8
1.4), with normal or corrected-to-normal vision participated in

his study. The Human Research Protection Program of Tiantan
ospital approved this study. All participants provided written

nformed consent prior to their participation in the study.
Four types of stimuli were used: face images overlaid with 50%

oise (Fig. 1A), face images overlaid with 75% noise (Fig. 1B), pure
oise image (Fig. 1C), and checkerboard images (Fig. 1D). The exper-

ment began with a session designed to train participants in the task
f progressively more difficult face-detection. The training session
onsisted of 6 56-s blocks, each of which included 8 checkerboard-
mage null trials and 20 task trials in three phases (2 blocks per
hase). In the first phase, half of the task trials presented faces
verlaid with 50% noise while the other half presented pure noise
mages. In the second phase, half of the task trials contained faces
verlaid with 75% noise while the other half presented pure noise
mages. The third phase of training presented pure noise images on
very task trial. Participants were instructed that half of all task
rials contained faces and that the task would become progres-
ively more difficult. They were told to press a button on a response
evice with their left or right finger (counterbalanced across sub-

ects) when they detected a face in the image. For each trial, the
mage was presented for 600 ms after a 200 ms fixation cross, fol-
owed by a blank screen for 1200 ms (Fig. 1). Following training, four
esting sessions ensued, each of which contained 40 checkerboard
rials that were used as control null trials and 120 pure-noise-image
ask trials. The procedure for these test trials was the same as the
hird phase of training that only contained noise images. During the
heckerboard trials, no responses were required.

Structural and functional fMRI data were collected using a 3.0
MR imaging system (Siemens Trio a Tim, German) at Tiantan
ospital. The functional fMRI series was collected using a single

hot, T2*-weighted gradient-echo planar imaging (EPI) sequence
TR/TE = 2000/30 ms; 32 slices; 4 mm thickness; matrix = 64 × 64)
overing the whole brain with a resolution of 3.75 × 3.75 mm.
igh-resolution anatomical scans were acquired with a three-
imensional enhanced fast gradient-echo sequence, recording 256
xial images with a thickness of 1 mm and a resolution of 1 × 1 mm.

Spatial preprocessing and statistical mapping of fMRI data analy-
is were conducted with SPM5 (http://www.fil.ion.ucl.ac.uk/spm/).
he first three functional scans of data were discarded to allow
or signal saturation. Scans were corrected for differences in slice

ime acquisition and for motion effects by sinc interpolation, nor-

alized using transformation parameters derived from the high
esolution anatomical image co-registered to MNI template, and
moothed using a 6 mm full-width-at-half-maximum (FWHM)
aussian smoothing kernel. Analysis was based on the AR(1) model.
image 50% noise image stimuli (A) for face present trials. The second phase used 75%
noise image stimuli (B) for face present trials. Finally, by the end of training, all trials
were pure noise (C), although participants were instructed that half of the trials still
contained faces. Checkerboard images were used as controls (D).

Voxel-by-voxel t-tests were applied on the first level analysis, which
used a fixed-effects model. For the second-level analysis, one-
sample t-tests were used to explore the brain connectivity pattern.

In light of earlier studies that examined the main effect of faces
(activation evoked by face-detection compared to non-detection
responses), this study focused on face-sensitive regions in the
fusiform and occipital regions. Many previous studies have iden-
tified the fusiform face area (FFA) and the occipital face area (OFA)
[3,10,21,39]. Following analysis of these areas to define the vol-
ume of interest (VOI), the current study used Psychophysiological
interaction (PPI) to identify physiological activity from other areas
involved in the process of illusory face-detection [9,36]. Thus, PPI
computed whole-brain connectivity between the time series of the
seed VOI and the time series of all other voxels. As documented
in previous studies, the right FFA plays a crucial role in perception
of face processing [7,21,22]; therefore the right FFA was used as a
seed region in the PPI analysis in this illusory face-detection task to

identify the neural network for top-down processing. In the present
study, the seed region was a 4 mm-radius sphere centered on the
most significant right FFA voxel in the main effect analysis, and the
interaction term (face-detection vs. non-detection) was used as a
regressor or explanatory variable to test significance by a conven-

http://www.fil.ion.ucl.ac.uk/spm/
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Table 1
Brain regions showing significant connectivity to the right FFA.

Regions BA Voxel Z Talairach

x y z

Right fusiform gyrus 37 201 3.43 34 −78 −12
2.96 44 −59 −13

L. fusiform gyrus 19 52 2.94 −28 −84 −13
37 60 2.81 −44 −59 −13

L. inferior occipital gyrus 18 25 2.99 22 −91 8
L. anterior cingulate cortex 32 128 3.41 −16 21 21
L. orbitofrontal cortex 47 65 3.61 40 30 −11
R. orbitofrontal cortex 47 49 2.98 −34 21 −13
L. superior temporal sulcus 13 309 3.09 −51 −48 17
R. amygdala 34 113 3.59 28 3 −12
L. amygdala 466 4.56 −30 1 −10
L. inferior frontal gyrus 9 62 2.88 −50 3 24
L. DLPFC 9 125 3.78 −38 27 26
L. inferior parietal lobule 40 142 2.89 −46 −36 51
L. premotor cortex 6 112 3.03 −30 −9 50
L. caudate 23 3.78 −12 3 22
L. postcentral gyrus 43 27 3.62 −55 −15 17
R. hippocampus 30 3.31 28 −16 −11
L. superior frontal gyrus 9 24 3.6 −14 −52 22
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to be involved in face processing such as mediating the perception
of attractive and sexually relevant faces [15,24,30]. With regard to
the top-down object processing, recent studies have suggested that
OFC also guides a matching process to determine the most proba-

Fig. 2. The PPI analysis map. Areas illustrated in this map show a greater covaria-
tion with the right FFA activity for illusory face response trials compared to non-face
response trials. The threshold was set at T > 3.11 (P < 0.005, uncorrected) and min-
imum cluster volume = 15 voxels. The color bar represents T-values. The numbers
oordinates of the peak voxel are shown for each cluster. All activations are signif-
cant at p < 0.005 (uncorrected); k cluster ≥15 voxels; L, left hemisphere; R, right
emisphere; BA, Brodmann’s area; voxel size is 2 × 2 × 2 mm3.

ional SPM analysis. PPI analysis was carried out for each subject
nd the resulting images of contrast estimates were entered into a
andom effect group analysis to determine the regions that showed
ignificant functional connectivity to the seed region. The func-
ional connectivity map was obtained with a threshold of P = 0.005
uncorrected; T = 3.11) and minimum cluster = 15 voxels and the
hreshold was determined based on previous studies [4,37].

First, with regard to the main effect of illusory face-detection as
easured in fusiform and occipital regions of all 12 subjects after

pplying a height threshold of P = 0.005 (uncorrected for multiple
omparisons), a right fusiform face area (FFA) was identified for
ll subjects (Talairach coordinate (TAL) = (43 ± 5 − 53 ± 4 − 13 ± 5));
left FFA was found for nine subjects (TAL = (−40 ± 5 − 51 ± 6
13 ± 3)); a right occipital face area (OFA) was found for eight sub-

ects (TAL = (38 ± 5 − 77 ± 7 − 9 ± 1)) and a left OFA was found for
ve subjects (TAL = (−35 ± 4 − 74 ± 6 − 6 ± 3)). The results of this

llusory face-detection task are consistent with those of previous
tudies of face processing that contained actual face stimuli. This
nding suggests that these posterior regions may be involved not
nly in bottom-up face processing but also in top-down face pro-
essing [33,35].

Second, we focused on the regions showing significant connec-
ivity to the right FFA based on the activation difference between the
ace-detection trials and the non-detection trials (P < 0.005, uncor-
ected, k cluster ≥15 voxels, see Table 1 and Fig. 2). The right FFA
howed increased face-detection interactions with several occipito-
emporal regions, as well as with the left superior temporal sulcus
STS), bilateral amygdala, left inferior frontal gyrus (IFG), right
ippocampus, bilateral orbitofrontal cortex (OFC), left anterior cin-
ulate cortex (ACC), left dorsolateral prefrontal cortex (DLPFC), left
nferior parietal lobule (IPL) and left premotor cortex. Most of these
ame regions have been implicated in previous studies on face pro-
essing that used actual face images [7,11,12,14,18], although in the
urrent case there were no faces, and face-detection was illusory.

The present study used a novel method that experimentally iso-
ated the influence of the top-down face processing from that of

ottom-up input by inducing illusory face-detection to pure noise

mages. Results from a PPI analysis revealed that the brain regions
nvolved in top-down face processing overlapped greatly with the
egions reported in previous studies even though previous stud-
ters 451 (2009) 6–10

ies did not control the influence of the bottom-up visual input
[7,11,12,14,18]. For example, the top-down regions identified by our
analysis included FFA, IOG and STS, which are considered part of the
“core” bottom-up face processing system. In this core system, the
fusiform gyrus is responsible for the analysis of invariant features
of a face-related to the face identity whereas the STS is responsible
for the analysis of dynamic features of a face [11,12,14,18]. Our anal-
ysis also identified top-down face processing brain regions beyond
the ventro-occipital temporal complex, including IFG, hippocam-
pus, and amygdala. Previous studies of face processing that involved
actual face images have proposed that these regions are part of the
“extended” network of face processing. Furthermore, the IFG has
been implicated in semantic aspects of face processing [16,19,27]
as well as hippocampus mediated memory processing [13,16,32].
Others have found that the activation of amygdala is modulated by
the valence of faces and facial expressions [5,8,17], leading to the
conclusion that the amygdala is as a “relevant detector” that serves
to provide appraisal of face-related events [34]. In the present study,
because all of the regions mentioned above are found to be part
of the interregional functional connectivity even though partici-
pants only saw pure noise image, the involvement of these regions
is attributed to top-down face processing. Thus, the regions previ-
ously identified as the core and extended system of faces are not
only involved in bottom-up processing in response to actual face
images, but also involved in top-down processing such as illusory
face-detection.

It should be noted that the OFC and ACC had increased func-
tional connectivity to the right FFA during the face-detection trials
compared to non-detection trials. OFC has been consistently found
beneath each image refer to the z-coordinates of Talairach. (A) bilateral fusiform
gyrus; (B) bilateral amygdala; (C) right hippocampus; (D) bilateral orbitofrontal
cortex; (E) left superior temporal sulcus; (F) left anterior cingulate cortex; (G) left
inferior frontal gyrus; (H) left dorsolateral prefrontal cortex; (I) left superior frontal
gyrus; (J) left inferior parietal lobule; (K) left premotor cortex; (L) left; (R) right;.
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le interpretation of an image based on the global and low spatial
requency (LSF)-based properties of the visual input [1,2,25,26]. A
imilar mechanism may be at work in the present study where the
articipants attempted to detect faces in pure noise. With regard to
he ACC, many studies have shown that the ACC plays a crucial role
n decision-making tasks [6,23,41]. The co-activation of the ACC and
he OFC in the present study suggests that the ACC is engaged when
eciding whether a face is present or absent based on the response
rovided by the OFC.

The patterns of activation in the DLPFC, premotor cortex and IPL
re remarkably similar to those found in previous studies of work-
ng memory. As reported in a meta-analysis of working memory
euroimaging studies, DLPFC and premotor cortex respond to the
ontinuous updating of working memory and the maintenance of
emporal order memory. In addition, IPL is described as a “buffer for
erceptual attributes” [31,40]. In the present study, these regions,
long with the hippocampus, might have been engaged to continu-
usly update and store the face features generated from the existing
nowledge via the top-down mechanisms and features extracted
rom the visual input from the pure noise images to assist the deci-
ion of whether one had seen a face.

By using a novel experimental method that induced illusory
ace-detection, the present study examined the neural system
nvolved in the top-down face processing while minimizing
he influence of bottom-up perceptual input. We identified a
istributed cortical network of top-down face processing by ana-

yzing the functional connectivity patterns of the right fusiform
ace area (FFA). The identified regions included the “core” and
extended” systems for face processing that were previously iden-
ified using actual face images. The identified regions also included
eft anterior cingulate cortex (ACC), bilateral orbitofrontal cortex
OFC), left dorsolateral prefrontal cortex (DLPFC), left premotor
ortex, and left inferior parietal cortex. These findings suggest
hat the cortical network of the top-down face processing con-
ains not only the regions for analyzing the visual appearance
f faces but also those involved in processing low spatial fre-
uencies (LSF) visual information, decision-making, and working
emory.
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