Abstract - Internet Service Providers (ISP) and networking companies are apprehensive about implementing a Software-Defined Network (SDN) as a universal solution because of the lack of quality research done in the field. This paper focuses on Quality of Service (QoS) as an influential factor differentiating a service provider’s perspective in choosing between a centralized SDN versus a distributed traditional routing network. An application prone to latency and jitter can severely impact its performance leading to a dismal customer experience. Most service providers today need a network with fast provisioning and quick support. SDN aims to provide this capability to the service provider with a valid exhibit of QoS. The proposed prototype of the SDN demonstrates comparable QoS performance to traditional networks. This paper finds ways to mitigate latency and suggests improvements in QoS using a custom built OpenFlow controller based on Floodlight. The networking tool iPerf is used to measure the QoS performance characteristics. The results indicate capital cost savings of 20% and operational cost savings close to 43% upon migration to a white box SDN from traditional networks.
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I. INTRODUCTION

SDN has been considered revolutionary in the networking industry. While the technology is widely poised to replace the traditional hardware-based networking infrastructure, the rate of adoption of SDN by ISPs and networking companies has not taken off as originally predicted [1]. To gain more insight into this problem, we conducted a survey among 50 engineers in top networking companies and the result of this survey is shown as a pie chart representation in Figure 1.

![Figure 1. Challenges faced with implementation of SDN conducted among network engineers](chart.png)
scallo... to implementing a SDN model in their network. Across the network, we configured multiple parameters on a vendor basis. Current methods configuring QoS are time-consuming and do not contain a mechanism for centralized intelligence to configure QoS based on changing network conditions. This issue is addressed by a SDN approach aiming to simplify the configuration process and to facilitate a uniform QoS setting across the network. Since QoS is a relatively new topic, documentation is scarce. As a result, ISPs are still apprehensive about implementing a SDN model in their network [2]. In our project, we have addressed this problem by providing a stable solution viable in the production environment. We have also achieved the primary goal of the SDN model - to reduce the CapEx/OpEx significantly through the utilization of open-source projects/tools.

To achieve these cost-savings, we first simulated the network using Mininet and Open vSwitch (OVS) connected to a custom built controller. After achieving the desired results, we implemented the same setting in a physical environment consisting of two Raspberry Pis, each running OVS and both connected to the custom controller; two end-hosts acting as Real-time Transport Protocol (RTP)/data server and client; and a Netgear switch connecting the Pis to the controller. Typically, the cost of setting up this network is approximately $385, which is as illustrated in Table 1.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>x86 Server (x1)</td>
<td>$200</td>
</tr>
<tr>
<td>Raspberry Pi (x2)</td>
<td>$100</td>
</tr>
<tr>
<td>Cables and Connectors</td>
<td>$50</td>
</tr>
<tr>
<td>Netgear Switch (x1)</td>
<td>$35</td>
</tr>
<tr>
<td>Custom Controller (x1)</td>
<td>$0</td>
</tr>
<tr>
<td>Ubuntu OS</td>
<td>$0</td>
</tr>
</tbody>
</table>

Table 1. Capital Expenditure

This is economical when compared to the cost of a traditional vendor network. After pushing in the QoS configurations through Representational State Transfer (REST) calls, the SDN controller makes intelligent decisions based on the changing network parameters such as bandwidth, delay, jitter, latency, and classification of traffic. These parameters are measured using standardized tools such as iPerf and Wireshark.

II. RESEARCH SUB-PROBLEMS

A. How do we demonstrate QoS on a traditional routing network model?

The QoS in a traditional networking model can be achieved based on different parameters. The first step is to recognize the best possible method to prioritize one flow by limiting the throughput of other flows. Cisco has recommended the use of traffic shaping and traffic policing to achieve the QoS functionality in an efficient and effective way [3]. The challenge is to understand the behavior and characteristics of applications that are prone to delay and are loss-sensitive. The QoS demonstration in a traditional networking model includes two traditional routers and two end hosts, of which one will act as a RTP/data server and the other acts as a client. Another important point is that traditional networking devices used in this experiment are production grade, whereas the devices that are used to test SDN performance are not because of lower processing

II. RESEARCH QUESTION AND PROBLEM SETTING

Research question: How might QoS efficiency and efficacy be achieved when running on SDN rather than on traditional routing devices? Is the cost and effort involved to achieve this setting worth the technical risks of such a centralized network approach compared to traditional hardware-based networking?

Our study focuses on facilitating the decision-making process for service providers. This process must weigh benefits and disadvantages of centralized control of the network with lower capital and operating costs with distributed control over a traditional routing network that typically involves greater costs. Only a few service providers have slowly started testing these SDNs in their lab environments; however, they do not perceive the necessity to move these tests into a production environment soon. This hesitation might be the result of skepticism toward QoS in the customer base. This research hopes to solve this dilemma by providing a comparison of the improvements of QoS in a SDN versus traditional networks. Additionally, this study provides an initial analysis of the proposed SDN with graphical and analytical models to identify whether savings are available using the prototype developed for the analysis.
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This is economical when compared to the cost of a traditional vendor network. After pushing in the QoS configurations through Representational State Transfer (REST) calls, the SDN controller makes intelligent decisions based on the changing network parameters such as bandwidth, delay, jitter, latency, and classification of traffic. These parameters are measured using standardized tools such as iPerf and Wireshark.

II. RESEARCH SUB-PROBLEMS

A. How do we demonstrate QoS on a traditional routing network model?

The QoS in a traditional networking model can be achieved based on different parameters. The first step is to recognize the best possible method to prioritize one flow by limiting the throughput of other flows. Cisco has recommended the use of traffic shaping and traffic policing to achieve the QoS functionality in an efficient and effective way [3]. The challenge is to understand the behavior and characteristics of applications that are prone to delay and are loss-sensitive. The QoS demonstration in a traditional networking model includes two traditional routers and two end hosts, of which one will act as a RTP/data server and the other acts as a client. Another important point is that traditional networking devices used in this experiment are production grade, whereas the devices that are used to test SDN performance are not because of lower processing
power. Hence, the tests run on the traditional networking devices will be scaled down to match the peak performance throughput of the SDN devices.

B. How do we demonstrate QoS on a simulated SDN model?

The Floodlight controller has been predominantly used as the standard SDN controller by the industry, especially the major service providers. The Floodlight controller highlights the ease of setting up SDN with minimal dependencies and supports a broad range of virtual and physical OpenFlow switches. One challenge is to develop a working application using the Floodlight controller to demonstrate QoS. Floodlight has an open-source project to demonstrate the use of SDN Application Programmable Interfaces (APIs) and a Graphic User Interface (GUI). The source code for rate-limiting the interfaces using Floodlight is freely available and can be modified to demonstrate improved QoS [4]. The demo for SDN includes two Raspberry Pis running OVS, which are configured using the modified Floodlight controller. The current implementation uses Yet Another Next Generation (YANG) models with REST APIs. The existing APIs require modifications to incorporate QoS as an additional functionality. Tools for QoS testing are not well-defined or standardized. Although there are many licensed tools, to keep the costs low, this project uses open-source tools to conduct these tests. Many open-source tools are available such as those developed by Stanford University to measure QoS in various sections of the demo [5].

C. What technical aspects of the design must be addressed to improve QoS?

In a SDN, the concept of QoS is still new. Not many controllers support the QoS feature, and this deficiency has resulted in the applications being developed without many of the standard features required to implement a true QoS functionality. A software-controlled network is likely to encounter latency depending on how far the controller is from the physical devices [6]. A smaller network may ensure a better QoS, but realistically, this is not the case in an enterprise network. A design analysis of a distributed software network architecture with multiple controllers in a clustered environment is required before implementing QoS in SDN. Additionally, the interoperability in a hybrid network model (SDN + traditional network) is to be analyzed and improved since there is no standard present to implement QoS in a hybrid network model.

III. LITERATURE REVIEW

A. Measuring QoS

Network monitoring tools are crucial in a research project that deals with measuring QoS. Stanford University has developed a series of network monitoring tools that can be used to monitor various parameters of information that are transmitted over a network. These capabilities can be used to measure QoS [5]. In this paper, a list of tools called the perfSONAR-Performance Toolkit (pS-Performance Toolkit) is used for network monitoring and measurement of QoS. These tools can be loaded on the end devices such as the hosts to check the effectiveness of the imposed QoS [7].

B. QoS in Traditional Devices

The Cisco whitepaper “Quality of Service Networking” lists the different techniques to implement QoS for Cisco devices [8]. This whitepaper lists the various parameters that must be considered in delivering information at a designated QoS: 1) It classifies QoS through identification and marking techniques between end-to-end network elements, 2) Within a single network element consisting of queuing, scheduling, and traffic-shaping tools, and 3) Using policies and management functions to control end-to-end traffic across a network of many devices. This whitepaper mentions the service levels for defining QoS as best-effort service, differentiated service (soft QoS), and guaranteed service (hard QoS).

C. Floodlight Controller

Floodlight is an open-source SDN controller that uses OpenFlow as its southbound protocol to configure physical and virtual network elements. It also facilitates Apache-licensed features which enable an individual to use Floodlight for any purpose. An Asia-Pacific Advanced Network (APAN) whitepaper proposed multiple ways for implementing QoS in SDN. One way is to use Type of Service (ToS) bits and queuing packets, and the other way is through using Differentiated Services Code Point (DSCP) values on OVS [9].

D. QoS in Multimedia

Egilmez and Dane in their paper on QoS describe how OpenFlow is adapted to enable QoS routing to achieve dynamic optimization of routes for efficient multimedia delivery [10]. This paper discusses classifying traffic depending on its type for example data or video. The video packets are allowed to use a well-defined QoS path while the data packets take the shortest path as learned via routing. OpenQoS demonstrates dynamic routing on OpenFlow-enabled switches. This concept can be applied to any device running OVS; such as Raspberry Pi in our case.

E. Traffic Shaping using QoS

Voicu, in his presentation, discusses ways and techniques to implement QoS in OVS by traffic shaping [11]. OVS demonstrates substantial QoS support in the form of Ingress Classless Queuing Disciplines (qdisc), Hierarchical Fair-Service Curve (HFSC), and Hierarchical Token Bucket
F. Capital Expense Savings

Naudts explains how SDN can save an organization’s CapEx in his article [12]. Since SDN is vendor neutral, it is not necessary to rely on a single vendor to setup your network. A combination of products from different vendors can be integrated into the environment. A centralized controller software is used to configure all the nodes in the network and the network nodes now do not need different vendor Operating Systems (OS) and therefore, expensive software licenses. This significantly reduces the CapEx for an enterprise to deploy a network.

G. Operational Expense Savings

A recent Forrester survey points that a typical IT department spends eighty percent of their time on operations [13]. Different QoS maps can be assigned to the traffic flow dynamically, based on varying network conditions resulting in less time spent on configuration, troubleshooting and monitoring of traffic. By deploying a SDN, enterprises can see the whole network from the controller’s perspective and can therefore configure end-to-end QoS in the most optimal manner. This ensures that the time and money spent on operating and maintaining (OpEx) is minimal.

H. Challenges Faced in Implementing SDN

SDN is a relatively new practice, and the cost of migrating to this new technology is high. An important aspect of this proposal is performance versus stability. QoS is an important parameter that defines the performance of a network [14]. Hakiri, Gokhale, et al. describe the problems arising due to network resource allocation while centralizing the control plane [15]. They describe how a SDN can best be utilized using a hybrid model approach with a well-defined APIs to enable QoS. However, human presence to define these parameters affects the flexibility of the network. From these papers, knowing about the challenges of implementing SDN helped us in developing a solution that can overcome these shortcomings.

IV. RESEARCH DESIGN AND METHODOLOGY

A. How do we demonstrate QoS on a traditional routing network model?

QoS in a traditional network can be implemented through various methods. A few examples of these are prioritizing traffic based on flow priority, bandwidth, source and destination address, ToS values and DSCP values.

To implement QoS in traditional networking devices, we used two Cisco routers connected to two end hosts acting as RTP/data server and client. We first created two class maps to classify the traffic. The primary purpose of a class map is to match incoming or outgoing packets to the specified class. In our case, we specified RTP and data traffic as two different traffic classes to be used as a matching criterion.

After the creation of the class map, we created the traffic policy and associated the traffic policy with the traffic class. Based on these classes, we assigned priority to the class of traffic such that the RTP traffic has been given a higher priority than data. The final step of the configuration was to attach a traffic policy to the egress interface of the routers [16].

After implementing QoS on Cisco routers, we enabled queuing to generate potential congestion. During a period of congestion, QoS based on configured class maps provided differentiated services in such a way that critical applications, such as RTP traffic, are prioritized over data. The demonstration of QoS in the traditional network was measured and documented in the results section to compare its performance with a SDN model.

B. How do we demonstrate QoS on a simulated SDN model?

Similar to the traditional networks, QoS in a SDN model can be configured based on various parameters such as source and destination address, DSCP values, and ToS bits.

To demonstrate QoS in SDN and achieve end-to-end implementation, we modified the source code of the Floodlight controller. As explained previously, Floodlight has a QoS application that can only rate limit interfaces but cannot implement QoS functionality through the setting of DSCP or ToS values.

As shown in Figure 2, a custom built controller running on a UNIX host is connected to two machines running OVS. These machines now emulate the switching and routing functionalities and are connected to the two end-hosts. We used Video LAN Client (VLC) stream server to generate RTP traffic on the host acting as the server. To obtain uniform results, we used a video file with a size of two gigabytes to be delivered to the client as a RTP/data stream. On the client side host, we fetch the RTP stream. Similarly, we created a data stream between the same end hosts. We used a UNIX-based tool called Secure Copy (SCP) and initiated a data transfer between the server and the client.

Initially, we used a SDN network simulator called Mininet to simulate the network topology. Mininet automatically installs OVS without any additional configuration. Since the bandwidth between virtualized end
hosts created in Mininet is in the order of Gigabits Per Second (Gbps), we need to rate limit the interfaces. In order to achieve this, we configured a queue limited to 50 Megabits Per Second (Mbps) on the interface using an OVS utility called OVS-VSCTL (Open vSwitch Virtual Switch Controller). The OVS-VSCTL program maintains an active connection with the OVS configuration database. Any changes made through OVS-VSCTL will be applied to the running configuration on the OVS [17]. We then add a flow entry using the queue created between the ports connecting the server and client by making a REST call to the custom controller. The changes made to the running configuration can be verified in Mininet by running the iPerf tool. We initiated RTP/data streams from the server to the client and observed the results.

Next, we created a QoS policy with a source address of the stream server and the destination address of the client with the service policy applied to it. This is shown in Code Snippet 2. We initiated the same RTP/data streams from the server to the client and observed the change in result with QoS enabled.

```
QoS at 127.0.0.1:8080
listing services...
[CONTROLLER]: [

   "name": "Best Effort",
   "sld": 1434518857,
   "tos": 0
],

   "name": "Video",
   "sld": 1955936576,
   "tos": 40
]
```

**Code Snippet 1. Differentiation of traffic through class maps**

```
QoS at 127.0.0.1:8080
listing policies
[CONTROLLER]: [

   "enqueueport": 1,
   "ethdst": 10.0.0.1,
   "ethsrc": 10.0.0.2,
   "ethype": 6048,
   "name": "Test-QoS-Capstone",
   "policyid": 165490132,
   "priority": 32766
   "protocol": 17,
   "queue": 2,
   "sw": "00:00:00:00:00:00:00:00:00:02",
   "tos": 40,
]
```

**Code Snippet 2. Application of QoS policy**

Since Mininet is an emulated environment, it does not provide true performance characteristics. Hence to perform true analysis and to keep the CapEx low, we replaced the existing setup with two Raspberry Pis running OVS. Raspberry Pis are miniature CPUs designed to achieve multiple functionalities and cost less than $35 each. The project leverages the capability of the Raspberry Pi to transform it into a virtual switch using OVS loaded on the
open-source Raspbian OS [18]. Raspberry Pis are now performing the same functionality as of a Cisco router used in a traditional network. This can be extended to be used in a production network through the utilization of OVS on standard x86 hardware and white-box switches. Performance analysis for QoS is conducted on Mininet and Raspberry Pis and is documented in the results.

C. What technical aspects of the design must be addressed to improve QoS?

The design can include a distributed architecture consisting of a number of custom-built controllers in a clustered setup to address performance and scalability issues related to the implementation of QoS in an enterprise SDN. The controllers must synchronize with each other to understand the underlay network. Although the exchange of information can be accomplished using an Interior Gateway Protocol (IGP) such as Open Shortest Path First (OSPF), Intermediate Systems-Intermediate Systems (IS-IS), and Internal Border Gateway Protocol (iBGP), there are many issues such as redistribution, metric cost, etc., associated with these network protocols and involves excessive manual configuration changes. One of the reasons behind the formulation of SDN is to solve this problem. The problem can be addressed with certain Network Function Virtualization (NFV) technologies that will create virtualized instances of network elements on a standard x86 hardware. This overlay network can exchange information easily through several overlay protocols such as Virtual Extensible Local Area Network (VXLAN) and Multiprotocol BGP (MP-BGP) [19].

V. Research Results and Discussions

After collecting key performance parameters from both traditional network and SDN, we model the data for a graphical representation. Latency is a crucial parameter that we used for comparison.

As depicted by the graph in Figure 4, we decided to include the SDN model with Mininet, whose parameters were measured under emulated conditions to ensure we have a benchmark to compare the traditional and SDN models.Ideal latency figures were achieved when using a SDN model with Mininet. These low figures of latency are not practically
achievable in a physical network because of the latency introduced by routing and switching overhead. The traditional network model using Cisco routers represented by the red line on the graph initially had a low latency figure of about 75ms when compared to the SDN model. When the RTP burst traffic was introduced, as seen at around 25-40s mark, the SDN model outperforms the traditional model by about 2-3ms. This difference is attributed to the OVS performance of looking up the flow table. With time, the traditional network offers better QoS performance characteristics than a SDN model. This difference can be attributed to the performance limitations of the hardware that is being used (Raspberry Pi) to run the OVS daemon. Some of the limitations that we encountered were limited speed settings on the Pi’s interface, no support for multi-threading and low Random-Access Memory (RAM).

Although the QoS performance characteristics in a SDN is not better than a traditional routing model, it provides similar stability. QoS in a SDN is still in its infancy, and there are techniques that the SDN model cannot address such as AutoQoS and Modular QoS. Hence, we modified the source code of the Floodlight controller and added features that will improve configuring QoS.

Some of the features are,

- Accept DSCP and ToS values as an input parameter to configure QoS
- Accept source and destination Internet Protocol version 4 (IPv4) and Media Access Control (MAC) address to achieve end-to-end QoS
- Modular encoding of QoS configuration through the use of JavaScript Object Notation (JSON) modeling language.
- Ease of configuring QoS through a custom GUI

![Figure 5. Screenshot of the custom controller](image)

Figure 5. Screenshot of the custom controller

Figure 5 shows the screenshot of the GUI for the custom built controller used in the project. QoS module can be enabled by clicking on the Tools tab located on the controller’s dashboard. Figure 6 shows the screenshots of a video playing without and with QoS in a SDN model. Figure 6.a depicts the distorted video output that is caused due to the lack of prioritization of video traffic over data. After enabling the QoS module in the custom built controller, we were able to see a significant difference in the output of the video stream, which is as seen in Figure 6.b.

![Figure 6. Comparison of a video playing without and with QoS](image)

The ideal solution to solve the problems related to interoperability in a hybrid network is to develop an orchestration tool which understands both traditional and SDN protocols. The solution can be implemented by designing a generic YANG service model in the orchestration layer and have the tool push out configurations based on the hybrid underlay network. Orchestration tools must use southbound protocols such as OpenFlow, OVSDB to configure SDN devices and Simple Network Management Protocol (SNMP), Network Configuration (NETCONF) to configure traditional network devices.
Traditional networking hardware and equipment for conducting our research. Lastly, this Raspbian or any other UNIX run custom code from application market and find out a way to architecture of several white model. Future work can begin by understanding the standard white code in switches that are in compliance with the industry priority to a certain type of traffic. Implementation of our with other applications to provide low latency and give the results we obtained, we conclude that the QoS performan.

We performed a cost-benefit analysis to realize the monetary saving for enterprises when they make a switch from a traditional hardware-based networking infrastructure to SDN. For the analysis, we considered an enterprise serving about four hundred nodes using eight routers and twenty switches. We calculated the CapEx that will be spent by the organization on traditional networking hardware and is shown in Table 2. We analyzed the equivalent CapEx for SDN to support such an enterprise and is documented in Table 3. From the analysis, we estimated that the enterprise would be saving about $25,000 or about 20% on CapEx. The enterprise would also be saving a considerable amount of about $10,000 per year on OpEx which is estimated to be around 43% to 45% savings compared to traditional networks. This can be attributed to better network management practices, as SDN reduces the OpEx by converging the processes into a centralized platform through automation [21].

<table>
<thead>
<tr>
<th>Item</th>
<th>Cost per device ($)</th>
<th>Quantity</th>
<th>Total Cost ($)</th>
<th>Type of device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cisco Catalyst WS-C6506-E</td>
<td>4235</td>
<td>20</td>
<td>84700</td>
<td>Switch</td>
</tr>
<tr>
<td>Cisco 3945-V/K9</td>
<td>5147</td>
<td>8</td>
<td>41176</td>
<td>Router</td>
</tr>
</tbody>
</table>

Table 2. Cost of setting up an enterprise network with traditional networking hardware

<table>
<thead>
<tr>
<th>Item</th>
<th>Cost per device ($)</th>
<th>Quantity</th>
<th>Total Cost ($)</th>
<th>Type of device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pica8 P-3290</td>
<td>3510</td>
<td>28</td>
<td>98280</td>
<td>Generic Switch</td>
</tr>
<tr>
<td>CumulusOS</td>
<td>3300</td>
<td>1</td>
<td>3300</td>
<td>License</td>
</tr>
</tbody>
</table>

Table 3. Cost of setting up an enterprise network with SDN

VI. CONCLUSION AND FUTURE RESEARCH

In our research paper, we conducted several tests on traditional networks and SDN to compare their QoS performance. We wrote code to improve QoS in SDN. From the results we obtained, we conclude that the QoS in SDN can be improved to provide production grade performance by running the QoS application that we developed on standard x86 hardware or white-box switches.

The code developed in our project can be integrated with other applications to provide low latency and give priority to a certain type of traffic. Implementation of our code in switches that are in compliance with the industry-standard white-box devices will provide a better marketing model. Future work can begin by understanding the architecture of several white-box switches available on the market and find out a way to seamlessly integrate our application. The devices that can be considered are switches from Pica8 and BigSwitch Networks [22]. These devices can run custom code and provide excellent performance characteristics. Open-source OS such as Cumulus OS, Raspbian or any other UNIX distribution can be installed on these white-box switches. Therefore, enterprises can now leverage their automation requirements on these devices through the utilization of good DevOps practices [23].

Further tests can include, increasing the number of devices in the network to have more traffic that represents a production environment. The code can also be adapted to work with different controllers.
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