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Machine learning is traditionally formalized as the study of learning concepts and decision
functions from labeled examples, thus requiring representations that encode information about
the target function’s domain. We are interested in providing a way for a human teacher to
interact with an automated learner using natural instructions which communicate relevant
domain expertise to the learner without necessarily knowing a thing about the internal
representation or the learning program.

This talk focuses on the machine learning aspects of this problem. The key challenge is to learn
natural language interpretations without being given direct supervision at that level; for
example, a plausible feedback could be the success or failure of the performed instruction.
We will present research on Constrained Conditional Models (CCMs), a framework that
augments probabilistic models with declarative constraints in order to support learning such
interpretations. In CCMs we formulate natural language interpretation problems as Integer
Linear Programs and learning of the objective functions is done via constraints-driven learning
and through global inference that account for the interdependencies among interpretation’s
components. In particular, we will focus on new algorithms for training these global models
using easy-to-get indirect supervision signals and show the contribution of indirect supervision
to other NLP tasks such as Information Extraction, Transliteration and Textual Entailment.
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