Word Sense and Sensibility

by Susan Windisch Brown, ICS and the Dept. of Linguistics

A ham sandwich walks into a bar and says, “I’ll have a beer.”  The bartender replies, “I’m sorry.  We don’t serve food here.”

Groaners like the one above rely on our ability to match the correct meaning of a word to the current context.  Or, actually, they depend on our initial mismatching.  What is really astonishing, however, is how many words have multiple meanings and how infrequently we misinterpret the meaning.  Of the words listed in WordNet, a dictionary-like lexical resource, nouns have an average of 3 meanings and verbs an average of 4 meanings.  These numbers suggest that a very simple sentence with 2 nouns and a verb would have, on average, 36 possible meanings.  Of course, the context allows us to eliminate the inappropriate ones.  But how exactly do we do this, and how do we do it so quickly and easily?

Not only is the question intriguing, it also has larger implications for a wide variety of fields.  Knowing how the brain stores and accesses the meanings of words could improve treatment for certain kinds of language disorders or improve word learning for children with delayed vocabulary development.  In addition, a clearer understanding of this process in human beings could give us some insight into improving computer imitation of this process.  

A common theory in linguistics and psychology sees our mental lexicon as a kind of dictionary, with each word connected to mental representations of meaning, one for each sense of the word.  According to this theory, when we hear a certain sequence of sounds or read a sequence of letters, we “look up” the word in our mental lexicon, do a quick search through the connected meaning representations, and settle on the correct one.  This theory has many challengers, however.

Walter Kintsch, former director of ICS and Professor Emeritus of the Psychology Department has advocated a far different view of the mental lexicon.  Rather than each word having a “list” of separate senses, he proposes that a word has one complex semantic representation, with the correct nuances of meaning emerging from the word’s combination with other words in an utterance.  He has investigated this theory in numerous ways using Latent Semantic Analysis, which represents word meaning with vectors in a high-dimensional space (Kintsch, 2001).  For instance, the verb serve would be represented as a very long list of numbers, indicating the frequency that serve occurs with other words, including food words, and the words tennis and ball.  Kintsch’s theory—the Construction-Integration model—uses a highly sophisticated mathematical algorithm in combination with these vectors to determine which sense of serve is appropriate for a given context (Kintsch, 1998). 

In addition to fancy mathematics and computer algorithms, brain imaging techniques are increasingly used to investigate these questions.  A recent MEG (magnetoencephalography) study (Beretta et al., 2005) found neural correlates to the “polysemy effect.”  That is, words with multiple related meanings are recognized as words more quickly than single-meaning words or words with unrelated meanings (homonyms).  This imaging technique indicates that brain activity differs in these two circumstances.  Here in ICS, graduate student Vicky Lai from the Department of Linguistics is using event-related potentials (ERP) technique to study the comprehension of literal meaning and conventional and novel metaphors, which rely heavily on polysemy.

Getting computers to successfully distinguish between multiple word senses has been a vexing problem in natural language processing.  The most common approach has been to label the words in a large corpus of text with the appropriate senses and then train a machine learning program on that data.  This method begs the question of what are the appropriate senses of a word.  Most projects of this sort have used the senses of words given in WordNet, the freely available online resource describe above.  WordNet makes very fine distinctions in meaning for each word.  For example, break in ‘break the glass’ is considered a different sense from break in ‘break the radio,’ or draw in ‘draw a line’ is a different sense from draw in ‘draw a tree.’  

Fine-grained sense distinctions such as these mean that only one or two instances of a sense may be found in a very large corpus of text, making it difficult for machine learning programs to discern any patterns.  In addition, people annotating texts with these senses disagree quite often on which sense is meant in a particular context.    For most, if not all tasks, we do not need computers to distinguish a word’s meaning more precisely than we ourselves do.  Successful word sense disambiguation by computers depends on deciding which senses of a word are distinct enough to warrant a separate representation for the task. These problems and issues have lead researchers to explore the usefulness of coarser-grained sense distinctions. 

Martha Palmer, ICS Faculty Fellow and professor in the Department of Linguistics, has led an ambitious project to merge the fine-grained senses of WordNet into coarser grained senses (2001, 2006).  These senses are then used to label the words in a large collection of text.  Several ICS students, including Jill Duffield, Jena Hwang, Sarah Vieweg and myself, have contributed to the sense-merging portion of this project (Duffield et al., forthcoming).

My own research investigates mental representations of word meaning through psycholinguistic experimentation.  Subjects are asked to judge the semantic coherence of short phrases, that is, whether or not the phrases “make sense.”  Subjects are primed with a phrase using one meaning of a verb and then see another phrase with a different meaning of the same verb.  Because the meanings of polysemous words often blend from one to the other, a polysemous word can have meanings that are quite distantly related and some that are quite closely related. The pairs in this experiment fall into several categories of relatedness:  unrelated (toast the bread/toast the host); distantly related (served the soup/served the country); very closely related (drew a line/drew a tree); syntactically related (rang the bell/the bell rang); and same sense (cleaned the shirt/cleaned the cup).

Previous research (Klein and Murphy, 2001) with a similar task found no difference in the cognitive processing between homonyms and polysemous words. The authors took this as support for the theory that we have separate semantic representations for every sense of a word.  By splitting the category of polysemy into several categories representing degrees of relatedness, and comparing these categories to both homonym and same-sense pairs, I hope to discover differences in the processing of meaning between them.  Differences in processing time may indicate differences in the semantic representations, with closely related senses sharing part or all of their semantic representations and distantly related senses sharing little to no portion of their semantic representations.  My hope is both to refine our understanding of the storage and processing of word meaning and also to improve the selection of reasonable sense distinctions for word sense discrimination by computers.
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