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Many common crystal structures can be described by a single (or very few) repeated structural motifs
(“monomorphous structures”) such as octahedron in cubic halide perovskites. Interestingly, recent accumulated
evidence suggests that electronic structure calculations based on such macroscopically averaged monomorphous
cubic (Pm-3m) halide perovskites obtained from x-ray diffraction, show intriguing deviations from experiment.
These include systematically too small band gaps, dielectric constants dominated by the electronic, negative
mixing enthalpy of alloys, and significant deviations from the measured pair distribution function. We show here
that a minimization of the systems T = 0 internal energy via density functional theory reveals a distribution
of different low-symmetry local motifs, including tilting, rotations, and B-atom displacements (“polymorphous
networks”). This is found only if one allows for larger-than-minimal cell size that does not geometrically exclude
low symmetry motifs. As the (super) cell size increases, the energy is lowered relative to the monomorphous
cell, and stabilizes after ∼32 formula units (�160 atoms) are included. Being a result of nonthermal energy
minimization in the internal energy without entropy, this correlated set of displacements must represent the
intrinsic geometry preferred by the underlying chemical bonding (lone pair bonding), and as such has a different
origin than the normal, dynamic thermal disorder modeled by molecular dynamics. Indeed, the polymorphous
network, not the monomorphous ansatz, is the kernel structure from which high temperature thermal agitation
develops. The emerging physical picture is that the polymorphous network has an average structure with high
symmetry, yet the local structural motifs have low symmetries. We find that, compared with monomorphous
counterparts, the polymorphous networks have significantly lower predicted total energies, larger band gaps, and
ionic dominated dielectric constants, and agree much more closely with the observed pair distribution functions.
An analogous polymorphous situation is found in the paraelectric phase of a few cubic oxide perovskites where
local polarization takes the role of local displacements in halide perovskites, and in the paramagnetic phases of
a few 3d oxides where the local spin configuration takes that role.

DOI: 10.1103/PhysRevB.101.155137

I. INTRODUCTION

ABX3 compounds often appear (when X = oxygen) as
ferroelectrics, Mott insulators and transparent conductors, and
(when X = halogen) as solar photovoltaic absorbers [1,2].
They generally have at low temperatures the low-symmetry
monoclinic, orthorhombic, or tetragonal ground state struc-
tures, and, at higher temperatures, the high-symmetry cubic
(Pm-3m) structure. The high temperature cubic phase in
halide perovskites ABX3 (A = Cs, MA, FA; B = Sn, Pb;
X = Cl, Br, I) and in the oxide perovskites SrTiO3, SrVO3,
or BaZrO3, are described by x-ray diffraction structure deter-
mination as monomorphous structures, i.e., they have a single
octahedral structural motif represented crystallographically
by a small, repeated unit cell, as illustrated in Fig. 1(a).

We find that removing the standard restriction to such
a minimal unit cell size in structural optimization of the
internal energy part Hcubic of the free energy Hcubic-T S leads
in many cubic perovskites to the formation of a polymor-
phous network [3], manifesting a distribution of different
tilt angles and different B-atom displacement in different
octahedra, illustrated in Figs. 1(b) and 1(c). This distribution
emerges already from the (density functional) minimization
of the static, T = 0 internal energy Hcubic of a large supercell

[see the T = 0 region on the left-hand side of Fig. 1(d)],
constrained to have the global cubic lattice vectors. This a-
thermal distribution of correlated set of displacement repre-
sents the preference of the low temperature chemical bonding
(such as lone pair orbitals of Sn2+ and Pb2+ encouraging
stereochemically off-center motions [4]), before thermal ag-
itation sets in. Such static displacements are different than
the entropic thermal driving force [illustrated by the finite T
range on the right-hand side of Fig. 1(d)], often described
by molecular dynamics [5–13]. When the dynamic thermal
displacements are averaged over snapshots, they yield the
ideal, undisplaced structure, whereas the static displacements
obtained by minimizing Hcubic (T = 0) are inherently non-
thermal. Indeed, the polymorphous network (rather than the
monomorphous assumption) constitutes the kernel structure
from which thermal disorder emerges at elevated tempera-
tures. The polymorphous displacements are different from
the single sharp monomorphous values of these deformation
parameters [shown as vertical blue lines in Fig. 1(c)], or from
the periodically repeated ordered double-potential-well mod-
els that address anharmonic polar fluctuations [14–16]. The
existence of such a polymorphous distribution is easy to miss
using standard energy minimization protocols (such as those
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FIG. 1. Structures of monomorphous cubic (M-cubic) (a) and polymorphous cubic (P-cubic) (b) halide perovskite FASnI3, and the
distribution functions (c) of various octahedral deformations obtained by minimization of the internal energy in density functional supercell
calculations. The panels in (c) show the distribution functions of octahedral titling along x/y/z (top panel), B-site off-center displacement
(middle panel), and the volumes of individual octahedra (bottom panel). Red and blue solid lines refer to polymorphous and monomorphous
networks, respectively. The supercell structures were optimized by keeping fixed the cubic cell shape. (d) Schematics of the energies (enthalpy
H, Gibbs free energy G) as function of temperature for cubic monomorphous phase (blue lines), cubic polymorphous (red lines) phase, and
ground state orthorhombic (green lines) phase. The total energy lowering δE (P-M) for the polymorphous cubic phase with respect to the cubic
monomorphous phase was depicted with double arrow.

based on following gradients to the nearest local minimum)
but is revealed once one initially applies a random atomic
displacement (“nudge”) off the cubic sites and explores lower
symmetries in the minimization process.

The emerging physical picture is that the phase seen by
XRD as cubic has in fact local structural motifs with low
symmetries which emerge from the intrinsic low T chemical
bonding pattern. This is different from ordinary inorganic
compounds where reduced local symmetries emerge just from
thermal disorder at elevated temperatures. The extensively
discussed, single formula unit, cubic (Pm-3m) structure of
halide perovskites [4,5,15,17–36] does not really exist, except
as a macroscopically averaged fictitious structural model.
Because x-ray diffraction has a rather long coherence length,
such polymorphous systems were often fit in structure re-
finement models [16,37] by macroscopically averaged (fic-
titious monomorphous) cubic (Pm-3m) unit cells. Standard
electronic structure calculations [4,15,17–28] that use input
structures directly from crystal databases have often modeled
the properties of the system (band gaps, absorption spectra,
thermodynamic stability, alloy mixing enthalpies) as the prop-
erty 〈P〉 = P(S0) of the reported macroscopically averaged
monomorphous structure [38,39] S0 rather than the average
Pobs = �P(Si ) of the properties {P(Si )} of the individual, low
symmetry microscopic configurations {Si; i = 1, N}. One ex-
pects, as illustrated in this paper for a range of properties, that
the properties P(S0) of the unphysical high symmetry cubic

structure S0 would differ significantly from the properties
{P(Si )} of broken symmetry cubic structures or their average
Pobs.

We find here that the use of the cubic polymorphous
network in electronic structure calculations yields signifi-
cantly improved results relative to the monomorphous as-
sumption, solving many of the outstanding inconsistencies
noted previously. These include (i) the polymorphous network
has a significant lowering of calculated total energies (by
∼70–150 meV/f.u). (ii) The DFT-calculated pair distribution
function (PDF), which probes the local environment, agrees
much better with the measurements. The average structure
differs from the actual low-symmetry local structure revealed
by neutron diffraction studies [8], by local probes such as
PDF [40,41]. (iii) Up to 300% larger calculated band gaps.
This intrinsic increase is much larger than the additional
temperature-induced increase obtained in literature calculated
molecular dynamics [6,42]. Thus, (iv) the band gap renor-
malization energy (∼200 meV) is now closer to experiment
relative to the values suggested in molecular dynamics (MD)
calculations (390–640 meV), taken with respect to the band
gap of the monomorphous model. (v) Use of the polymor-
phous structure leads to the reversal of the predicted sign of
the mixing enthalpies of the solid solutions from negative
(orderinglike; not seen experimentally) to positive (experi-
mentally observed phase separating), removing the previously
existing qualitative conflict with experiment. (vi) Remarkably,
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FIG. 2. Measured [40] [black line in (a)], and DFT-calculated [(a) and (b)] PDF, G(r) for MAPbI3 as function of interatomic distance r
shown at low interatomic distances (left panels) and longer interatomic distances (right panels) with uniform isotropic parameters Uii = 0.01 Å2

for all the atoms. The red line in (a) refers to the DFT predicted PDF of the 32 f.u./cell polymorphous network. As described in Appendix
A, Fig. 10, 32 additional f.u.(“padding”) were added non-self-consistently to the central cell to reduce periodicity errors. The vertical arrows
in (a) indicate bond lengths in the ABX3 structure. (b) Calculated within the monomorphous 1 f.u. cubic cell and deviates significantly from
experiment, especially in the 6–8 Å region of the P3a (i.e., Pb-Pb and Pb-I) and P3b (i.e., Pb-I) peaks. The difference between experiment and
calculated PDF are depicted using green lines.

despite the existence of a distribution of motifs, the calculated
band structure (unfolded to the primitive Brillion zone from
the supercell) shows sharp band edge states and a correspond-
ingly fast rise of the absorption spectrum, in agreement with
experiment and consistent with the fact that the calculated
displacements are correlated. This is different than the naive
expectation based on ordinary disorder models where disorder
is expected to fill-in the band gap region by localized states,
and lead to a broad and slow rising absorption tail. Finally,
relative to the monomorphous case, (vii) polymorphous net-
works have a much larger (by ∼50%) calculated dielectric
constant than that based on monomorphous model, where the
ionic contribution now dominates the electronic contribution
as expected from near ferroelectrics.

II. AMBIGUITIES AND CONTRADICTIONS REGARDING
THE ASSUMED MONOMORPHOUS CUBIC STRUCTURE

The nominally cubic phase of halide perovskites is the
leading candidate for high efficiency solar cells, (reaching
24% as tandem [43]), enabled by band gaps in the solar
range of 1–2 eV, sharp absorption edges, and long carrier
lifetimes. The question addressed here is what is the actual
atomic arrangement of this all-important cubic phase [40,44–
46]? A number of observations cast doubt on its traditional
description as a monomorphous cubic perovskite.

Structure refinement based on periodic monomorphous
cells does not lead to a satisfactory fit to the data. X-ray
structural studies [46] have fitted intensities to a single for-
mula unit Pm-3m cubic structure. Local probes such as pair
distribution function (PDF) provide a better rendering of the
structure. The PDF of the monomorphous model calculated
with DFT (method details are described in Appendix A,
Fig. 8) is shown in Fig. 2(b) for MAPbI3 and gives qualitative
disagreements, especially for the peaks P3a (describing Pb-Pb
and Pb-I distances) and P3b (describing Pb-I). A good PDF
fit to experiment within a monomorphous ansatz was possi-
ble in the literature only when assuming model parameters
(such as anisotropic, nonspherical atoms and displaced X sites
[15,44,46]) that in the single formula unit model cannot pos-
sibly describe a periodic crystalline network. Consequently,
such a literature fitted nonperiodic model with effective pa-
rameters [40] cannot be used in a Schrödinger equation to
predict electronic structure and optical properties. Figure 10
in Appendix B compares the PDF of the double-well model
(without fitting parameters, unlike Ref. [40]) with the present
results.

Gap anomaly. Whereas the measured gaps of cubic FASnI3

is ∼100 meV larger than that of orthorhombic CsSnI3, cal-
culations using the monomorphous cubic (M-cubic) structure
(Table I and Fig. 11 in Appendix C) got persistently the
reverse order of magnitude of gaps, confusing the selection of
materials with target band gaps for tandem solar cells. Like-
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TABLE I. Experimental band gaps (E expt
g ) for cubic phase, and calculated band gaps by using PBE functional for different structures of

CsPbI3, CsSnI3, MAPbI3, FAPbI3, and FASnI3. Note that tetragonal and orthorhombic structures are all monomorphous.

E expt
g Monomorphous Polymorphous Tetragonal Orthorhombic

(eV) cubic Eg, (eV) cubic Eg (eV) Eg (eV) Eg (eV)

CsPbI3 1.73a 1.32 1.86 1.43 1.81
CsSnI3 1.30b 0.27 0.92 0.43 0.82
MAPbI3 1.57a 1.37 1.83 1.47 1.67
FAPbI3 1.48a 1.41 1.70 1.38 –
FASnI3 1.41b 0.43 1.06 0.49 –

aReference [47].
bReference [48].

wise, for MAPbI3, calculations of M-cubic structures (using a
high-precise GW functional with spin-orbit coupling) gives a
530 meV lower gap than the calculated gap of orthorhombic
structure. Experimentally it is 40 meV larger [5]. Table IV
in Appendix C shows that this inconsistency persists when
advanced exchange and correlation functionals are used.

Greatly overestimated temperature band gap renormaliza-
tion energy. When the M-cubic phase was used to approximate
the low temperature phase, the calculated band gap renor-
malization energy (difference in band gaps at high vs low
temperature) turned out to be 390–640 meV [6], far larger than
the measured values [5], typically ∼50–200 meV.

Reverse sign of mixing enthalpy. The alloy mixing enthalpy
�H (AxB1−x ) measures the enthalpy H (AxB1−x ) of an AxB1−x

alloy taken with respect to equivalent amounts of the energies
of the constituents xH (A) + (1 − x)H (B). When H(A) and
H(B) were calculated from the macroscopically averaged
M-cubic structure [39], the resulting �H (AxB1−x ) is often
negative, implying long-range ordering at low temperature,
which was never observed.

The macroscopically averaged configuration is phonon
unstable. Some cubic perovskite phases can be stable as an
intrinsically monomorphous phase, e.g., SrTiO3 or BaZrO3.
That the M-cubic structure cannot be physically realized
in some other perovskites is obvious from the appearance
of numerous dynamically unstable phonon branches in a
broad range of wave vectors in the DFT calculated harmonic
phonon dispersion curves [49] shown in Fig. 9 in Appendix
A (similarly unstable phonons were reported by Refs. [34,50–
52]). Such dynamic instabilities imply that the cubic Pm-3m
monomorphous structure must be replaced by a stable struc-
ture, as discussed for semiconductors in Ref. [53]. At low
temperature, the replacing structures are the orthorhombic or
trigonal ground state phases, whereas at high temperature, an-
harmonic phonon-phonon interactions can stabilize the cubic
CsSnI3 [14].

The monomorphous structural ansatz was used in a wide
range of electronic structure calculations: Despite the incon-
sistencies surrounding the use of monomorphous structures
described above, such structures continue to be widely used
as input to electronic band structure calculations and to x-ray
refinement. This is in part because one cannot use the structure
deduced from PDF fits because these structures are nonpe-
riodic. Consequently, the monomorphous representation of a
single unit cell is very popular for both x-ray [54–56] and neu-
tron diffraction refinement [18], calculation of PDF [19], cal-

culation of band structures [20,21,29,31,33,57,58] and band
offsets [24,25], phonons [34,50–52], qualitative description
of trends based on crystal symmetry [24], including also
topological properties [59], and high throughput calculations
and machine learning for discovery and design [23] of new
halide perovskites.

We next show how the replacement of the monomorphous
ansatz by the lower energy polymorphous network removes
these and other inconsistencies.

III. THE ENERGY STABILIZATION OF THE
POLYMORPHOUS STRUCTURE

Since the high temperature thermally disordered cubic
phase (described, e.g., via molecular dynamics) cannot be
properly thought of as developing from the monomorphous, 1
f.u./cell structure that is fictive, we seek to identify the kernel
low T structure from which the high T behavior emanates.
To do so we search for the structure that minimizes the
T = 0 internal energy of the cubic lattice [Fig. 1(d) at low
T], without restricting the cell to a single formula unit, a
restriction that does not allow general octahedral deformations
without violating periodicity. We thus increase the cell size
from 1 f.u. (5 atoms), while retaining the cubic supercell
lattice vectors. To avoid locking into a local minimum, we
apply random atomic displacements (up to 0.15 Å) before
total energy/force minimization is applied. Note that the ex-
plored DFT Born-Oppenheimer surface includes, in principle,
full anharmonicities. As in any calculation of a supercell
with positionally relaxed atoms, here, too there are standard
convergence tests as a function of supercell size and the largest
magnitude of force F allowed on atoms that is used as criterion
for declaring the calculation converged. For the latter we use
Fmax < 0.01 eV/Å.

In conventional, intrinsically monomorphous compounds
such as III-V or II-VI compounds such as GaAs or rock
salt MgO or zincblende ZnS, the total energies per formula
unit of a large supercell and small supercell are the same,
within computational precision. We see from Table II that for
halide perovskites, the low temperature ground state structures
(orthorhombic, tetragonal) are intrinsically monomorphous,
e.g., they do not develop additional local motifs. The total
energy per formula unit of these phases does not change
within computational uncertainty if calculated in small or
large supercells. On the other hand, the cubic phases are
not stable in a monomorphous structure. The total energy of
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TABLE II. The differences �Etot of total energy and �Eg (meV) of band gap between the large supercells with relaxation (polymorphous
network) and the corresponding minimal cell structure (monomorphous approximation) by using PBE functional. The small positive values of
�Etot in the third and fourth columns are due to the numerical uncertainties (e.g., k mesh of different lattice types). The estimated uncertainty
is 20–30 meV/f.u. for total energies and ∼0.15 eV for band gaps.

�Etot (meV/f.u.) �Eg (meV)

Cubic Tetragonal Orthorhombic Cubic Tetragonal Orthorhombic

MAPbI3 −72 2 4 460 30 10
CsPbI3 −123 9 6 540 30 10
CsSnI3 −55 0 14 650 90 80
FAPbI3 −149 −1 – 290 20 –
FASnI3 −144 −10 – 660 70 –

the respective cubic phases is stabilized by polymorphism
by up to �Etot ∼ 140 meV/f.u. Moreover, as illustrated in
Appendix D, Fig. 12, the total energy of the cubic CsPbI3

converges as a function of the supercell size for 32 f.u./cell
(160 atoms), indicating that our polymorphous structure with
32 f.u./cell should be sufficient to capture all possible local
deformations. Indeed, the polymorphous state is not an ex-
cited state but an alternative to the fictitious cubic monomor-
phous model.

Are the properties of a polymorphous network unique for
different polymorphous realizations? In an ensemble configu-
ration such as the polymorphous network, it is possible that
the total energy surface does not yield a narrow and sharp
minimum, corresponding to a single structure. To investi-
gate the properties of independently generated polymorphous
networks we use cubic, 32 f.u./cell (160 atom/cell) CsPbI3

supercells as an example: we minimize the internal DFT total
energy for different randomly selected initial nudges (random
on both direction and amplitude) on each atom and then
relax all atomic positions (while constraining the macroscopic
cubic lattice vectors) until the forces on all atoms within the
supercells are below our standard tolerance of 0.01 eV/Å. To
check robustness, we start our minimization by independently
generated random initial displacements, and relax all of them
to the minimum force configurations.

To test the possible spread in properties, we apply to each
polymorphous supercell atomic relaxations by first nudging
each of its atoms off site along a randomly selected di-
rection by amplitudes between 0 and 0.15 Å, followed by
complete cell internal relaxation (to force Fmax < 0.01 eV/Å),
constraining the supercell to its macroscopically observed
cubic shape. To find if different relaxations produce the same
(or different) polymorphous displacements, we restart eight
independent calculations, each with its different, randomly
selected and nudged starting configurations, which is then
relaxed to completion. In some cases, repeating the nudge
is needed to achieve minimum force. Figure 3(a) shows the
total energy spread, Fig. 3(b) shows the spread in band gap,
and Fig. 3(c) shows the spread in calculated PDF. We see that
the total energy variations among different randomly selected
polymorphous realizations is <0.1 meV/atom, with average
deviation of 0.05 meV/atom, a difference that lies within the
calculation error tolerance, and is much smaller than the total
energy difference between the monomorphous structure and
the (average) polymorphous structure. (We note that using
a large amplitude nudge, as we initially tried, can converge

much slower, posing difficulties to reach a unique configura-
tion.) Likewise, the band gaps of the different polymorphous
realizations have a spread of 0.04 eV. Again, this spread is
negligible relative to the band gap difference between the
monomorphous structure (1.32 eV) and the (average) poly-
morphous structure (1.85 eV). The different polymorphous
realizations give consistent PDF in the distance range of 3.5–
8.0 Å, and the calculated PDF is very different than PDF
generated from the monomorphous structure. We conclude

FIG. 3. The spread of (a) total energy, (b) band gap, and (c)
pair distribution function (PDF) for the cubic CsPbI3 (32 f.u./cell)
for independently generated polymorphous networks using differ-
ent initial random nudges with randomly selected orientations and
amplitudes ranging from 0.00 to 0.15 Å in steps of 0.01 Å. Results
are compared to the monomorphous structure. The PDF is calculated
using a uniform isotropic parameters Uii = 0.01 Å2).
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that the static relaxation and the physical properties calculated
from different polymorphous realizations are robust.

IV. THE PDF OF THE ENERGY-MINIMIZING
POLYMORPHOUS NETWORK

To examine if the energy minimizing geometry is realistic,
we compare in Fig. 2 the ab initio calculated pair distribution
function (PDF) with the experimental result [38] [shown by
the black line in Fig. 2(a)], both for short and intermediate
interatomic separations (left side panels) and long-range sep-
arations (right side panels).

Previous PDF measurements and simulations [60] often fit
the data in a small unit cell by introducing parameters [40]
such as atoms having nonspherical shapes, even changing
the values of the observed lattice parameters, and altering
Wyckoff positions with respect to XRD measurement
in search for an effective model that fits the PDF. The
ensuing structural models are generally nonperiodic, and the
description of atoms as finite, shaped objects is incompatible
with the way crystal structures are used as input in periodic
band structure calculations. Thus, no bridge connects such
PDF to other predicted properties. The present approach
does not face this difficulty as we use a fully constrained
energy minimizing approach with respect to all 3N-6 degrees
of freedom for N atoms without introducing any fitting
parameter. To minimize finite size effects, we use a padding
of the relaxation-active central supercell by additional
bulk-like halide perovskite material all around the central
cell. This reduces periodicity errors.

We recall that sometimes the procedure of generating a
crystal structure from PDF measurements used large cells as
well [29], but this was a fit to experiment, not a prediction.
Such fitting procedures with large cells face the problem of
overfitting because of insufficient data with respect to the
number of fitting degrees of freedom. This problem does
not exist in variational total energy minimization that uses
a large supercell with hundreds of atoms (�160 atoms/cell),
offering the opportunity to stick to the conventional descrip-
tion of atoms as shapeless points in a periodic array; the
ensuing structure is obtained by first principles, not fitting, and
then directly useable in electronic structure calculations using
any standard band structure method. This is consequential
as it provides a direct bridge between PDF and electronic
properties.

We see from Fig. 2(b) that the monomorphous structure
(with uniform isotropic parameters, Uii = 0.01 Å2 for each
Pb and I atom to roughly include the finite temperature
effect) gives rather poor agreement with experiment (see, in
particular the split three peaks at 6–8 Å). The red line in
Fig. 2(a) shows the PDF calculated from the polymorphous
network with the same isotropic parameters. Given that our
large supercell calculation is generated from total energy
minimization, we consider the agreement in Fig. 2(a) between
theory and experiment as good.

The crystallographic structure file that produces this good
agreement with the observed PDF has been used for all
calculations of the electronic structure in this paper.

FIG. 4. Band gap values of the DFT monomorphous cubic (M-
cubic, blue), the polymorphous cubic (P-cubic, green), and literature
molecular dynamics (MD, red). The MD values in (a) come from
Mladenović et al. [33] who used the LDA functional; and in (b) from
Wiktor et al. [6] who used the rVV10 functional. NH4

+ is included
as an example of a molecule with small effective radius even though
it does not have the perovskite structure. All values for M-cubic and
P-cubic were calculated with the functionals as in the respective MD
results.

V. CONSEQUENCES OF CUBIC POLYMORPHOUS
NETWORKS ON ELECTRONIC PROPERTIES

Because the polymorphous networks manifest lower local
symmetries than the global averaged symmetry sensed by
x-ray diffraction (embodied by the fictitious monomorphous
structure), polymorphous electronic structure calculations that
“see” local symmetries produce new, previously unappreci-
ated features:

Correcting the band gap anomaly. Polymorphism signifi-
cantly increases the band gap relative to the monomorphous
ansatz (Fig. 4). We note that DFT does not produce accurate
absolute band gaps, in particular when spin-orbit coupling
is neglected. Here we focus on the change in band gap
due to allowing a polymorphous network. Here we do not
focus on getting the exact absolute magnitudes of the band
gaps but wish instead to understand the importance of the
structural representation on the trends in the gaps in a series of
compounds (as shown in Table I and Appendix C, Fig. 11). We
find that, when the compound is intrinsically polymorphous
(as in the cubic phase of the perovskites), using the incorrect
monomorphous structure as input, one can underestimate the
gap by up to 300%. To qualitatively assess which compounds
have the largest increase in band gap in polymorphous relative
to monomorphous, Appendix E, Fig. 13, depicts the respective
band gap shifts Eg(P-cubic)-Eg(M-cubic) as well as Eg(MD)-
Eg(M-cubic) vs the tolerance factor [61]. This shows that
compounds that have tolerance factor significantly lower than
1.0 (i.e., likely unstable in the monomorphous structure) have
the largest polymorphic effects, consistent with the view that
polymorphism is associated with cubically unstable struc-
tures.

Reducing significantly the band gap renormalization error.
The shifts of band gaps due to temperature are generally
calculated as the shift between finite temperature gap from
molecular dynamics [EMD(T ), i.e., the averaged band gap
value of the equilibrium configurations appeared in the MD
trajectory], and a low temperature reference band gap (ELT),
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which is usually attributed to the thermal effect. Figure 4 also
shows the comparison of the band gaps obtained from the
polymorphous network (T = 0, minimization of the internal
energy alone), with the band gaps obtained in the literature
using finite temperature MD [6,42]. We used precisely the
same exchange correlation functionals and lattice constants as
in the respective MD calculations to assure consistency of the
results. We see that the MD gaps are slightly higher but very
similar to the P-cubic gaps, consistent with the view that the
polymorphous structure derived from minimizing the internal
energy captures the leading spectrum of distortions that con-
trol the band gaps at higher temperatures. Additional thermal
disorder effects, introduced specifically by entropy, lead to an
additional small increase in the band gap as temperature rises.
In contrast to what Mladenović et al. [42] and Wiktor et al. [6]
did (use a monomorphous structure at T = 0 as reference to
calculate the renormalization energy with respect to the MD
gap at high T), we define the renormalization energy as the dif-
ference of MD gap with respect to the polymorphous network.
The latter approach we use gives ∼200 meV renormalization,
very close to experiment, while the approach of Wiktor et al.
[6] gives a 390–640 meV renormalization.

Restoring the correct trend among the band gaps of FASnI3

vs CsSnI3. The anomalous orders of band gaps of cubic
FASnI3 vs orthorhombic CsSnI3, and that of cubic MAPbI3 vs
orthorhombic MAPbI3 result from modeling the cubic phase
in a monomorphous fashion. This is fixed by using the correct
P-cubic gaps (Fig. 11 in Appendix C and Table I) showing
that, in agreement with experiment [5,62], the band gap of
CsSnI3 is smaller than that of FASnI3, whereas the band
gap of CsPbI3 is larger than that of FAPbI3. These opposing
trends can be understood by noting that octahedral distortions
raise the band gap, and by analyzing the relative distortions
for each of these compounds, shown in Fig. 1 for FASnI3

and for other halide perovskites in Appendix F, Fig. 14. The
distortions calculated for FASnI3 are much larger than those of
CsSnI3 (mainly off-center), leading to a larger band gap in the
former. On the other hand, the trend is the opposite for the Pb
compounds, having larger tilting angles in CsPbI3 compound
relative to FAPbI3 and consequently the former presenting
larger energy gaps.

Band edge states of the polymorphous network remain
sharp, as does the absorption onset. An attractive feature
of the monomorphous cubic (Pm-3m) structure is that its
absorption spectrum [63,64] shows a sharp rise, which has
been long used to explain why these materials are good solar
energy absorbers. One might expect that the polymorphous
“structural disorder” associated with different distortions for
different octahedra would create localized gap states as in tra-
ditional disorder models [65,66]. This is difficult to evaluate
from a supercell band structure [Fig. 5(a)] that folds-in a large
number of bands, making it impossible to visually extract the
E vs k dispersion.

To examine the important E vs k dispersion, we con-
sider the effective band structure (EBS) concept of band
unfolding [67,68], yielding the EBS in the primitive Bril-
louin zone. One unfolds the supercell band structure by
calculating the spectral weight PKm(ki ) and from them the
spectral function A(ki, E ), as illustrated in Appendix A. Like
the experimental angle-resolved photoemission spectroscopy,

FIG. 5. (a) The “spaghettilike” band structure of FASnI3 super-
cell (32 f.u./cell). (b) The effective band structure (EBS) of the
same FASnI3 supercell, unfolded to the primitive Brillouin zone.
The absorption spectra of (c) monomorphous cubic (1 f.u./cell) and
(d) polymorphous cubic (32 f.u./cell) FASnI3 and MAPbI3.

EBS provides a three-dimensional picture of spectral weight
with coherent and incoherent features, all naturally produced
by the polymorphous network consisting of the many local
environments.

Figure 5(b) shows the EBS of a 32 f.u./cell of FASnI3

folded into the primitive Brillouin zone of the single cell.
Every band now shows a mixed characteristic of coherent,
“sharp” dispersion and incoherent, “fuzzy” broadening. Re-
markably, the band edges (R point) are sharply dispersive
despite the existence of a distribution of deformations that
might appear as “disorder”, indicating the small Urbach tails
that is consistent with experimental observation and molecular
dynamic simulation. Concomitantly, the calculated absorption
spectra in Figs. 5(c) and 5(d) [details in Appendix A] of
FASnI3 and MAPbI3 in the polymorphous cubic structures
show sharp absorption edges, similar to that of the (fictive)
undistorted monomorphous structure. This is in accord with
the performance of such halide perovskites as superb ab-
sorbers [66], and in contradiction with the naive view that
octahedral deformations are a form of disorder.

Two factors may contribute to this. First, octahedral de-
formations increase the band gap by moving the VBM to
deeper energies (Fig. 15), so this particular type of structural
displacements shifts the would-be localized states into the
band continuum, not the gap region. Second, the octahedral
distortions couple only weakly to the band edge wave func-
tions at R point. This is suggested by the great similarity in the
hybridization of band edges (B-s with X-p in the VBM, and B-
p with X-p in the CBM) before and after distortions, as shown
in Appendix G, Table V, and Appendix H, Fig. 16, presenting
large joint density of states and strong transition amplitude.
This suggests that polymorphous octahedral distortions do not
act as “conventional disorder”, while they shift band edges,
they do not create localized gap states or band tail.

Reconciling the contradiction about phase separation vs
ordering. Another physical property that depends on the
definition of the structure of ABX3 is the alloy mixing en-
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FIG. 6. Alloy mixing enthalpies of FASnI3 and FAPbI3, with
respect to monomorphous cubic (M-cubic) phases (yellow region)
and polymorphous cubic (P-cubic) (green region), showing that
the M-cubic values for the pure, nonalloyed compounds leads to
negative enthalpy (implying ordering at low temperature), whereas
the polymorphous network correctly predicts small positive mixing
enthalpies (implying phase separation).

thalpy �H (AxB1−x ) that measures the enthalpy H (AxB1−x )
of an AxB1−x alloy taken with respect to equivalent amounts
of the energies of the constituents xH(A) + (1 − x)H(B).
When H(A) and H(B) are calculated from the high-energy
macroscopically averaged M-cubic structure [39,69–71] the
resulting �H (AxB1−x ) was often negative (Fig. 6, yellow
shading) implying long-range ordering at low temperature,
which was never observed in halide perovskite alloys (either
A-site, or B-site, or X-site alloys). Instead, phase segregation
has been measured in experiment (e.g., for X-site mixed alloys
[70]). Indeed, calculated excess enthalpy of mixed anion
alloys MAPb(I1−xBrx )3 based on the monomorphous assump-
tion by Goyal et al. reported negative alloy excess enthalpy
[39], implying tendency of long-range order, which was never
observed; instead, phase segregation has been measured for
X-site mixed alloys [70]. As to mixed B-site alloys such as
MAPbxSn1−xI3, no long-range order was observed and the
existing samples of random alloys appear as single-phase
disordered that are entropy stabilized [69]. Because of the
availability of this data, we calculated the same B-site alloys
FAPbxSn1−xI3 in cubic phase finding that using the fictitious
monomorphous structure (red lines and yellow shading) gives
negative excess enthalpy, signaling incorrectly long-range
order, but using the polymorphous structure (green lines and
green shading) gives (small) positive excess enthalpy [72],
suggesting entropy stabilization at intermediate temperatures
and phase separation at low temperatures (the latter may be
difficult to observe because of the low atomic mobility at such
low temperature). Thus, the monomorphous structures yield
a contradiction with observed phase behavior, whereas the
polymorphous is consistent with available data.

Enhancement of the dielectric constant and increased role
of ionic vs electronic contribution in CsSnI3. The near fer-
roelectric halide perovskites have large static dielectric con-
stants whose magnitude is an important quantity in optical and
defect theories. Our calculation of CsSnI3 (Table III) shows
that static dielectric constants of the assumed monomorphous
phase is rather small ∼35, with a 7:10 ratio between ionic and
electronic contributions.

TABLE III. Calculated averaged macroscopic dielectric con-
stants originated from ionic and electronic contributions of CsSnI3

by using DFPT theory for different phase of CsSnI3.

CsSnI3 structure ε (ionic) ε (electronic)

Monomorphous (1 f.u./cell) 35.11 54.97
Tetragonal (monomorphous) (2 f.u./cell) 32.78 15.19
Orthorhombic (monomorphous) (4 f.u./cell) 28.14 7.61
Polymorphous (32 f.u./cell) 128.23 8.08

However, for the polymorphous network we find a much
higher static dielectric constant of 128, with a ratio of 16:1
between ionic and electronic contributions. This is close to the
low frequency measurements of MAPbI3 at high temperatures
[73]. Given hydrogenlike Wannier-Mott exciton model [74],
large static dielectric constant [73] leads to small exciton
binding energy, which benefits the separation of electron and
hole.

VI. NOT ONLY IN HALIDE PEROVSKITES

The discussion on polymorphous networks in cubic halide
perovskites focuses on positional polymorphism. There is also
spin polymorphism (i.e., different local spin environments)
noted earlier for electronic spin in paramagnetic 3d oxide
[75,76] and in the paraelectric electronic polarization [77,78].
The polymorphous cubic phases apply also to oxides that
have dynamically unstable phonons, as shown in Figs. 7(a)
and 7(b), i.e., BaTiO3, TlBiO3, showing that this effect is
not limited to halides. For comparison, we calculated also
the relaxed total energy and band gaps of a compound that
has stable phonons in the monomorphous structure, i.e.,
CsBiO3 [49]. BaTiO3 was known [79] to manifest tilting
and rotation, and our energy minimization of Fig. 7 shows
that this is accommodated by developing a range of local
environments, in particular for B-site displacements. CsBiO3

and TlBiO3 were inferred to exist by machine learning [49]
but are not otherwise known compounds. We add them as
calculated predictions for polymorphous behavior, correlating
this with phonon stability vs instability in the hypothetical
monomorphous structure. CsBiO3 has stable phonons in the
monomorphous structure and Fig. 7(c) shows that there are no
polymorphous characters, i.e., there is but uniformed tilting
angle, negligible B-site off-center and change of volume.
TlBiO3 has phonon instability in the monomorphous structure
and shows in Fig. 7(b) characteristic polymorphous behavior.

We note that the related subject of nematicity—lowering
of symmetry observed through electronic structure (local)
probes with respect to the perceived global symmetry, as
noted for example in FeSe [80,81]—is potentially closely
related to polymorphous networks, where the existence of
different local environments can lead to electronic symmetry
breaking despite the existence of higher average symmetry
noted by global probes. Because polymorphism removes the
centrosymmetric symmetry, one would expect also a Rashba
effect and related optical measures of lowered symmetry.
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FIG. 7. Statistics of motifs in perovskites for (a) BaTiO3 (t = 0.94), (b) TlBiO3 (t = 0.95), and (c) CsBiO3 (t = 1.01).

VII. DISCUSSION OF THE CONTRIBUTION
OF INTRINSIC A-THERMAL DISPLACEMENTS

VS THERMAL DISORDER

This paper deals with a prototypical system with two
phases, (a) the low temperature ground state (GS) structure
(here orthorhombic or tetragonal for halide perovskites) that is
a fully ordered structure at T = 0 K, and (b) the high tempera-
ture cubic phase. We are interested here primarily in the latter
cubic phase, which is of general interest as a light-absorbing
phase and shows a polymorphous network, whereas the low
temperature ground state structure does not (see Table II
showing no total energy lowering for the ground state as the
cell increases). Each of the two phases is discussed in terms
of by (i) its internal energy H that has but a small temperature
dependence that will be neglected here, and (ii) its Gibbs free
energy G = H-T S that has an additional entropy-component
−TS of disorder when T > 0 K that is commonly described by
molecular dynamics (MD) simulations [7–13].

The physics emerging from minimizing H. We first evaluate
the properties of each of the two phases by constraining the
unit cell shape to the phase of interest (tetragonal, cubic,
others), and minimizing its respective H, described by DFT, as
a function the cell-internal atomic positions. This provides the
ideal low temperature atomic arrangements of the respective
phase, i.e., the structural preference dictated by the specific
chemical bonding in the system, before the effect of thermal
disorder sets it.

A central observation is that allowing a large N×N×N
“supercell”, leads upon minimization of Hcubic(T = 0 K) to a

considerably lower energy [the red line in Fig. 1(d) denoted
H (P)

cubic] than what is obtained by minimizing a minimal unit
cell (1 f.u./cell), shown in Fig. 1(d) by the blue line de-
noted H (M)

cubic. This energy lowering saturates for large enough
supercell (N ∼ 32 formula units) and distinguishes these
compounds from the vast majority of inorganic crystals where
a primitive unit cell description captures the real structure.
The lowering of enthalpy of the cubic phase afforded by
the supercell representation reflects the intrinsic chemical
bonding preference—here the B atom lone pair that tends to
create different local bonding environments. This breaking
of the local symmetry is manifested by a set of octahedral
tilting, rotations, and B atom displacements and is enabled
by the supercell representation that allows the needed spa-
tial flexibility lacking in the traditionally restricted minimal
unit cell. We refer to this structure type as polymorphous
(“many forms”) network, whereas the artificial, high energy,
high symmetry “virtual crystal” structure that is restricted
by symmetry to have a single repeated motif with energy
H (M)

cubic will be referred to as monomorphous. Large unit
cells with many Wyckoff positions are not a stranger to
crystal chemistry [82], even though often x-ray diffraction,
in taking a spatial average of significant sample volume, is
fit to a deceivingly high-symmetry monomorphous structure.
This pattern of displacements has a different origin than
the dynamic motion due to temperature (see discussion of
G = H-T S below) that yields displacements about the ideal
structural position, and averages over snapshots to the ideal,
nondisplaced structure. The ground state structure of halide
perovskites (here orthorhombic) does not lower its internal
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energy HGS by increasing its nominal cell size, i.e., this
structure in inherently monomorphous.

The present paper studies the properties of the atomic
position polymorphous network of a few cubic halide and
oxide perovskites, including optical, dielectric, structural, and
thermodynamic properties, finding that, relative to the vir-
tual monomorphous structure, widely used in the literature
a broad range of electronic structure calculations, use of the
former removes many outstanding conflicts with experiment.
This establishes such cubic phase of these compounds as
being inherently atomic-displacement polymorphous, due to
the nature of its chemical bonding. This draws an analogy
with the recently discovered spin configuration polymorphous
networks, characterizing paramagnetic ABO3 “Mott insula-
tors” with different local spin environments [75,76]. Indeed,
the polymorphous network is not a model for approximate
description but a physical structure. Yet a useful point is that
the minimization of the internal energy under the constraint of
macroscopically cubic phase provides a very useful approxi-
mate to the physical configuration. This can be used to calcu-
late, with standard DFT codes, the structural properties (PDF,
Fig. 2), band structure (Fig. 5), alloy physics (Fig. 6), band
gaps (Table I), dielectric constant (Table III) in substantial
agreement with experiment, and to remove many of the in-
consistencies that existed previously between monomorphous
DFT calculations and experiment. Thus, the polymorphous
approximate could serve as a very useful practical structure
to use with standard band structure approaches to predict
properties. Thermal agitation is an additional contribution to
our a-thermal descriptor (Fig. 4).

The physics emerging from H-TS. The ordered pattern of
displacements that emerge from minimizing Hcubic(T = 0 K)
is the kernel of the structure that evolves from it thermally
via stochastic dynamic displacements (e.g., seen in MD).
The time and spatial average of the dynamic motions would
yield the starting static structure, whereas the static structure
obtained by minimizing Hcubic(T = 0 K) does not average to
an ideal monomorphous network. Thus, the local motifs seen
in the polymorphous network present static distributed defor-
mations, rather than the dynamic/vibrating due to temperature
[82].

As temperature is increased, the displacements of the static
polymorphous network develop dynamic components. Those
were initially thought to be large, because the reference point
used to compare MD results was the fictitious monomor-
phous structure rather than the property minimized poly-
morphous network. Indeed, discussion of MD results have
often obscured the fact that the basic structure from which
temperature induced displacements develop is not the tradi-
tional monomorphous structure, but the polymorphous one
introduced here. We compare materials properties such band
structure and band gap as described by the polymorphous
structures that minimizes H (P)

cubic (T = 0 K) to the properties
obtained in the literature from finite temperature MD (com-
pare red and green lines in Fig. 4), finding that the additional
thermal displacements often modify the materials properties
rather modestly, suggesting that the essential physics was
already established by the internal energy dictated structures
[83].

Even though MD simulations could, in principle, mimic
the average cubic monomorphous structure at high T, the vast
majority of these studies [5–13] do not focus on this kind of
analysis. Several works focused on the motions of the organic
molecules, including the description of “pair modes” related
to their relative alignment [84]. Quarti et al. calculated the
average structure of a MD trajectory, but the resulting phase
was not monomorphous cubic [5]. As far as we are aware,
there are no MD simulations comparing the monomorphous
cubic structure to the distorted polymorphous network.

We conclude that using polymorphous networks to replace
fictitious monomorphous structures defines a broader princi-
ple of the need to describe broken-symmetry systems man-
ifesting a range of microscopic configurations whose phys-
ical properties can be very different than the often-assumed
macroscopic average.
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APPENDIX A: METHODS

1. Computational details

All the calculations were carried out by using the projector
augmented wave (PAW) [85] method with the Perdew-Burke-
Ernzerhof (PBE) [86] generalized gradient approximation
(GGA) as implemented in the Vienna ab initio simulation
package (VASP) [87,88]. The cutoff energy was set to 520 eV.
Energy convergence criterion was set to 10−6 eV per unit cell,
and the forces on all relaxed atoms are less than 0.01 eV/Å.
Depending on the lattice parameters, a different k-point mesh
was set. To get accurate atomic positions, the van der Waals
interaction was considered by using the optB86b-vdw func-
tional [89].

For the minimal cubic phases (1 f.u./cell) of ABX3 (A =
Cs, FA, MA; B = Sn, Pb; X = I) we relax the atomic posi-
tions by keeping cubic lattice vectors and symmetry with 6 ×
6 × 6 k mesh (lattice constants reported in our previous work
[38] were used, and the dipole of the molecules was set along
〈111〉 direction). For the minimal tetragonal and orthorhombic
phases (4 f.u./cell), we optimized the atomic positions by
keeping the symmetry (dipole of the molecules along 〈100〉
and 〈001〉 directions) with 4 × 4 × 2 k mesh.

The initial supercell structures (32 f.u./cell) were con-
structed by using a 2�2 × 2�2 × 4 supercell of optimized
minimal cubic phases, and by 2 × 2 × 2 supercell of opti-
mized minimal tetragonal and orthorhombic structures. Then
we randomly nudged each atom (with a displacement smaller
than 0.20 Å) along x, y, z directions (except organic motifs)
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FIG. 8. The calculated pair distribution function G(r) as a function of interatomic distance (r) with different [plots (a)–(d)] uniform
isotropic parameters (Uii) for monomorphous cubic (M-cubic; the first column, blue lines), double well (the second column, blue lines),
and polymorphous cubic structures (P-cubic) and padded P-cubic structure (the third and fourth columns, red lines). Experimental values are
taken [40]. Experimental PDF, G(r) for MAPbI3 (MPI) as function of interatomic distance (r) is represented by black lines.

on the initial supercell structures. By using these structures as
input, we optimized the structures to their minimal energies by
using �-only k point and by keeping their lattice parameters
fixed. The total energies and band gaps of these supercell
structures with 32 f.u./cell were obtained by using 2 × 2 × 1
k mesh in the Brillouin zone.

In cubic halide perovskites ABX3, the molecular orien-
tation in A site is suggested to be randomly oriented. For
the structure with molecules, taking FASnI3 as example, we
used the special quasirandom structures (SQS) method [90] to
generate the initial orientation of the dipole of FA molecules
in the FASnI3 supercell. The initial dipoles were along the
〈111〉 or 〈-1-1-1〉 directions. SQS is designed to find a sin-
gle realization in given supercell size to best reproduce the
properties in infinite alloy. As the pair, three-body, four-body,
etc. correlation functions can all be calculated precisely in
the perfectly random, infinite alloy, SQS then searches all
possible configurations in the N-atom supercell to find the
best correlation functions compared to the ones in infinite
alloy. Therefore, a property P calculated from an SQS is not
simply a single “snapshot” but approximates the ensemble
average 〈P〉 from many random configurations. Description
and discussion of SQS can be found in Ref. [90], furthermore,
showed that large size SQS gives more reliable results than
calculating ensemble averages directly from many small ran-
dom supercells, because some intermediate range interactions
(e.g., long-range pairs) in large supercells do not exist in small
ones due to size limitation.

We also considered the effect of the organic molecule
orientation at A site: we take FASnI3 as example to set up
aligned molecular orientation to check the change of total

energy and band gap. Compared to the monomorphous phase
(repeated 1 f.u./cell) without local distortion, the different
orientated molecules indeed result in the increase of band
gap and decrease of total energy. The difference of band gap
for structures with different molecular orientation is ∼0.2 eV,
close to the fluctuation of energy gap found by using MD
and experimental observations [5]. But the gap difference
due to molecular orientation is rather smaller than the dif-
ference between polymorphous and monomorphous structure.
Notably, the polymorphous structure has the largest band gap
increment and total energy decrease.

2. Pair distribution function (PDF)

To get the calculated pair distribution functions (PDF)
based on the crystalline structure, we used the PDFgui soft-
ware [91]. The experimental resolution parameters Qdamp

and Qbroad were set to 0.0434148 and 0.0164506 following
Ref. [40], were determined through refinements of the PDF of
the nickel standard (i.e., nickel single crystal). The δ1, Sratio,
and rcut were set to 0.0, 1.0, and 0.0. The isotropic parameters
(Uii) U11 = U22 = U33 = 0.01 A2 were applied on each atom,
which is used to describe the atomic displacements due to
thermal effect. The correlated motion corrections were not
applied in our calculation of the PDF. This is first because our
calculations agree well with experiment (Figs. 2 and 8) sug-
gesting that it includes the pertinent physics. Second, applying
the correlation correction requires empirical parameters, but
our calculation is parameter free. Third, the reference PDF
fitted calculation of Ref. [40], which we use as benchmark
showing what can be accomplished if lots of fitting param-
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FIG. 9. DFT calculated harmonic phonon dispersion curves for
monomorphous cubic (M-cubic) halide perovskites (a) CsPbI3, (b)
CsSnI3, (c) FAPbI3, and (d) MAPbI3. The shadow region refers to
the imaginary frequencies.

eters are used, apparently also did not applied this specific
correction either, as evidenced by repeating the small box fit
of Ref. [40] and reproducing their result without adding the
correlation correction.

A large padded structure of MAPbI3, containing 64
f.u./cell, was constructed to overcome the periodicity errors.
The padded cubic structure of MAPbI3 includes two parts
(Fig. 10): core shell (black) and padding shell (blue). The
core is the polymorphous structure (32 f.u./cell), in which all
the octahedra/molecules are randomly distorted (titling, B-site
displacement and octahedral volume)/orientation. Padding
shell is the monomorphous structure with 32 f.u./cell, in
which the octahedra show same tilting and molecules are
aligned in the 〈111〉 direction. We obtained this configuration
by making a 4 × 4 × 4 supercell (64 f.u.) with respect to the
optimized minimal cell (1 f.u./cell), and then carving a hole
(whose size equal to the core-shell configuration) by removing
32 f.u. Then we combined the core and padding shell, and
removed all the molecules. No further relaxation was done
for the padded large cubic structure. By using this padded
structure and Qdamp = 0.0434148 and Qbroad = 0.0164506 as
input, we got the PDF by using PDFgui software [91].

Figure 8 shows the calculated PDF of cubic MAPbI3

halide perovskite in different approximations using different
isotropic parameters (Ui j). One can see that as the isotropic
parameters Uii decrease, the calculated PDF are becoming
noisier. Generally, isotropic parameters can be calculated
from the phonon spectra but more often they are used as
fitting parameters. We obtained good agreement on PDF
(heights and broadening width of peaks) by using moderately
small isotropic parameters for all the atoms based on the
padded polymorphous cubic MAPbI3. Note that with different
isotropic parameters (or even without isotropic parameters)
the polymorphous cubic structure always shows by far the best
agreement with experiment, being much better than the double
well model or the monomorphous structure.

FIG. 10. Experimental PDF [40] (black lines) and calculated
PDF from (a) polymorphous model + padding (red lines), (b) and (c)
double-well monomorphous structures (blue lines), and (d) polymor-
phous model without padding (red lines) of MAPbI3 shown at low
interatomic distances (left panels) and longer interatomic distances
(right panels). All models use the same uniform Uii = 0.01 Å2 on
each atom. The padded structure is shown as an in inset in (a). All
calculations were done by using DFT-calculated periodic structures
without fitted model parameters. Note that although the double-well
model has total energy comparable to the polymorphous 32 f.u.
supercell, the PDF shows some differences, especially in peaks P2
and P3. The differences between experimental and calculated PDF
are depicted using green solid lines.

3. Phonon spectra

The phonon spectra for the minimal cubic structures were
obtained by using the force constants with density functional
perturbation theory (DFPT) and supercell finite displacement
method implemented in the PHONOPY code [92]. To get the
accurate force matrix, an 8 × 8 × 8 k mesh was used
for optimizing the minimal structures (1 f.u./cell) with an
energy cutoff of 520 eV for the plane-wave basis and an
energy convergence criterion of 10−8 eV considering the van
der Waals interaction by using optB86-vdw correction. The
force threshold was set to 10−4 eV/Å. To get the converged
force constants, we have performed the phonon dispersion
calculations by using a 4 × 4 × 4 supercell with 2 × 2 × 2 k
mesh, which is sufficient to take into account the long-range
interaction.

4. Effective band structure (EBS)

The band folding mechanism in a supercell can be ex-
pressed as

|Km〉 =
NK∑
i=1

∑
n

F (ki, n; K, m)|kin〉, (A1)
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where |Km〉 is the mth electronic state at K in supercell
Brillouin zone, and |kin〉 is the nth electronic state at ki in the
primitive Brillouin zone. One can then unfold the supercell
band structure by calculating the spectral weight PKm(ki ) from

PKm(ki ) =
∑

n

|〈Km|kin〉|2, (A2)

which is the Bloch “preservation” of Bloch wave vector ki in
|Km〉 when En = Em. Finally, the effective band structure can
be obtained using the spectral function A(ki, E ),

A(ki, E ) =
∑

m

PKm(ki )δ(Em − E ). (A3)

5. Light absorption

The photon energy (ω) dependent absorption coefficient
α(ω) was calculated from real/imaginary parts of dielectric
function [ε1(ω)/ε2(ω)] by using VASP:

α(ω) = ε2(ω)ω

c ·
√

ε1(ω)±
√

ε2
1 (ω)+ε2

2 (ω)
2

. (A4)

The imaginary part ε2(ω) was calculated in the random
phase approximation [93]

ε2(ω) = 4π2e2



lim
q→0

1

q2

∑
c,v,k

2wkδA, (A5)

A = (Eck − Evk − ω)〈μck+eq |μvk〉〈μck+e′q |μvk〉∗, (A6)

where the indices c and v refer to conduction and valence
band states, respectively, and μck is the cell periodic part of
the orbital at the k-point k.

The real part of the dielectic tensor [ε1(ω)] is obtained by
the usual Kramers-Kronig transformation:

ε1(ω) = 1 + 2

π
P

∫ ∞

0

ε1(ω′)ω′

ω′2 − ω2 + iη
dω′, (A7)

where P denotes the principle value, and η controls the
complex shift.

The dense k-point meshes with grid spacing of 12×12×12
for primitive cell and 2×2×2 for the supercell (32 f.u./cell)
were used for calculating ground-state band structure to guar-
antee that ε2(ω) is converged. Twice the number of occupied
valence bands was used for calculating empty conduction
band states.

APPENDIX B: COMPARISON OF PAIR DISTRIBUTION
BETWEEN DOUBLE-WELL STRUCTURE AND

POLYMORPHOUS STRUCTURE

Padding improves the results at the edge of our supercell,
as can be seen in Fig. 2(a) comparing experiment with the
polymorphous calculation including padding. The agreement
[black line in Fig. 2(a)] with experiment (red solid line) is
excellent.

TABLE IV. Band gap values (Eg) of orthorhombic CsSnI3 and
monomorphous cubic (M-cubic) FASnI3 structures.

XC functional Eg of orth-CsSnI3 Eg of M-cubic FASnI3

(4 f.u./cell) (1 f.u./cell)

PBEsol 0.75 0.50
optB86b-vdW 0.83 0.61
optB86b-vdW+SOC 0.70 0.39
LDA 0.75 0.53
PBE+rVV10 0.74 0.53
SCAN+rVV10 1.53 0.48
HSE+SOC 1.10 0.96
HSE 1.77a 1.41a

aReference [94].

APPENDIX C: BAND GAPS ANOMALY IN
MONOMORPHOUS STRUCTURES

1. Band gap order by using different exchange-correlation (XC)
functionals

We use different exchange-correlation functionals to cal-
culate the band gap values of orthorhombic CsSnI3 and
monomorphous cubic FASnI3. The calculated band gap val-
ues (Table IV) by using different functionals show that the
orthorhombic CsSnI3 has larger band gap value, which is
inconsistent with the band gap order seen in experiment.

2. Scheme of abnormal calculated band gaps

As shown in Fig. 11, the P-cubic FASnI3, CsSnI3, FAPbI3,
and CsPbI3 (red lines) show different band gap order com-
paring M-cubic structures (blue lines). The former shows the
consistent gap order with the experimental observation [62].
The relative band gap values of orthorhombic CsSnI3 and
CsPbI3 are also in Fig. 11.

FIG. 11. Scheme of abnormal calculated band gap values of
cubic FASnI3 (Pm-3m, blue line, M-cubic) and orthorhombic CsSnI3

(green line). Here we focus on the band gap difference, using FAPbI3

in the polymorphous cubic (P-cubic) phase as reference. The P-cubic
FASnI3, CsSnI3, FAPbI3, and CsPbI3 (red lines) are depicted in the
figure, which shows the consistent gap order with the experimental
observation [62].
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FIG. 12. Total energy convergence test of CsPbI3 as function
of cell size. This reveals that the structure with 32 f.u./cell has
converged total energy.

APPENDIX D: CONVERGENCE TEST OF TOTAL ENERGY
BY USING CUBIC CsPbI3

To evaluate the convergence of total energy lowering, we
add the randomly initial nudges (0-0.15 Å) on each atom and
relax the cubic structure of CsPbI3 within different cell size
(1, 8, 16, 32 f.u./cell), keeping lattice constants. As shown in
Fig. 12, the total energy of 32 f.u./cell structure is close to
converged, indicating that the 32 f.u./cell configuration may
capture all possible octahedral deformations.

APPENDIX E: BAND GAP RENORMALIZATION

Figure 13 shows a clear decrease in the band gap en-
ergy difference among the polymorphous and monomorphous
phases when the tolerance factor increases.

APPENDIX F: DISTRIBUTION OF OCTAHEDRAL
DEFORMATIONS IN HALIDE PEROVSKITES ABI3

(A = Cs, FA; B = Pb, Sn)

We calculated the distribution of octahedra deformations
of monomorphous cubic phases (Fig. 14, blue solid line)
with 1 f.u./cell and polymorphous cubic phases (Fig. 14,
red solid line) with 32 f.u./cell for CsPbI3, CsSnI3, FAPbI3,
and FASnI3. The polymorphous cubic perovskites ABX3

clearly have a distribution of rotation angles (0°–15°) and
B-site off-center displacement (0.0–0.75 Å). The averaged
octahedra volume in polymorphous phase is also larger than
that in monomorphous phase. Previous DFT calculations [40]
suggested that a double-well configuration is a reasonable
representation of the actual structure. The green line in Fig. 14
shows that the double-well model has a narrow distribution of
motifs, thus it is a nearly monomorphous model.

APPENDIX G: BAND EDGES COMPOSITIONS
AND SHIFTS

1. Band edges orbital compositions

To isolate the various effects on opening the band gap,
we first check the orbitals contribution at band edge for
monomorphous and polymorphous structure (Table V). The
X-p and B-s mainly contribute the VBM, and CBM mainly
originates from B-p orbitals. However, there is negligible
change of contribution at VBM/CBM from monomorphous
to polymorphous structure. Then we create a monomorphous
cell replicated periodically a few times and imposed (a) B
atom displacement (0.2 Å) at constant volume, then at relaxed
volume, and (b) octahedral tilting (tilted 13 deg in-plane) in
fixed volume and in relaxed volume.

2. Band edges shifts due to octahedral deformations

We consider two types of octahedral deformations (i.e.,
a 15° tilt for each octahedron resembling octahedral tilting
pattern in the orthorhombic structure of CsPbI3 and a Pb off-
center along the 〈111〉 direction) within a 2 × 2 × 2 supercell

FIG. 13. (a) The band gap differences between MD calculations and the monomorphous cubic phases (red symbols) and (b) the difference
between polymorphous and monomorphous band gaps (black symbols) as a function of tolerance factor.
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FIG. 14. Statistics of motifs in perovskites for (a) CsPbI3, (b) CsSnI3, (c) FAPbI3, (d) FASnI3, and (e) MAPbI3. Distribution of octahedra
tilting with respect to x/y/z axis (left column), B-site off-center displacement corresponding to six-folded X ions (middle column), and
octahedral volume (right column) in polymorphous representation (The solid lines were broadened by using the Gaussian function.) Blue lines
are for the monomorphous cubic structure, red lines for the polymorphous cubic, and green lines for the double-well structure.

of monomorphous cubic CsPbI3 to evaluate the band edge
shifts. First, we artificially set the octahedral deformations
by keeping the octahedral volume constant to the octahedral
volume in monomorphous cubic CsPbI3 and get the band
edges with respect to the core level of I-1s orbit (the second
and forth column in Fig. 15). Then, we relax the volume
of the structure with octahedral deformations by keeping its
symmetry and get the corresponding band edges as shown in

TABLE V. Orbital contribution at band edge for different ABX3

perovskites in the monomorphous (M) and polymorphous (P) con-
figurations. We show the s and p contribution to the valence band
maximum (VBM) and conduction band minimum (CBM).

VBM CBM

ABX3 B-s X-p B-p X-p

CsSnI3 M-cubic 0.345 0.407 0.539 0.000
P-cubic 0.300 0.427 0.497 0.040

CsPbI3 M-cubic 0.245 0.441 0.564 0.000
P-cubic 0.196 0.462 0.559 0.035

FASnI3 M-cubic 0.309 0.416 0.523 0.008
P-cubic 0.296 0.424 0.506 0.026

FAPbI3 M-cubic 0.216 0.449 0.563 0.010
P-cubic 0.201 0.456 0.557 0.011

the first and last columns in Fig. 15. As shown in Fig. 15, the
VBM and CBM down shift and band gap increase with respect
to the undistorted structure (third column) due to octahedral
deformation. Further, the B-site off-center apparently results
in a much larger band gap increase than octahedral tilting.

APPENDIX H: JOINT DENSITY OF STATES, TRANSITION
DIPOLE MATRIX AND ABSORPTION

To evaluate the optical properties, we carried out the
dielectric matrix calculations by using PBE functional. Ac-
cording to the Fermi golden rule, the optical absorption (α)
of semiconductor at photonic energy ω can be expression as
follows:

α ∝ 2π

h̄

∫
|〈v|Ĥ |c〉|2 1

4π3
δ[Ec(k) − Ev (k) − ω]d3k,

where 〈v|H |c〉 is the transition matrix (i.e., oscillator strength)
from states in the valence band to states in the conduc-
tion band and the integration is over the whole reciprocal
space. The relative strong joint density of states (JDOS)
[Fig. 16(a), red line] of polymorphous cubic FASnI3 at
band edge is stronger than JDOS of monomorphous cubic
FASnI3 [Fig. 16(a), blue line]. And the comparable oscillator
strength for polymorphous [Fig. 16(b)] and monomorphous
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FIG. 15. Band edges shift (VBM, CBM) due to octahedral tilt-
ing and B-site off-center in CsPbI3 halide perovskite starting from
monomorphous cubic (M-cubic) CsPbI3 (middle). The potential en-
ergies were aligned by using core level of I-1s orbitals in monomor-
phous structure.

[Fig. 16(c)] cubic FASnI3 indicates that the polymorphous
cubic FASnI3 presents sharply rising absorption.

We also compare the absorption coefficient of MAPbI3

derived from α = 4πk/λ [Fig. 16(d), black line] using exper-
imental extinction coefficient (k) [95] to our calculated results

FIG. 16. The JDOS of the polymorphous and monomorphous
(a) cubic FASnI3. And the transition strength from valence bands
to conduction bands for polymorphous (b) and monomorphous (c)
cubic FASnI3 structures. (d) Comparison of absorption between ex-
perimental absorption (solid black line) of pseudocubic MAPbI3 [95]
and calculated polymorphous cubic (solid red line, using Gaussian
broadening parameters, σ = 0.3) of MAPbI3.

[Fig. 16(d) red line], using Gaussian broadening parameters
(set sigma = 0.3), and we find good agreement for peaks A, B,
C in the range of 3.5–6.0 eV, which substantiates our model.
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