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We report the results of a first-principles calculation of the electronic structure of substi-
tutional, unrelaxed, and neutral chalcogen impurities (0, S, and Se) in silicon. We have em-

ployed the recently developed quasi band crystal-field defect Green's-function method. We
find that whereas atomistic models predict that the binding energies of donor levels in semi-
conductors increase with the ionization potential of the free impurity atoms, a special
enhancement of the screening in the solid predicts, for chalcogen impurities in silicon, a re-
versal in this order. Our results are in excellent agreement with recently reported optical ex-
citation data available for Si:S and Si:Se. We demonstrate that whereas oxygen shows the
expected sp bonding to the host crystal, sulfur and selenium exhibit also significant d bond-
ing by utilizing their virtual d states. We discuss the relevance of effective-mass —type cal-
culations to chalcogen impurities in the light of our results.

I. INTRODUCTION

The group-VIA (chalcogen} impurities in silicon
have been the subject of intense investigation over
the past two decades. The problems encountered in
their study are interesting from both a purely scien-
tific as well as a technological viewpoint.

Oxygen is the commonest contaminant in
crucible-grown silicon and has hence been the sub-
ject of considerable work (e.g., see Refs. I—3 for re-
cent reviews}. One reason is the advent of very-
large-scale integration (VLSI} technology where one
needs ultrapure silicon in order to produce VLSI
chips for digital electronic devices. ' Experimental-
ly, Si:0 was the subject of a pioneering study by
Watkins and Corbett (the "A center"). Their EPR
work identified it as a defect located off the substi-
tutional site. Sulfur is experimentally the best-
studied deep impurity in silicon (see review of litera-
ture in Ref. 5}. This is probably because one of the
commonest centers concerning sulfur ("sulfur II,"s
see below) is believed to be an ideal substitutional
defect in silicon. The chalcogen defects in silicon
are potential materials for thermal imaging and
infrared-detection work. ' It is believed that it
could supersede and replace indium in this role.
Selenium has been the subject of recent, very in-

teresting optical excitation studies. '
Like other chemically reactive impurity elements,

the chalcogens can form molecular complexes with
the host semiconductor as well as with native and
with intentionally introduced impurities. However,
the chemical identity of such complexes remains
largely unknown. It has therefore been difficult to
associate experimental observations on chalcogen-
containing semiconductors [e.g., EPR, deep-level
transient spectroscopy (DLTS}, and infrared-
absorption data] with well-characterized chemical
species. Our aim is to perform the first systematic
self-consistent theoretical study on a series of chal-
cogen impurities in silicon in the simplest
configuration —undistorted substitutional impur-
ities—and establish the expected chemical trends in
the electronic properties along this series.

Table I summarizes some pertinent data on chal-
cogen atoms that can be used to form an a priori in-
tuition on the chemical trends. It includes the calcu-
lated" (using unrelativistic restricted Hartree-Fock
formalism in the Koopmans limit) and measured'
differences ~, and ~z in s and p valence orbital
ionization energies between the chalco~en atom and
Si, the differences in the Bragg-Slater atomic radii(~ ) and Pauling's tetrahedral radii' (~ ), as
well as the differences in Sanderson's' and
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TABLE I. Summary of data pertaining to some chemi-
cal trends in the chalcogen elements. hE, and hE~ are
the differences between the chalcogen and Si valence ioni-
zation energies for s and p orbitals, respectively. We give
both calculated results [restricted nonrelativistic Hartree-
Fock formalism in the Koopmans limit (Ref. 11)] and
measured results (Ref. 12). hR and hR are the differ-
ences in the Bragg-Slater (BS, Ref. 13) and Pauling's (Ref.
14) tetrahedral (T) radii of the chalcogen element and Si.
hg and hg are the corresponding differences in the San-
derson (S, Ref. 15) and Pauling (P, Ref. 16) electronega-
tivities.

Quantity

aE,"" (eV)

aE,'"" (ev)
dkE'"~' (eV)
hR (A)
bR (A)
~x'
~x'

0
19.1
9.1

15.0
5.5

—0.5
—0.5

2.37
1.7

9.2
3.8
6.7
2.3

—0.10
—0.13

1.28
0.7

Se

8.1

2.9
6.7
1.6
0.05

—0.03
1.37
0.6

Te

44
1.7
4.4
0.9
0.30
0.15
0.75
0.3

Pauling's' atomic electronegativities M and hX,
respectively. Except for M, all the data are mono-
tonic along the chalcogen series: Going down
column VIA of the Periodic Table, the propensities
of these elements to bind their atomic valence elec-
trons decreases and their size increases. This is con-
sistent' with the trends in the solubilities of chal-
cogen impurities in silicon. ' Note, however, that
the observed s-orbital binding energies of S and Se
are closer than the calculated ones, and that con-
comitantly ~ {in contrast to hX ) shows Se to be
somewhat more electronegative than S. Our objec-
tive will be to establish the extent to which the
chemical trends apparent from atomic physics and
chemical scales (Table I) carry over to the condensed
phase.

We have employed the recently developed
quasi band crystal-field (QBCF) defect Green's-
function technique' to study the electronic struc-
ture of 0, S, and Se in silicon (Te is not included
due to the predominance of relativistic effects ).
Details of the technique have been published else-
where. ' We shall not describe them in this paper
except to characterize the computational input to
the present calculation. The calculations are per-
formed within the framework of local-density-
functional formalism. First-principles nonlocal
pseudopotentials are employed. The calculations
were carried through to self-consistency of better
than 10 mRy in the potential. The defect had a neu-
tral configuration and was situated at the substitu-
tional site, and no relaxation was considered. The
spectral expansion of the defect wave functions in

terms of host (plane-wave-based) Bloch wave func-
tions consisted of an average of 30 bands for each k
point, plus four quasi bands. ' These were con-
structed from a linear combination of the exact (nu-
inerical) local-density valence pseudo-orbitals of the
impurity atoms. The local representation of the de-
fect wave functions consisted of 12 s, 11 p, 11 d, 10
f, and 10 g quantum-defect orbitals2' (i.e., solutions
of a radial atomiclike potential b Ir —a Ir) with op-
timized parameters a = 12.5 a.u. ' and b =1.0
a.u. . Counting both radial and angular com-
ponents, this single-center basis consisted of 12 s, 33
p, 55 d, 70 f, and 90 g orbitals, or a total of 260 lo-
cal orbitals. This set was augmented by the numeri-
cal s and p valence pseudo-orbitals of the impurity
atom, calculated from an integration of the atomic
Schrodinger equations. Potential perturbations and
differences in charge densities were expanded in Ku-
bic harmonics up to an angular momentum of 8.
The electronic structure of the host crystal was ob-
tained from a self-consistent pseudopotential band
structure, using an exchange coefficient a=1, as
described previously. Such a large exchange coef-
ficient is needed in a local screening calculation to
produce a physically correct band gap'9'2 (1.2 eV in
the present study). Detailed convergence studies
were carried out as before' to assure a precision of
-0.1 eV in energies and -2% in charge densities.

In Sec. II we briefly recapitulate recent experi-
mental work on these impurities, which may have a
direct bearing on our calculations. In Sec. III we
predict the location of impurity levels, the form of
the impurity wave functions, and the values of the
impurity charge densities. We compare our predic-
tions with previously reported theoretical calcula-
tions and with experiment, wherever possible. In
Sec. IV we discuss the chemical trends in the calcu-
lated impurity gap levels and compare them with
what can be expected from atomic physics and
chemical scaling arguments (Table I). We find an
interesting reversal in the order of the levels in the
solid relative to their order in free atoms. This
points to the importance of self-consistent screening
effects in the solid, discussed in Sec. IV. In Sec. V
we compare our results for Si:Se with optical excita-
tion studies that have recently been performed. We
give corresponding values for the case of Si:S. In
Sec. VI we discuss briefly the validity of previous
calculations based on effective-mass theory in the
light of our calculations.

II. THE EXPERIMENTAL SITUATION

We briefly review the present status of the experi-
mental situation. The experimental literature is
enormous, and we shall limit ourselves to discussing
some recent work that has a direct bearing on our
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calculations.
According to the recent work of Brotherton

et al. , there are three categories of sulfur level in
silicon, termed S I, S II, and S III. Measuring ener-
gies with respect to the minimum of the conduction
band E„ the S I levels occur in a pair at E,—0.18
eV (A level) and E, —0.38 eV (8 level). These S I
levels appear in high concentration after high-
temperature diffusion at 1200'C. The S II levels
also occur in a pair: the C level and D level. They
appear in high concentration with low-temperature
diffusion or slow cooling. The energy of the C level
is E,—0.32 eV if it is deduced from an ln(e„') vs

1/T plot, and the temperature dependence of the
capture cross section is taken into account. The en-

ergy of the D level measured ' in the same fashion
is E,—0.59 eV; however, when it is deduced from a
ln(e„'/T ) vs 1/T plot, the result is E,—0.53 eV.
Processing the data of Ref. 6 by the former method
gives E,—0.59 eV. The most reliable value comes
from optical measurements and gives E, —0.613 eV.
There is one S III level at E,—0.08 eV. Brotherton
et al. performed Hall-effect and diode C- V measure-
ments (including DLTS) to determine the above-
mentioned levels. They reviewed most of the previ-
ously reported levels and were able to fit them into
the above three categories. In a parallel work,
Grimmeiss and co-workers ' performed exten-
sive and very careful optical and electrical measure-
ments on the S II center (C and D levels). The ter-
minology used by Grimmeiss et al. is different (they
refer to the C,D levels as B,A centers, respectively).
We shall follow the notation of Brotherton et al. in
order to avoid confusion. Both groups agree on the
values obtained for S II up to a few milli-electron-
volts (meV). There is some discrepancy about the
other centers S II and S III. In a recent photocon-
ductivity study, Humphreys et al. provided a very
accurate estimate of the S II (C level) as well as the
experimental binding energy of the excited states of
this level. All three works are in agreement over the
value E, —0.32 eV for the S II (C level). Further-
more, apart from a study by Myers and Phillips,
the concentration profiles and density of the C and
D levels have been found to be equal by many work-
ers. ' ' Thus it is logical to conclude that the two
levels C and D are two charge states of the same
center. Reinforcing this is the fact that the capture
cross section of level D at 300 K is greater than
6X10 times that of level C extrapolated to 300 K.
Hence one may associate the C level with neutral
sulfur S (i.e., a S ~S+ transition) and the D level
with a positively charged S+ (i.e., S'+~S + transi-
tion). The concept of sulfur as double donor would
imply that the D level is paramagnetic, and in the
EPR work this level has been identified as having

tetrahedral symmetry. ' The C level has not been
detected in EPR studies. This may be indicative of
a closed-shell a i configuration of S . The above ar-
guments form the basis of the widely held opinion
that the S II (C level) is a neutral, substitutional, un-

relaxed impurity in silicon. For the sake of com-
pleteness, we shall mention that the S I levels are be-
lieved to be charge states of S-impurity pairs, and
the S III is believed to be a complex of S and a
dopant impurity.

Comparable studies have recently been done' for
Se and Si in which the counterpart of S II levels
were identified. For Se, these are at E,—0.30 eV (C
level) and E, —0.52 eV (D level, from e„' vs 1/T
plots without correction for the temperature depen-
dence of the cross section) or E, —0.59 eV (from op-
tical data, ' ' cf. Refs. 23, 25, and 30). Furthermore,
very interesting infrared-absorption studies have re-
cently been performed to determine the excited-state
ladder of the E,—0.30 eV center. ' In one of
them, ' similar results were reported for mass-
transported and diffused Se. It is with these
infrared-absorption studies that we will compare our
calculations in Sec. V.

An enormous amount of data exists for 0 in Si.
There is no indication that 0 forms a simple defect
in Si. A discussion of oxygen levels invariably in-

volves consideration of complexes' ' ': Si04,
Si05, vacancy-oxygen pairs, etc. Oxygen behaves

very differently from S and Se. In our calculation
we shall look for departures from established chemi-
cal and atomic trends. This could provide some in-

sight into the anomalous behavior of oxygen.
We note that simple chemical considerations al-

ready point to the possibility that whereas 0 will not
form simple substitutional impurity in Si (i.e.,
tetrahedral bonding), S and Se will. The large atom-
ic size and electronegatively mismatch between 0
and Si compared with the smaller differences for S
and Se (Table I) point to this direction. Further-
more, S and Se do form stable molecules with Si
where the Si—S—Si or the Si—Se—Si bond angles are
close to tetrahedral. For example, tetramethyl cy-
clodisilthiane and hexamethyl cyclotrisilthiane
have bond angles Si—S—Si of 110'. Also, the com-
pounds SiS2 and SiSe2 show at high pressure a cris-
tobalitelike (Si02) structure in which the bond angle
around the chalcogen is close to tetrahedral, in con-
trast to the values of 140 —150' in Si02.
Tetrahedral bonding of oxygen with relatively elec-
tropositive elements like Si are virtually unknown.

III. RESULTS

Figure 1 depicts the deep defect-induced electron-
ic levels for 0, S, and Se as obtained by our calcula-
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FIG. 1. Schematic view of the calculated deep impuri-

ty levels of neutral, substitutional 0, S, and Se in Si. Res-
onances are shown as shaded (t2) or cross-hatched (a~)
areas. The demarcation line for resonances is approxi-
mate. Gap levels are shown as solid lines, where the occu-

pation is denoted by solid circles. (The shallow e and tq

states in the gap, not shown on the scale of this figure, are
depicted on an enlarged scale in Fig. 8.)

tion. The discussion of the shallow e and t2 levels

(cf. Fig. 8, not shown on the scale of Fig. I) will be
deferred to Sec. V. We shall first discuss the levels
of a ~ symmetry and next those of t2 symmetry.

An inspection of Fig. 1 shows that levels of a&

symmetry may be divided into two groups. In the
first group we have a hyperdeep a& level below the
valence-band minimum and a broad resonance a&

around Ev&M —8 eV, where VBM is the valence-
band maximum. They may be viewed as the bond-
ing and antibonding configurations of the impurity-
atom valence s levels and the vacancy a i resonance'
at =EvqM —8.0 eV. Figure 2 depicts for Si:S the

angular momentum components' Gi '(
~

r
~

) of
these wave functions. The hyperdeep level [Fig.
2(a)] is seen to be nodeless, confined in the central
cell and almost exclusively s-like. In fact, it is very
similar to the outer valence s pseudo-orbital of the
free impurity atom. In contrast, the a ~ resonance
[Fig. 2(b), depicting a level at EvaM —8.2 eV from
this resonance] is seen to have a node in the central
cell and to be a s-f hybride.

The second group of a
&

impurity levels lies above
the valence-band maximum (Fig. I). S and Se have

a~ levels deep in the gap and are doubly occupied.
The radial components of this wave function are de-

picted in Fig. 2(c} for Si:S. It is seen to have a node
halfway between the impurity and its nearest neigh-

bor, and to be predominantly s-like. Table II
gives the energy values obtained by our calcula-
tions and compares them with other calculations.
Table III provides information on the degree of lo-
calization of the defect-induced wave functions. It
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FIG. 2. Radial components of the defect-induced a
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wave functions of Si:S. (a) hyperdeep a &, (b) a I valence-band reso-

nance, (c) a i gap orbital. The solid circle indicates the position of the nearest-neighbor Si atom.
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TABLE II. Summary of calculated gap levels of a
&

symmetry for substitutional Si:0, Si:S,
and Si:Se. The numbers represent distance from the conduction-band edge. All values are in

eV. We show the results of the present work both as orbital energies and as removal energies

(transition-state values) that can be compared with experiment. For comparison, the observed

values for the C center are given. The values from Ref. 36 are interpolated graphically.

Workers 0 S Se

Fletcher (Ref. 35)
Hjalmarson et al. (Ref. 36)
Pantelides and Sah (Ref. 37)
Pantelides (Ref. 38)
Bernholc et al. (Ref. 39)
Present Work

Orbital energies
Removal energies

Expt. [C center, Refs. 5(a) and 5(b}]

0.26
-1.2

0.06

0.17
-0.6

0.33
0.41
0.10

0.29
0.32
0.318

0.16
-0.5

0.36
0.27

0.26
0.29
0.306

depicts the percentage of electronic charge enclosed
in a sphere of radius R around the impurity site for
both the gap and the hyperdeep al levels. It shows
that whereas the hyperdeep a

&
level is extremely lo-

calized, its counterpart in the gap has only a quarter
of its charge in the central cell. The partial wave
analysis of Table IV indicates that most of the
charge in the ai gap levels is s-like, with only a
small admixture off character.

The pioneering work of Fletcher is based on an
empirically parametrized Koster-Slater approach to
the defect Green's function. Hjalmarson et al. em-

ployed a similar tight-binding approach. In both
calculations the defect energy levels are determined
by the choice of the diagonal perturbation parame-
ters ~, (Table I}, since no off-center coupling with
the host crystal was allowed. A great amount of the
variations in the predicted positions of these gap lev-
els (e.g., E, —0.26, E,—0.17, and E, —0. 16 eV for
0, S, and Se in Ref. 35, compared with E, —1.2,
E,—0.6, and E,—0.5 eV in Ref. 36) is associated
with different choices of the atomic input ~, (in

Ref. 36 the hE,'"' values of Table I were used,
which differ from the observed ~,'" ' values; cf. S
and Se}.

The results of Table II show a considerable spread
in the predicted ai gap level energies, highlighting
the difficulties in such calculations. In fact, dif-
ferent authors compared their predicted results with
different observed values (centers A D in Sec.—II).
For example, for the case of S the work of Fletch-
er ' is closer to S I (A level ), and the work of Hjal-
marson3 is closer to S II (D level ), as opposed to
being closer to S II (C levels). Both of these calcula-
tions as well as ours suggest the same trend: S is
slightly deeper than Se. This trend parallels the
trend in ~, and is consistent with a wide body of
experimental data that finds the Se energies to be
10% stnaller than those of S.' [Note, however, that
the fact that tight binding predicts S to be deeper
than Se is at least partially an artifact of the choice
of Hartree-Fock energy parameters ~, "(S})~,'"'(Se},as opposed to the experimental values

~,'" '(S)=~,'" '(Se).] In all our calculations, in-

TABLE III. Percentage of the normalized electronic charge enclosed within a sphere of ra-
dius. R around the impurity site, for the gap and hyperdeep levels, both of al symmetry.
Nearest-neighbor distance is denoted by d (4.44 a.u.). The next-nearest neighbor is at 1.63d.

Impurity

0
S
Se

Level

Gap
Gap
Gap

R =d/2

1%
6%
6%

9%
29%
27%

R =1.63d

16%
47%
45%

0
S
Se

Hyperdeep
Hyperdeep
Hyperdeep

94%
70%
66%%uo

100%
97%
96%

100%
100%
100%



4914 VIJAY A. SINGH, U. LINDEFELT, AND ALEX ZUNGER 27

TABLE IV. Energies, orbital density localization parameters q and their angular momentum components qi of the a
&

gap level, one of the t2 resonance levels in the valence band, and one in the conduction band. E, and EvBM represent the
bottom of the conduction band and the top of the valence band, respectively. The q represents the electronic charge en-
closed in a sphere of radius 4.44 a.u. (nearest-neighbor distance) around the impurity site, normalized to 1.0. The a ~ states
are doubly occupied, the conduction-band t2 states are empty, and the valence-band t2 states are sixfold occupied. qi
represents its decomposition into angular momentum components (Ref. 22).

Impurity

0
S
Se

State

Gap states

e (eV)

E,—0.06
E,—0.29
E,—0.26

Symmetry

a~

a~

a~

q,

92%
92%%uo

92%

7%
8.1%
5%

q (e)

0.088
0.29
0.27

0
S
Se

t 2 resonance EVBM

EvBM —5.14
EvBM —5. 13

t2

t2

t2

97%
98%
98%

2.0%
1.2%%uo

1.5%

&1%
&1%
&1%

0.22
0.21
0.19

0
S
Se

t 2 resonance EvBM+2 00
EvBM+ 1.58

EvBM+ 1.59

t2

t2

t2

66%%uo

23%
20%

32%
75%
78%

&1%
&1%

0.10
0.11
0.11

eluding the transition-state calculations (labeled "re-
moval energy" in Table II) which we shall discuss in
Sec. IV, we find that the Se gap energies are
5—10% smaller than those for S. (Although our
calculations are accurate to a tenth of an electron
volt, we have displayed numbers to a hundreth of an
electron volt in order to emphasize this reproducible
difference between Se and S and hence the suggested
trend. }

A self-consistent Green's-function calculation
similar in spirit to ours (but using an empirical local
pseudopotential} has been performed for Si:S by
Bernholc et al. They report a gap level of a ~ sym-
metry 0.1 eV below the conduction-band edge com-
pared with 0.29 eV obtained by us. Overall, the best
agreement with experiment is obtained by the QBCF
result of the present work (Table II).

The calculations in Refs. 37, 38, and 40 for Si:S
and Si:Se are based on an extension of effective-mass
theory (EMT} to double donors. The analogy in this
is with the helium atom as opposed to the hydrogen
atom. ' Table II shows that the EMT calculations
based on pseudopotentials yields Se to be deeper
than S in opposition to all other calculations. The
EMT calculations based on the point-charge model
show a substantial difference between Se and S, and
this is again in contradiction with other calculations
as well as with experimental observation. Other
EMT calculations have been reviewed by Pan-
telides.

All calculations for Si:0 summarized in Table II
pertain to a substitutional unrelaxed geometry. The
predicted binding energies cannot be compared with
experiments (a value of E,—0.17 eV has been pro-

posed ) that pertain to a strongly relaxed configura-
tion.

The oxygen a~ gap level, like those for neutral S
and Se, is also doubly occupied. However, it is
much closer to the conduction-band edge as shown
in Table II. This closeness results in resonance; the
a

& gap level for Si:0 is a tail of a broad conduction-
band resonance, peaking around ELM+ 1.5 eV. We
note from Table II that our oxygen result is at odds
with all previous calculations: It does not follow the
monotonic trend with the ionization potential differ-
ences ~,. We shall discuss this significant irregu-
larity and its implications on the screening mechan-
ism in the solid in the next section.

There exist several cluster calculations for chal-
cogens in silicon. In the multiple-scattering (MS}
Xa work of Cartling, the transition-state calcula-
tion for the S a

& gap state yields E,—0.39 eV, close
to the value of E,—0.32 eV obtained here. In a sim-
lar MS Xa calculation, Caldes et al. obtained for
0 an ai level in the middle of the gap. This level
certainly appears to be deeper than S, similar to the
findings of Refs. 35 and 36. Both MS Xa calcula-
tions show a hyperdeep level for S and 0, similar to
ours. However, Table III shows that the ai gap lev-
el wave functions are very extended (in particular,
for Si:0). In fact, they sample mainly the potential
outside the second Si shell. Small-cluster calcula-
tions (including one or two Si shells) miss the sig-
nificant interaction and may hence produce results
for the gap levels that are less reliable (i.e., too deep
relative to E, ) than those for the hyperdeep levels.
This is highlighted by the fact that a QBCF calcula-
tion for Si:S in which one impurity is placed in a re-
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TABLE V. Population analysis of the occupied states for the 0, S, and Se in Si. See defini-
tions in text and in Ref. 22.

Impurity

0

Angular

momentum

l=o
1=1
l =2
1=3
l =4
Qa

Qi'

2.4260
0
0
0.0934
0.0132
2.533

Qt

0
0
0.2575
0
0.0800
0.368

t)
Qi

0
0
0
0.3883
0.0689
0.457

Q
2

0
7.5024
0.8198
0.1399
0.1777
8.640

2.4260
7.5024
1.1073
0.6216
0.3494

Q'"= 12.00

l =0
1 =1
1=2
1=3
1=4
Q

lX

2.8498
0
0
0.1562
0.0170
3.0230

0
0
0.4362
0
0.1002
0.5364

0
0
0
0.5248
0.0857
0.6110

0
6.1644
1.0646
0.1809
0.1895
7.5994

2.8498
6.1644
1.5008
0.8619
0.3924

Q
'"= l l.77

Se l=o
l=l
l =2
1=3
l =4
Q

Cl

2.8128
0
0
0.1526
0.0165
2.9819

0
0
0.4695
0
0.1809
0.5714

0
0
0
0.5431
0.0877
0.6008

0
6.0450
1.1468
0.1897
0.1809
7.4624

2.8128
6.0450
1.6163
0.8854
0.3870

Q"'= 11.75

only its valence sp orbitals. Indeed, the chemistry of
S compounds suggests the decisive role of d hy-
bridization (e.g. , the near linearity of the HzS mole-
cule, impossible within the sp-bonding picture, as
opposed to the 105' bond angle in H20). We note
that the pronounced non-sp character of the central
cell charge for Si:S and Si:Se cannot be faithfully re-
vealed by tight-binding models ' (which restrict
the basis set to sp orbitals only; hence only off-center
d character is allowed), or by local pseudopotential
models3 (which force the d part of the wave func-
tions to sample the same potential that the sp piece
"feels"; hence d states are artificially pushed to
higher energies}. Table V also shows that the e and

ti character of the system is relatively small and
fairly constant along the series, consistent with the
fact that there are no strongly localized defect-
induced e and t~ resonances in the system (the shal-
low e level is extended and effective-mass-like; cf.
Sec. V). Finally, if one subtracts from the Q~ values
of Table V the corresponding values for the Si va-
cancy, ' one finds that the effective configuration of
substitutional oxygen in silicon is closer to s'p5 (sp
bonding) than to its free-atom configuration s p" (p
bonding).

IV. REVERSAL OF ORDER OF DEFECT
LEVELS WITH ATOMIC IONIZATION

ENERGIES

In this section we discuss the calculated chemical
trends in the binding energies of the a

& gap levels, in
light of intuitive chemical models advanced on the
basis of the data of Table I. The basic phenomena is
that the order of the a ~ binding energy that we find
(E, —0.06, E,—0.29, and E, —0.26 eV for Si:0,
Si:S, and Si:Se, respectively; cf. Table II}shows a re-
versal in order relative to the atomic energy differ-
ences for the s orbitals (hE, =15, 6.7, and 6.7 eV for
0, S, and Se, respectively; cf. Table I). This reversal
persists when very accurate pseudopotentials are
used (the trans-density-functional pseudopotentials
of Ref. 20, which, among others, is norm conserv-
ing), when careful basis-set convergence studies are
conducted, and when the asymptotic sum rule
[lim, EV(r) =2(Zo —Zs;) =4] is strictly en-
forced. (The reversal may not occur if there is in-
sufficient variational flexibility outside the central
cell, where most of the amplitude of the gap wave
function is concentrated. )

The underlying concept, used in defect theories as
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peated supercell containing 250 atoms gives an a]
gap level at E, —0.47 eV, whereas if the supercell is
increased to include 1458 atoms, the level moves up
to E, —0.29 eV.

We next discuss the levels of t2 symmetry. There
is a broadened t2 resonance in the valence band (t2
in Fig. 1) that has over 50% atomic character (i.e.,
in the expansion of the wave functions in local orbi-
tals, the square of the coefficient of the free
impurity-atom basis function exceeds 0.5). This is
the counterpart of the ai hyperdeep level. This may
be viewed as the bonding combination of the impuri-

ty p level with the vacancy' t2 level. There is fur-
ther a t2 resonance in the conduction band, above
the a~ gap level (t2 in Fig. 1). This is the continua-
tion into the bands of a shallow and discrete t2 level

just below the conduction-band minimum (cf. Sec.
V). Figure 3 depicts the wave functions of both the
bonding valence-band t2 resonance and for the anti-
bonding conduction-band t2 resonance, all plotted
along the +(111) crystal directions. The bonding
t2 resonance is nodeless in the central cell and p-
type, whereas the antibonding t2 resonance is a p-d
hybride, has a node in the central cell, and is twice
as delocalized in this region relative to the bonding
t 2 resonance.

Table IV depicts the charge enclosed in a sphere
of radius 4.44 a.u. (nearest-neighbor distance) by the
a~ gap and a t2 resonance wave function. The t2
conduction-band resonances have considerable 1=2
character (i.e., they are p-d hybrids). [Tight-binding
calculations35' using only I =1 (p} orbitals may not
be able to describe this adequately. ] Note that the
percentage of d character increases dramatically in
going from Si:0 to Si:S and Si:Se: The t2 levels of
the latter are predominantly d states. Table IV fur-
ther shows that the ai-t2 splittings between the
respective antibonding state (0.94,0.75,0.77 eV for
0,S, Se, respectively, using the strongest t2
conduction-band states shown in the table} follow
the order expected from atomic physics for the
s-p splittings 6,& in the free atoms
[A,z(0) »5,~(Se) & h,z(S), cf. Table I].

Table V contains a population analysis of all the
occupied valence states for 0, S, and Se. Here (cf.
Ref. 22) Qi denotes the charge enclosed in a sphere
of radius 4.44 a.u. for all states of representation
a =a ~,e, ti, t2 and angular momentum I =0, 1,2, 3,4.
The orbital charge Q is gi QP and hence shows
the total charge in a given representation. Q~ is

Qi and represents the l character of all represen-
tations. Q'" is g Q~ and represents the total elec-
tronic charge in the central cell.

Table V shows that QI a is relatively small for 0
as compared to S and Se. This is due to the fact
that the doubly occupied a i gap level for 0 is closer
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(dashed lines) wave functions, plotted along the +(111)
crystal directions. (a) Si:0, (b) Si:S, (c) Si:Se.

to the conduction band and more delocalized (d.
Table III). In contrast, the Qq ~

and Q„, of O is

higher than S and Se. This implies that the per-
turbed valence band carries more charge in the cen-
tral cell in the case of O. This is consistent with
chemical electronegativity considerations. 0 is
much more electronegative than S or Se and hence
attracts more charge (cf. Table I). Note further that
the non-sp character (QI 2+Q~ 3+QI 4) is consid-

erably smaller for Si:0 (2.0) than for Si:S (2.75) and
Si:Se (2.9). This is consistent with the well-known

ability of S and Se to utilize their extravalence orbi-
tals (e.g., 3d and 4d for S and Se, respectively) and
form even sixfold-coordination compounds (e.g.,
SF6), as opposed to the lower coordination possible
for oxygen (e.g., OF2), which utilized effectively
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hV "(r)=V '(impurity) —V"'(host) (2)

associated with it. The screening is calculated as a
sum of the interelectronic Coulomb term V„[p(r)]
and the exchange-correlation term V„,[p(r)], both

diverse as effective-mass, tight-binding, ' and

chemical scaling approaches, has been that the
binding energies Eb of different impurities I in the
same host crystal are ordered according to the ioni-
zation potential differences AE(I —H) of the isolat-
ed impurity atoms, if one considers the same
crystal-site location and charged state for all impuri-
ties. Various theoretical approaches have displayed
the atomistic scaling hypothesis in different forms.
They all predict a monotonic, ' or near-
monotonic, variation of Eb with the defect-
induced potential perturbation

6V= V(impurity) —V(host) .

In turn, AV directly reflects in these theories the
difference between the impurity (I) and host (H)
atomic ionization potentials V&p. For example,

~ V ~ VIP VIP =bE(I —H)—
I H

in tight-binding models,

t5 V~ VP(q) —VP/(q)

(in momentum space) in central-cell-corrected
effective-mass models (where VP is the bare pseu-
dopotential of the free ion, whose depth is propor-
tional to V&P ), and

~V ~
I rf XH I

'—
in chemical scaling models" (where g; is the atomic
electronegativity, proportional to VfP ). The under-

lying premise in these approaches is that the balance
that exists in an isolated atom between the bare po-
tential V+ and the screening potential V is in-
herently similar (or maintains a causal scaling rela-
tion) to that prevailing for an impurity atom bonded
to a solid. We note, however, from Table III that
the at gap levels in silicon (antibonding combina-
tions) are extended in coordinate space, in contrast
to the far more compact valence s-orbital wave func-
tions of the isolated impurity atoms. To what extent
does this difference affect the ordering of the levels?
A self-consistent approach to the problem offers the
opportunity to explore this point. In this approach
one specifies only the external bare perturbation as-
sociated with the impurity

5V'"'( r )= VP'(impurity) —VP'(host),

and asks what is the self-consistent screening pertur-
bation

evaluated from the self-consistent electronic charge
density

OCC

p(r)=X IA I'

constructed from all occupied (occ) wave functions.
We will therefore analyze the trends in energies in
terms of the screened effective potential

g Veff( r ) g Vext( ) +g Vscr(

and see to what extent it is dominated by the trends
in the properties of the free atoms, expressed by
6V'"'( r ) alone. Note that non-self-consistent
models assume that AV' is related to hV'"' by a
simple, nearly constant factor. In tight-binding
models the diagonal Hamiltonian element is taken as
an impurity-independent constant times hE, (the
latter reflecting hV'"' alone), whereas in non-self-
consistent effective-mass models one sets

av'ff(r)= f [SV,„,(q)e'~'le(q)]dq

[or even hV'ff(r)=AV'"t(r)IF(r)], and hence the
trends in hV' (r) reflect primarily the trends in
hV'"', since e(q) and e(r) are related to the host
alone.

Figure 4(a) displays the r-multiplied pseudopoten-
tial perturbation

r b V'"'(r) = r b, VP

for the s wave of Si:0, Si:S, and Si:Se. As expected
from atomic considerations, the 0 atom with its
largest atomic s-orbital energy [VfP ——28.5 eV (Ref.
12)] has the most attractive hVP', whereas Se with
its smaller atomic-orbital s energy [VtP ——20. 15 eV
(Ref. 12)] has the least attractive hVP' [S is close to
Se since its VfP is 20.20 eV (Ref. 12)]. The upper
panel in Fig. 4(a) shows for these impurities the
spherical part (l =0) of the self-consistent screening
perturbation r 6V"'(r) Both r 6. VP' and r 5V"' at-
tain their asymptotic limits of —2hZ and 2hZ,
respectively, where AZ =2 is the difference in
valence between the column-VI impurity and Si.
The screening is seen to vary considerably from 0 to
S and Se. The most electronegative element in the
series (0) is seen to be capable of best attracting
electronic charge to it, resulting in the most repul-
sive screening potential (cf. Table V for the total
central-cell charges). In fact, oxygen in silicon is
closer to an anion 0 ' than to a neutral atom 0 .
However, relative to the free atoms, the propensities
for attracting charge to the impurity is considerably
enhanced in the solid. This can be appreciated from
Fig. 5. It displays the impurity-induced radial
charge
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Figure 4(c) shows for chalcogen impurities in Si
the square of the hyperdeep and the gap a& wave
functions along the + (111)crystal directions. The
wave functions of the hyperdeep states are found to
be nearly identical to those of the atomic ns state;
the same order of orbital energies is found. These
wave functions are localized almost entirely in re-
gion I (cf. Table III). On the other hand, the anti-
bonding ai gap states have most of their amplitude
in region II and beyond: The fact that the "impuri-
ty sphere" (orbital density of hyperdeep levels) and
"impurity doughnut" (orbital density of gap levels)
states occupy nearly mutually exclusive parts of
space suggests that they will respond to the different
ordering of the effective potentials in regions I and
II. Figure 6 shows, on an expanded scale, the ener-
gies of the antibonding a i (doubly occupied) and t2
(empty) levels of chalcogen impurities in Si. The a

&

gap level of 0 has the smallest one-electron binding
energy (relative to the conduction-band minimum):
E,—0.06 eV; it extends into the conductive band as
a resonance. The one-electron binding energies of Se
and S are E,—0.26 and E,—0.29 eV, respectively.
Hence the most electronegative (or highest IP} ele-

ment in the series has the smallest binding energy.
Clearly, the use of atomic energies to replace self-
consistent solid-state matrix elements, as done in de-
fect tight-binding models, ' is not generally valid.

We note that while the a i -level reversal is
predominantly a solid-state effect (cf. Fig. 5), it is al-

ready signaled by the properties of the atoms. In
Fig. 7 we plot the atomic counterpart of the 0 and S
solid-state potential perturbations shown in Fig. 4.
The pseudopotentials are identical in both Figs. 4(a)
and 7(b). It appears that the repulsive character of
the atomic screening perturbation .carries over into
the solid. Thus the resulting repulsive screening of
0 is partly due to the remnant atomic property and
largely due to electronegativity considerations that
come into play when oxygen is inserted in the silicon
matrix.
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FIG. 7. Atomic counterpart of Figs. 4(a) and 4(b). No-
tation as in Fig. 4.

The reversal in the order of the a
& gap levels has

an important implication on the simple models used
in the past to rationalize results for donor impuri-
ties. Numerous calculations on donor levels in semi-
conductors ' ' have used a "defect-molecule
model" to analyze the results of their calculations.
In its simplest form, this model assumes that the in-
teraction between the host vacancy ai level and the
impurity s orbital creates a hyperdeep bonding level
(often below the VB minimum) and a deep antibond-
ing level at the vicinity of the band gap. (In a some-
what more complex model, the vacancy ai reso-
nance at EvaM —8 eV is also invoked. ) The bonding
level is constructed predominantly from the impuri-
ty atomic orbitals, whereas the antibonding level is
constructed primarily from the vacancy ai orbitals.
There are two tacit consequences to this model: (i)
Since the vacancy a& level is constructed primarily
from valence-band states, ' ' ' the model views the
antibonding donor a& level as being also a valence-
band state. This is in sharp conflict with the view
taken up by effective-mass methods (and indeed by
most classical textbooks}: The latter have success-
fully and correctly described donor gap levels ex-
clusively in terms of conduction-band states (cf. Sec.
VI). (ii) The defect-molecule model predicts that as
the binding energy of the impurity atomic s orbital
increases, so does the binding energy of the donor
gap level (measured from E, ). This is so because as
the energy separation between the fixed vacancy ai
level and the impurity s level increases (i.e., in going
from S to 0; cf. Table I), the repulsion between
these two levels decreases. This is in sharp conflict
with the results of the present calculation.

We conclude, therefore, that the application of the
defect model to donors is incorrect. Both the hyper-
deep and the gap states should be described by a sin-
gle complete set of basic functions (e.g., all unper-
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turbed host states) and not by an overcomplete set
(e.g., a combination of pure host and impurity-atom
orbitals). The binding energies of these levels hence
reflect the degree of attractiveness of the screened
donor potential in that part of space where the de-
fect wave function is concentrated: A strongly at-
tractive donor potential [e.g., Si:S in Fig. 4(b)] leads
to a deeper gap level, whereas a weaker donor poten-
tial [Si:0,Fig. 4(b)] leads to a shallower donor ener-
gy. The atomic energies of the impurity need not
dictate the binding energies in the solid: They mere-
ly reflect one component of the donor potential (the
pseudopotential}. A mathematical way of stating
the invalidity of the defect-molecule model for
donors rests on an overcompleteness argument. All
states of the perturbed system can be described by a
complete function set, e.g., the unperturbed host
crystal states. Adding to this, the impurity atomic
orbitals merely introduced a linearly dependent set,
which may lead to erroneous conclusions.

We have been recently notified (G. DeLeo, private
communication) that preliminary cluster calcula-
tions for substitutional 0 and S in Si show that the
0 a& level is indeed shallower than the S a i level by
0.37 eV [using the modified neglect of differential
overlap (MNDO) approach] and by 0.32 eV (using
the MS Xa approach), in good agreement with our
present results, but in contradiction to all other pre-
vious studies (Table II).

V. COMPARISON WITH EXPERIMENTS

Recently, very accurate optical excitation experi-
ments were carried out to determine the fine struc-
ture of Se in Si. ' In order to make a comparison
with them we have performed transition-state calcu-
lations for both S and Se to evaluate the excitation
energies between the deep a

&
level and the shallow e

and t2 gap levels. To do this we populated the a&

level in the gap by 1.5 e and the t2 level (also in the
gap but above a i } by 0.5 e, and carried the calcula-
tions through to self-consistency. The results are
displayed in Fig. 8.

In the case of Se, the agreement with experiment
is very good. Until recently, the experiments could
not distinguish between ls (e) and ls(t2} levels. ' '

In our calculation they are 11 meV apart. In a re-
cent work [Ref. 5(b}], the energy of the e and t2
states of Si:Se were determined as E,—0.031 and
E,—0.034 eV, which compares well with our results
(Fig. 8) of E, —0.035 and E,—0.046 eV, respective-
ly. Furthermore, there is no level of t& symmetry in
the gap, in our calculations. Such a level is about
0.5 eV above the conduction-band minimum and
highly delocalized. This is in conformity with opti-
cal experiments that report a ls(ai)-ls(tq) transi-
tion, but not a is(a i }-nl(ti ) transition. Finally, the
Se excitation energies are 5—10% smaller than
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the conduction band near point X. For this to be
correct, the expansion coefficient in the general
equation (4) should yield ~A; (k)

~

=1 for this k
point, i.e., k=(2sr/a)(0, 0,0.8). We find (Fig. 9)
that the bottom of the conduction band indeed con-
tributes approximately 25% to the impurity gap
wave function of S and Se, i.e., for m =5, we find

~A;~(k=(2sr/a)(0, 0,0.8))
~

=0.25 .

However, we find that there are two other points
in the lowest conduction band, namely k
=(2sr/a)(0. 4,0.4,0.4) and k =(2sr/a)(0. 2,0.2, 1)
with significant contributions (13% and 12%,
respectively} to this a i gap wave function. Thus the
lowest conduction band contributes approximately
50%. The lowest valence band contributes about
5%%uo to this a~ gap state. The remaining 45 Jo is
mostly contributed by higher conduction bands
throughout the Brillouin zone. This reveals the
multiband character of the a~ gap state and casts
some doubt on the EMT calculations for the

ground-state binding energy. The conclusions based
on Fig. 9 do not apply to excited states or to very
shallow states. These could very likely be effective-
mass-like. Indeed, Humphreys et aI. have found
that the binding energy for the excited p states of S
is in good agreement with effective-mass theory.
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