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Assessing capability of semiconductors to split
water using ionization potentials and electron
affinities only†

Vladan Stevanović,*ab Stephan Lany,b David S. Ginley,b Willam Tumasb and
Alex Zungerc

We show in this article that the position of semiconductor band edges relative to the water reduction and

oxidation levels can be reliably predicted from the ionization potentials (IP) and electron affinities (AE) only.

Using a set of 17 materials, including transition metal compounds, we show that accurate surface dependent

IPs and EAs of semiconductors can be computed by combining density functional theory and many-body

GW calculations. From the extensive comparison of calculated IPs and EAs with available experimental data,

both from photoemission and electrochemical measurements, we show that it is possible to sort candidate

materials solely from IPs and EAs thereby eliminating explicit treatment of semiconductor/water interfaces.

We find that at pH values corresponding to the point of zero charge there is on average a 0.5 eV shift of IPs

and EAs closer to the vacuum due to the dipoles formed at material/water interfaces.

1 Introduction

Since the first demonstration of hydrogen production via
electrochemical photolysis of water by Fujishima and Honda1

about 40 years ago, we still have not found a semiconductor
material that can accomplish light absorption, charge separa-
tion and transfer of the photo-generated charge carriers into an
electrolyte solution to split water, in an efficient and relatively
inexpensive device.2–4 Hydrogen is an important alternative to
conventional fuels and the challenge of developing technology
for inexpensive, large-scale and renewable photo-electrochemical
hydrogen production triggered numerous efforts in searching for
viable material solutions (see ref. 5–25 and the references therein).

Whatever the approach to the water splitting problem is,
the most important piece of information that makes a semi-
conductor a potential candidate for water splitting is the
magnitude of its band gap and the position of its band edges
relative to the water reduction and oxidation levels. In a device, the
resulting band edges (single material or combination of several
materials stacked together) have to straddle the two water levels
as shown in Fig. 1 so that it is energetically favorable for the
photo-generated charge carriers to leave the material and split
water. The optimal band gap needs to be around B2 eV3 to allow for the electrons and holes to overcome kinetic barriers while

still capturing significant portion of the solar spectrum.
We show in this article that a reliable prediction of the

position of the semiconductor band edges relative to the two
water levels can be done solely on the basis of the ionization
potentials (IP) and electron affinities (EA). First, we demonstrate
on a set of 17 materials, including transition metal compounds,

Fig. 1 Schematics of the position of electronic bands of a semiconductor
material, relative to the water reduction (H2/H2O) and oxidation (O2/H2O)
levels, needed for the spontaneous water splitting to occur under solar
illumination. The valence band is shown in blue and the conduction
band in red.
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that quantitatively accurate surface dependent IPs and EAs can
be computed by correcting density functional theory with
accurate many-body GW calculations. Second, by comparing
positions of the band edges of the same materials derived from
IPs and EAs with those measured electrochemically and expressed at
the pH value corresponding to the point of zero charge (PZC), we
find that there is on average a 0.5 eV shift of the calculated band
edges closer to the vacuum due to the interaction with water
molecules at the interface. This result allows direct alignment of
the semiconductor band edges with water redox potential just on the
basis of known IPs and EAs eliminating explicit calculations of
semiconductor/water interfaces. In this way an efficient, reliable and
computationally relatively simple procedure can be constructed and
used in searching for new water splitting materials.

Our computational approach includes accurate many-body
GW calculations for the electronic structure of bulk materials in
combination with density functional theory (DFT) calculations
of the corresponding surface (slab) systems for the purpose of
obtaining the absolute (vacuum) reference energy, resulting in
accurate, and surface orientation dependent, IPs and EAs of
semiconductors and insulators. The power of this approach is in its
broad applicability across the periodic table, which is enabled by
employing recent developments that allow application of the GW
calculations to transition metal compounds26 which are known to
be rather challenging for the ab initio based methods.

In recent years there have been an increasing number of
efforts in applying computational approaches in searching
for new candidate materials for water splitting.11–15,27 These
include searching for the appropriate dopants in anatase
TiO2,11 alloy compositions in ternary CoX2O4 (X = Al, Ga, In)
space or high-throughput searches accross large groups of
compounds such as cubic perovskites13,14 or oxynitride com-
pounds.15 In these studies the prediction of the position of the
band edges relies on assumptions that, in our view, cannot be
generalized to account reliably for any system. For example, to
overcome the DFT band gap problem the authors of ref. 11 use
a scissor operator, which attributes the whole band gap error to
the conduction band, which, as we find, does not hold in
general. The authors of ref. 13 and 14 use the empirical method
based on atomic Mulliken electronegativities9 to predict the
band edge positions, which, as we also show here, in many
cases provides reliable predictions, but fails for two p-type
oxides Cu2O or NiO, for which the predicted band edges are
too high relative to the electrochemical measurements by as
much as B1.2–1.8 eV. Furthermore, the authors of ref. 15 and
27 perform explicit calculations of the material/water interface and
compute directly using DFT the position of the semiconductor
conduction band minimum (CBM) relative to the LUMO level of
the H3O+ molecule in water. First, the underlying assumption is
that the DFT band gap errors existing both in the calculated
CBM of the semiconductor and the LUMO level of H3O+ cancel to
a good approximation. This may be the case for some materials,
but as we find in our work does not hold in general as the DFT
band gap error distribution among the VBM and the CBM
is highly material dependent. Second is the surface orientation
and termination dependence of the results. The authors of

ref. 15 and 27 provide little or no explanation which surface
orientation and/or termination they use to construct the material/
water interface. As we show in this paper, it is the lowest energy
surface orientations and terminations that are the most relevant
for the position of the band edges (as expected), which means
that in complex and relatively poorly characterized systems
(e.g. oxynitrides) the search for the lowest energy surface
orientation and/or termination becomes essential.

2 Computational approach to
ionization potentials and electron
affinities of semiconductors
and insulators

We compute the IPs and EAs of semiconductors and insulators
by applying methodology for referencing bulk electronic levels
to the vacuum that involves both bulk calculations and the
surface/slab calculations. This approach has been employed
previously for computing work functions of metals28,29 and
ionization potentials of semiconductors.30 Namely, the main
problem is that in bulk calculations the whole space is filled with
periodic crystals and the absolute energy reference, i.e. the vacuum
level, cannot be defined. The electronic eigenvalues are typically
referenced to the average electrostatic potential (ionic plus Hartree).
In order to establish the absolute reference the 3D periodicity has to
be destroyed and one way of doing that is by cutting out the surface
or the slab. The vacuum level is then defined far away from the
surface and the ‘‘bulk’’ average electrostatic potential as the value of
the locally (macroscopically) averaged electrostatic potential deep
inside the slab (see Fig. 2, Step 2). In that way the surface orientation
dependent potential step DV between the vacuum and the bulk
is established and the bulk electronic eigenvalues can be
referenced to the vacuum.

The method of choice for these kind of calculations has
typically been one of the standard approximations to DFT,
i.e. the local density (LDA) or the generalized gradient approxi-
mation (GGA). However, two problems occur: (i) because of the

Fig. 2 Steps in the procedure adopted in this work for computing
accurate ionization potentials (IPs) and electron affinities (EAs) of semi-
conductors and insulators. Blue curve in Step 2 represents the in plane
averaged electrostatic potential of a slab defined by (hkl) Miller indices,
whereas its local (macroscopic) average is shown in green.
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notorious band-gap problem both in LDA and GGA the IPs of
semiconductors and insulators appear to be too small and
EAs too large,30 and (ii) electronic structure of compounds
containing d-electron metals are not reliably reproduced in
both LDA and GGA. We developed a three step approach,
shown schematically in Fig. 2, that deals successfully with both
of these issues.

2.1 Step 1 – bulk calculations

For each of the 17 compounds studied here we start with a
standard GGA + U31 calculations of the bulk system, by relaxing
all degrees of freedom including volume, cell shape and atomic
positions. The numerical setup employed is the same as the
one described in detail in ref. 32 with U = 3 eV for all transition
metals, except Cu for which U = 5 eV. These U values provide a
good description of the thermochemical properties32 and
improve the hybridization between the d states of transition
metals with the O-p ligands, which is important when the wave
functions of the initial GGA + U calculations are maintained
during the subsequent GW calculation. The spin degrees of
freedom are included explicitly in the case of NiO, MnO and
Fe2O3. Known antiferromagnetic spin ground states have been
used for all three compounds (see ref. 26).

Subsequently, the many body GW calculations are performed
using the GGA + U relaxed structures. The GW electronic eigen-
energies are iterated to self consistency while the GGA + U
wavefunctions are kept fixed. In this way the dependence of
the results on the starting GGA + U band energies is removed
and calculations are kept at reasonable computational cost.
Moreover, by keeping the wave functions fixed the charge
density and the resulting average electrostatic potential remain
constant during the GW iterations, i.e. the GW eigenenergies
are expressed relative to the same reference as those from
GGA + U. This allows us to compute both the GW band gaps
and the individual GW shift for each band edge. These shifts,
denoted as DVBM = VBMGW � VBMDFT and DCBM = CBMGW �
CBMDFT, are shown in Fig. 2.

The local field effects are included in the GW at the level of
the adiabatic-LDA approximation within time-dependent
DFT.34 In the case of transition metal compounds, we employ,
within the GW self consistent loop, external Vd potentials acting
on transition metal d-orbitals introduced by Lany,26 which are
shown to improve significantly the description of the electronic
structure of transition metal compounds and provide accurate
band gaps of these ‘‘problematic’’ systems. Following ref. 26 we
refer to these calculations as the GW + Vd. All calculations,
including those in the Step 2 and 3, are performed using the
VASP computer code.35

As the first test we compare the calculated band gaps of the 17
compounds with the experimental values as shown in Fig. 3.
These compounds go from standard semiconductors (e.g. GaAs or
CdS) to transition metal compounds spanning a range of band
gaps from medium B1.2 eV to relatively large B3.6 eV. All
experimental values are reproduced with the same accuracy, most
of which fall between 0.1–0.2 eV from the experimental values,
with maximal deviation close to 0.3 eV for GaP and Fe2O3.

2.2 Step 2 – slab calculations

In the second step the slab calculations are performed with
exactly the same GGA + U setup as the one used for the initial
bulk calculations. We use the supercell slab geometry with
symmetric slabs constructed from the fully relaxed unit cells
from the Step 1. In Fig. 2 (Step 2) the in-plane averaged
electrostatic potential (blue curve) of a slab perpendicular to
a given (hkl) direction is shown together with its local (macro-
scopic) average (green). The macroscopic average defines the
potential step DV between the bulk (value in the middle of the
slab) and the vacuum (value far away from the slab). In our
calculations DV is converged to B30 meV both with respect to
the slab thickness and the thickness of the vacuum region
separating periodically repeated slabs. For several specific cases
(e.g. rutile TiO2 or ZnO) we tested convergence of our results up
to slab thicknesses of B100 Å and size of the vacuum region of
B50 Å.

We consider only low index and non-polar surfaces as those
are typically low energy surfaces that are likely not to recon-
struct.41,42 For the systems under investigation here, the low
energy and non-polar surfaces are known from the literature
(e.g. in ref. 41–43). Miller indices of the surfaces considered in
this work are provided in ESI.†

In the case of a stoichiometric SrTiO3(001) slab, however,
there are always two terminations appearing on opposite sides,
i.e. one side is always SrO terminated and the other TiO2

terminated. This asymmetry leads to a dipole field across the
slab and the problem occurs at which point one should
measure DV. This situation we resolve by constructing two
symmetric, but off-stoichiometric slabs, one with both sides
SrO terminated (SrO rich) and the other with both sides TiO2

terminated (TiO2 rich). In this way we can compute IPs and EAs
of individual (001) terminations as both SrO and TiO2 layers are
charge-compensated, i.e. the off-stoichiometry does not

Fig. 3 Comparison of the computed minimal band gaps (GW + Vd) and
those measured in experiments. Numerical values are given in the ESI.†
Experimental data compiled from the Landolt–Börnstein Database33 for
standard semiconductors and from ref. 26 for transition metal com-
pounds. Mean absolute error h|D|i and mean relative error h|d|i are also
given.
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introduce electrons or holes into the conduction or the valence
band, thereby allowing the DV to be computed in a relatively
accurate way.

As a byproduct of the slab calculations we are able to
compute surface energies, which are defined as the total energy
difference between the slab and the equivalent bulk per unit of
surface area:

Ehkl ¼
Eslab � Ebulk

2A
: (1)

Values of surface energies for all surfaces considered in this work
correspond well to those available in the literature and are also
given in ESI.† For SrTiO3(001) we report the average surface energy
for the two terminations computed for the asymmetric slab.

2.3 Step 3 – IP and EA calculation

After completing Step 1 and Step 2 it is possible to align bulk
band edges, resulting from the bulk GW calculations, with
vacuum levels using the potential steps resulting from the
GGA + U slab calculations. Since the GW is a real quasi particle
theory, the distances between the vacuum and the materials’
band edges are interpreted as the IPs and EAs. A similar
approach, i.e. using the GW method for the bulk DVBM and
DCBM in combination with the DFT calculations for computing
potential steps, has been employed successfully in the context
of band offsets and is shown to significantly improve accuracy
of the results.44–46 Rationale behind this approach is that the
potential steps at the interfaces, both material/material and
material/vacuum, can be approximated by DFT as they depend
primarily on the charge distribution, which is the ground state
quantity and hence little affected by many-body effects.44,45

Although, this work builds on previous knowledge that GW

improves significantly calculated band-offsets between two
semiconductors, it is for the first time that the performance
and accuracy of such calculations are assessed on a relatively
large set of compounds.

Comparison with the photoemission data. The VBM and
CBM positions relative to the vacuum level, derived for the
calculated IPs and EAs, are provided in Fig. 4. For comparison
we include available photoemission data. In the case of GaN
and SrTiO3 ranges of values can be found in the literature,
which reflect sensitivity of the measurements on the surface
preparation. To our knowledge, the photoemission data report-
ing IPs and EAs for TiO2 (both rutile and anatase), MnO, NiO,
and Fe2O3 are missing from the literature. For the remaining 12
compounds (GaN, GaAs, GaP, InP, SnO2, ZnO, ZnS, ZnSe,
CdS,CdSe, Cu2O and SrTiO3) the accuracy of the calculated
IPs and EAs, when taken for the lowest energy surface orienta-
tions, is practically the same as for the band gaps, in the range
of B0.3 eV, similar to the performance of GW methods in
reproducing measured IPs and EAs of atoms and molecules
(see ref. 47 and the references therein). The fact that the most
stable surfaces (with lowest surface energy) compare best with
the experimental data reflects the fact that the low energy
surfaces, such as (110) in the case of rutile TiO2 or SnO2, are
most likely to be exposed in the most significant fraction in real
samples. It is important to note that often the well established
experimental data33 are reported for not very well characterized
surface orientations, e.g. stating only that the samples are
cleaved.48 In these cases experimental results correspond to
IPs and EAs averaged over different surface orientation with the
largest contribution coming from the lowest energy ones.

In the case of SrTiO3 the calculated IPs and EAs of the two
terminations, namely SrO and TiO2, differ as much as 2.3 eV as

Fig. 4 Calculated band edge energies relative to the vacuum, derived from the calculated IPs and EAs, of 17 materials (values provided in ESI†).
Valence bands are shown in blue and conduction bands in red. Dashed lines delineate different chemical systems (formulae shown below). Results
corresponding to different surface orientations for a given material are represented with different bars with the Miller indices given on top of each
bar. Whenever there is more than one surface orientation for a given material, the surfaces are arranged from left to right according to increasing
surface energy. The results are compared against VBMs (bold blue lines) and CBMs (bold red lines) measured in photoemission (data from ref. 33,
36–40 and 69 provided in ESI†).
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shown in Fig. 4. The VMB and CBM of SrO terminated
SrTiO3(001) surfaces are calculated to be by 2.3 eV closer to
the vacuum than the IP and EA of the TiO2 terminated surface.
This is not surprising as the differences between the calculated
values for pure TiO2, both rutile (IP = 7.51, EA = 4.67) and
anatase (IP = 7.82 eV, EA = 4.62), and estimated ones for SrO
(EA = 0.64 eV49)‡ are of the same magnitude. It is frequently
observed in experiments that SrO termination appears to be
in relatively small fraction, i.e. as terraces, on mostly TiO2

terminated (001) surfaces.50,51 However, our calculated IPs and
EAs for the TiO2 termination correspond less accuratelly with the
well accepted value of the work function of SrTiO3(100) surfaces
between 4.1–4.5 eV.39,40,52–54 Possible explanation for this discre-
pancy can be band bending at the surface due to the existence of the
2D electron gas regardless of the growth conditions.55

Discussion of the calculated GW band edge shifts. We find
that having GW band edge shifts (DVBM = VBMGW � VBMDFT

and DCBM = CBMGW � CBMDFT) is essential for obtaining
accurate IPs and EAs of semiconductors and insulators. Namely,
the magnitudes of DVBM and DCBM can be as large as 1.5 or
1.3 eV for DVBM of ZnS and DCBM of NiO, respectively. As
shown in the figure in ESI† the band gap error, summing up to
DVBM + DCBM, in most cases is not distributed evenly. The two
shifts often have opposite signs, but on average B60–70% of the
error is corrected by the VBM shifts and only about B30–40% by
DCBM. This is also the case for standard semiconductors such
as GaAs (DVBM = �0.66 eV, DCBM = 0.33 eV) or CdS (DVBM =
�1.19 eV, DCBM = 0.15 eV). Furthermore, for GaP (DVBM =
�1.08 eV, DCBM = �0.01 eV) and InP (DVBM = �0.98 eV,
DCBM = �0.17 eV) both shifts are negative and their magnitude
implies that the GGA band gap errors in these two systems can
be attributed mostly to the too high VBM position (relative to the
vacuum). These results imply that using the scissor operator,
which attributes most of the band gap error to the conduction
band, is not well founded and cannot be used for calculating IPs
and EAs of semiconductors and insulators.

The same conclusions hold for the transition metal com-
pounds. The VBM and CBM band edge shifts, now calculated
within GW + Vd and defined relative to GGA + U, are close in
magnitude for TiO2, MnO and Cu2O, but differ substantially for
NiO, Fe2O3 and SrTiO3. Interestingly, for Fe2O3 the values of the
GGA + U and GW band gaps are exactly the same 1.81 eV (versus
the experimental B2.1 eV), as the two band edge shifts are equal
and amount to �0.60 eV. The results for transition metal oxides
obtained in this work have two important implications: (i) the
external potentials Vd introduced in ref. 26 for the purpose of
correcting the GW band gaps of transition metal oxides have a
deeper physical meaning and do lead to significantly improved
IPs and EAs of these systems and (ii) the assumption that the
absolute position of the mid-gap energy as calculated by DFT
should remain fixed after introducing many-body corrections56

obviously does not hold in our approach neither for standard
semiconductors nor for transition metal oxides.

3 IPs and EAs of semiconductors and
insulators and their relation to the
position of the band edges in an
aqueous environment
3.1 Direct comparison of the calculated VBM and CBM
positions and those measured in electrochemistry

In Fig. 5 we add to the calculated VBM and CBM positions from
Fig. 4 the water reduction and oxidation levels, H2/H2O and O2/
H2O, respectively, and the VBM and CBM positions measured
electrochemically. Both H2/H2O and O2/H2O levels are given for
a value of pH = 1, as done also for the experimental VBM and
CBM positions.5,6,8,20,57 The agreement between two sets of
data is, as expected, less quantitative than the comparison
shown in Fig. 4. For 14 out of the 17 compounds computed
VBM and CBM positions fall within B0.6 eV from the experi-
mental values. The disagreement is larger for ZnSe (B1 eV) and
the experimental results are, to our knowledge, missing from
the literature for ZnS and MnO.

For GaN calculated VBM and CBM fall within the range of
the values reported in experiments, and based on calculations
GaN would correctly be predicted to be the material that can be
used for overall water splitting (both reactions).§ 62 Similarly,
VBM of GaAs agrees with experimental values, whereas its CBM
is 0.22 eV below the experiment, which reflects that the band
gap error of B0.2 eV is still present in our calculations. For
both GaP and InP, computed band edges are by B0.2–0.6 eV
below the measured ones. Consequently, the prediction would
be that GaP is a good material for both H2 and O2 reactions, i.e.
both as photocathode and photoanode, respectively, whereas
InP can be used only for O2 evolution, which contradicts the
experimental facts that only H2 evolution has been demon-
strated on GaP63 and InP can be used for both reactions if the
appropriate catalysts are employed.64 However, if the prediction
based on calculated IPs and EAs is made to account for the
B0.3 eV range below and above the H2/H2O and O2/H2O levels,
both GaP and InP would correctly be suggested as the potential
candidate materials. Moreover, just by considering IPs and EAs
of these two compounds one could also propose their alloy at
50% concentration as a candidate material, in agreement with
known experimental facts,16,23 just by assuming that the IP and
EA will be in the middle between the end points. Similarly,
conclusions that are in agreement with known experimental
facts can be made just on the basis of calculated IPs and EAs for
ZnO and Gan/ZnO alloys, TiO2, NiO, Cu2O, Fe2O3, and SrTiO3.
For ZnSe and CdS, however, disagreements between the calcu-
lated VBM and CBM and those from electrochemistry differ
more significantly. While in the case of ZnSe the experimental
numbers are found only in ref. 5, for CdS two references, ref. 8
and 20, differ considerably, by as much as B1.4 eV. In ref. 3
however, CdS is considered as a material that can drive the
full water splitting suggesting that the truth is somewhere
in between, probably closer to the larger values of IP and EA,

‡ These estimations are based on measured values of other alkaline earth oxides,
e.g. EA(CaO) = 0.70 eV and EA(BaO) = 0.57 eV. § GaN is not stable in water though.
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i.e. those reported in ref. 8. Just by comparing the calculated
VBM and CBM positions relative to the vacuum level and the
band edges from electrochemical measurements expressed at
pH = 1, it can be concluded that in all cases, except ZnSe, a
reliable assessment can be made of whether a given material
can be considered candidate material for water splitting.

3.2 Analysis of the relation between calculated VBM and CBM
positions and those measured in electrochemistry

Given the pH dependence of electrochemical results and the
fact that there is no pH dependence in the material/vacuum
calculations, the question is why would one make comparison
taking the experimental data at pH = 1 and not at pH = 7 or any
other value, and what is the reason that some experimental
band edges at pH = 1 correspond well with the calculations or
photoemission data (e.g. ZnO, TiO2, Cu2O) and others do not?

First, as described by Butler and Ginley9 the comparison
between VBMs and CBMs derived from IPs and EAs, and the
data from electrochemical measurements have to be done at
the pH values, which correspond to the zero net charge at the
surfaces, i.e. the points of zero charge (PZC) or points of zero
zeta potential (PZZP). Namely the following relation connecting
the material/vacuum and material/water CBM positions can be
written for n-type semiconductors (analogously for the p-type):

CBMmaterial/vacuum = Vfb + Dfc + DpH + Ddipole. (2)

Vfb is the flat band potential of a material, a quantity that is
directly measured in electrochemistry, expressed on an abso-
lute scale relative to the vacuum. The flat band potential is
actually the Fermi energy of a material in water with the applied
bias at which no band bending occurs. Dfc is the difference
between the semiconductor Fermi energy and its CBM. DpH

describes the potential drop across the double layer due to H+

and OH� adsorption on the surface. It is DpH that is responsible
for the pH dependence of the position of the band edges in
water and its pH dependence can be approximated by the
Nernst equation, i.e. 59 meV shift closer to vacuum per unit

of pH. Ddipole is the potential drop because of interface dipoles
that develop due to the interaction of a semiconductor material
with H2O molecules. Therefore, the difference between our calcu-
lated CBM positions derived from EAs and the CBMs measured
electrochemically,¶ which are nothing but Vfb + Dfc, equals to DpH +
Ddipole. At the PZC, which is by definition the material related pH at
which DpH = 0, this difference is only due to the interface dipoles
measured by the Ddipole term.

In ref. 9 Butler and Ginley demonstrated on a set of 11
oxides that there is a correlation between the EAs, estimated
using atomic Mulliken electronegativities, and measured Vfb

(as Dfc B 0.1 eV for n-type materials, it is neglected). In this
approach the electron affinity of a material is defined as:

EA = w � 1
2Eg, (3)

with w being the material electronegativity defined as the
geometric mean of the electronegativities of the constituent
atoms (e.g. w(TiO2) = [w(Ti)w2(Ti)]1/3), and Eg is the band gap.
Values for EAs and IPs obtained in this way are also given in
ESI† for comparison with IPs and EAs from calculations and
electrochemical measurements. Strictly speaking this comparison is
only valid at pH = PZC, but PZC is not known for a good fraction of
materials considered here. However, if for a given material PZC = 10,
then its band edges at PZC should according to the Nernst equation
be 9 � 0.059 = 0.53 eV closer to the vacuum than at pH = 1.
Therefore, we may consider predictions based on Mulliken
electronegativities accurate if they fall by B0.5 eV closer to
the vacuum than the pH = 1 measured values. For the majority
of the compounds considered here predicted IPs and EAs do
fall by B0.5 eV closer to the vacuum than the pH = 1 values
from the measurements. However, in the case of InP this
difference is B0.8 eV and can be explained only if the PZC of
InP is around pH = 14, which cannot be confirmed as the PZC
value is not, to our knowledge, available in the literature.9,65,66

Furthermore, the difference is also very large in the case of NiO

Fig. 5 Calculated band edge energies of 17 different materials as in Fig. 4 and their comparison to the ranges of electrochemically measured positions of
the valence bands (blue shaded areas) and conduction bands (red shaded areas). Numerical values from ref. 5, 6, 8, 20 and 57–61 are provided in ESI.†

¶ Ideally for the same surface orientation.
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and Cu2O. Predicted VBM and CBM positions are closer to the
vacuum than the measured ones by 1.2 and 1.8 eV, respectively,
and this difference cannot be explained by their PZC values.

To estimate the magnitude of the Ddipole we compare VBM
and CBM positions derived from the calculated IPs and EAs,
with those measured electrochemically, but now expressed
using the Nernst equation, at the pH = PZC of the corre-
sponding material. The comparison is presented in Table 1
for the VBMs of all materials considered in this work for which
the PZC values are available in the literature.9,65,66 Analogous
results can be obtained for the CBM positions. The reality is
that the reported PZC values can span a pretty large range of
values, depending both on the measurement technique and the
method used to grow the material.66 For example, in the case of
rutile TiO2 it is possible to find PZC values ranging from 3.4 to
about 7.0 in ref. 66, which contains a collection of measured
PZC for many different materials coming from different
sources. In Table 1 we use average PZC from ref. 66 and the
values reported in ref. 9, 65 and 67. The last column in Table 1
lists the differences of the experimental VBM positions at
pH = PZC and the VBMs derived from the calculated IPs.
Relatively wide ranges of values reflect both the spread in
PZC and the spread in the reported VBM positions at pH = 1.

Interestingly, all the differences are positive and average of
around 0.5 eV (�0.3 eV). Since VBMexp. � VBMtheory at pH = PZC
describes the potential drop due to the dipole associated with
materials interacting with H2O molecules, this fact suggests
that the band edges of materials always shift closer to the
vacuum due to the presence of water, i.e. it requires on average
B0.5 eV less energy to extract an electron from the material if it
is surrounded by pure water (no H+and OH�). Given the error
bars established previously, it seems that all the dependence of
the interface potential drop on the actual material falls within
the �0.3 eV range. The sign of the potential drop also implies
that water conforms to the surface of a material, regardless of
what material is it, in such a way that the net dipole moment
always points from the surface out, in other words, more water
molecules turn their oxygen side to the surface than the other
way around. These findings agree very well with findings of

Mayer et al., who discovered using photemission spectroscopy a
0.6–0.7 eV decrease in the electron affinity of WSe2, InSe and
GaSe after water is adsorbed on their (0001) surface.

These findings also explain why for materials with larger
PZC values band edges derived form calculated IPs and EAs
compare better experimental band edges at pH = 1. Indeed, if
0.5 eV is added to the theoretical band edges and these are
assumed to correspond to those in water at pH = PZC, and then
using the Nernst equation transferred back to pH = 1, the
addition of 0.5 eV gets completely cancelled if the value of PZC
is around 10. Following this procedure improved quantitative
agreement between the theoretical VBM and CBM positions
and the pH = 1 measurements is achieved for all compounds
from Table 1 except for Fe2O3, for which the prediction gets by
0.1 eV worse, but still within B0.3 eV as shown in Fig. 6. In the
case of CdS this procedure brings the predicted CBM at pH = 1
slightly above the water redox potential (or even B0.2 eV above
depending on which the PZC value is used), which corresponds
better to the experimental findings that before CdS photo-
corrodes evolution of H2 gas is observed.68 The authors of
ref. 68 make the same observation for CdSe, but in the absence
of the PZC value for this compound we can only say that if the
PZC is around the values reported for CdS, the procedure of
adding 0.5 eV to the calculated VBM and CBM and then using
the Nernst equation to get from pH = PZC to pH = 1 would again
result in better quantitative agreement between theory and experi-
ment. Similarly, for GaN, GaAs, GaP and InP, better agreement
between the theory and experiment would be achieved if PZC of
GaN is in the range 8–10, and the PZC of GaAs, GaP and InP
around 5 or below.

At the end, it is important to note that the 0.5 eV up-shift
at pH = PZC brings the IPs and EAs of different materials in
better quantitative agreement with the band edges measured

Table 1 Comparison of the calculated position of the valence bands of 8
materials (VBMtheory) and the VBM positions measured electrochemically
and expressed at the pH values corresponding to the PZC for each
material. Literature PZC vales are also given as well as the difference
VBMexp. � VBMtheory. Parentheses denote ranges of values

pH = pHPZC

Compound pHPZC

VBMtheory

[eV]
VBMexp.

[eV]
VBMexp. �
VBMtheory

SnO2 4.3a,b/4.19c �9.13 (�8.36, �8.00) (0.77, 1.13)
ZnO 8.8a,b/8.73c �7.53 (�7.31, �6.99) (0.22, 0.54)
CdS 2b/5.5c �7.15 (�6.23, �4.87) (0.71, 2.28)
TiO2

rut. 5.8a,b/5.36c �7.51 (�7.21, �6.97) (0.30, 0.54)
TiO2

ana. 5.8a,b/6.04c �7.82 (�7.21, �6.97) (0.61, 0.85)
NiO 10.3a,b/ 9.12c �4.89 (�4.78, �4.85) (0.14, 0.20)
Cu2O 8.53b/5–11.5c �5.49 (�5.37, �4.99) (0.12, 0.50)
Fe2O3 8.6a,b/7.61c,d �6.70 (�6.56, �6.50) (0.14, 0.20)

a Ref. 9. b Ref. 65. c Ref. 66. d Ref. 67.
Fig. 6 Comparison of the calculated VBM and CBM positions for the
compounds listed in Table 1, which are corrected for the PZC value, i.e. the
calculated VBM and CBM are shifted 0.5 eV closer to the vacuum and then
shifted back to pH = 1 using the Nernst equation and the average PZC
values from Table 1. This procedure improves the quantitative agreement
between the calculated VBM and CBM positions and those measured
electrochemically.
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electrochemically and provides insight into details of the
material/water interface, and that, even without this shift, the
search for new water splitting materials can be guided solely
using IPs and EAs.

4 Conclusions

In conclusion, we demonstrate on a set of 17 materials: (i) that
direct DFT calculations of IPs and EAs of semiconductors and
insulators can be corrected by the bulk GW band-edge shifts
resulting in quantitative IPs and EAs, (ii) from the extensive
comparison of calculated IPs and EAs with available experi-
mental data, both from photoemission and electrochemical
measurements, we show that it is possible to sort candidate
water splitting materials solely from IPs and EAs, and (iii) that
the effect of an aqueous environment can be approximated at
pH = PZC by the 0.5 eV up shift of both VBM and CBM closer to the
vacuum thereby eliminating the need for explicit calculations of
material/water interfaces. These results allow alignment of the
semiconductor electronic bands with water reduction and oxida-
tion potentials just on the basis of known (measured or calculated)
IPs and EAs and direct assessment of the potential of semi-
conductors to split water.
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32 V. Stevanović, S. Lany, X. Zhang and A. Zunger, Phys. Rev. B:
Condens. Matter Mater. Phys., 2012, 85, 115104.

33 Springer Materials, Landolt–Börnstein Database, http://
www.springermaterials.com/docs/index.html.

34 J. Paier, M. Marsman and G. Kresse, Phys. Rev. B: Condens.
Matter Mater. Phys., 2008, 78, 121201(R).

35 G. Kresse and J. Furthmüller, Comput. Mater. Sci., 1996,
6, 15.

36 K. M. Tracy, W. J. Mecouch, R. F. Davis and R. J. Nemanich,
J. Appl. Phys., 2003, 94, 3163.

37 J. Deuermeier, J. Gassmann, J. Brötz and A. Klein, J. Appl.
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