
RAPID COMMUNICATIONS

PHYSICAL REVIEW B 86, 161302(R) (2012)
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We investigate the vertical electric field tuning of the exciton fine-structure splitting (FSS) in several InGaAs and
GaAs quantum dots (QDs) using the atomistic empirical pseudopotential approach and configuration interaction.
We find that the FSS is surprisingly tunable, with a rate similar to the one reported for lateral electric fields. The
minimum FSS for GaAs QDs often lies below the radiative linewidth, which makes them good candidates for the
generation of entangled photon pairs. We highlight, however, that random alloy fluctuations affect the minimum
FSS by ±1.4 μeV, so that a postselection of QDs may still be beneficial to obtain entangled photon pairs with the
highest fidelity. We suggest a simple experimental procedure for this task. The FSS is therefore a rare observable,
where the specific decoration of the random alloy lattice matters significantly.
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One of the leading proposals for on demand generation of
polarization entangled photons is the utilization of the cascade
decay of biexciton-exciton-ground state1 in semiconductor
quantum dots (QDs)2 as illustrated schematically in Fig. 1(a).
A serious impediment to the success of this proposal is
the existence of a natural splitting within the single exciton
manifold [Fig. 1(a)] called “fine-structure splitting” (FSS) that
must be suppressed below the radiative linewidth (≈1 μeV).
The FSS is affected by the atomistic symmetry of the QD
confining potentials3–8 and can be manipulated by strain,9,10

lateral electric fields,11 vertical electric fields,12–14 magnetic
field,15 and strong coherent lasers.16,17 A number of surprising
puzzles surround the tuning of the FSS by a vertical electric
field. First, it is predicted theoretically,18 and confirmed
experimentally10,13 and theoretically,19 that for QDs made
of random alloys (with symmetry lower than C2v) the two
bright components of the excitons undergo an anticrossing as a
function of fields applied along the {100} or {110} directions.18

Second, since it has been established that the FSS is related
to the atomistic in-plane asymmetry between the [110] and
[11̄0] crystallographic directions, it would appear that such an
intrinsic quantity would not lend itself to tuning via a vertical
field. Nevertheless, it was shown experimentally that the FSS
can be tuned rather effectively in In(Ga)As/GaAs QDs by
applying an electric field along the growth direction.13 Third,
the role of strain is unclear: While electric field control was
observed in strain-free monolayer thickness fluctuation GaAs
QDs,12,14 investigations of this effect for other strain-free
GaAs QDs grown by multistep hierarchical self-assembly20

or droplet epitaxy21 are needed. Finally, even though strain-
free GaAs/AlGaAs QDs naturally lack the built-in strain
asymmetry that was believed to contribute to FSS in strained
InAs/GaAs QDs,22 significant FSS can still exist, casting
doubt on our understanding of the role of strain in creating
FSS-promoting asymmetries in the potential.

Here, we clarify the physical process underlying the tuning
of the FSS by vertical electric fields by developing a simple
mesoscopic model that allows us to analyze our million atom
calculations of a large set of InGaAs/GaAs and GaAs/AlGaAs

QDs. We find good agreement of our results for InGaAs QDs
with existing experiments13 and predict that the FSS in strain-
free GaAs/AlGaAs QDs is tunable well below the radiative
linewidth (≈1 μeV). However, we show that different decora-
tions of the cation lattice in the AlGaAs alloy barrier lead to
fluctuations in the minimum FSS in the range of ±1.4 μeV,
making a postselection of appropriate QDs necessary. We show
that measurements of the FSS and the polarization angle at zero
field suffice to identify appropriate QDs.

We consider lens-shaped and Gaussian-shaped QDs with
sizes, composition, and material as given in Table I. The atom
positions are relaxed using the valence force field method.23

The single particle states are calculated using the atomistic
empirical pseudopotential approach,23,24 taking strain, band
coupling, coupling between different parts of the Brillouin
zone, and spin-orbit coupling into account, for multi-million
atom structures. We apply an external electric field following
Ref. 25. The direct and exchange Coulomb interactions are
calculated from the atomic wave functions as shown in Ref. 6,
and the correlated excitonic states are calculated by the
configuration interaction (CI) approach26 using 12 electron and
12 hole states (spin included), thus accounting for correlations.

Before we present our numerical results, we introduce a
mesoscopic simple model where the Hamiltonian is split into
different components:

H = HC2v
+ δHC1 + qsFz, (1)

where qs is the charge of a particle in band s, i.e., −e (+e) for
conduction (valence) bands, HC2v

is the Hamiltonian of the QD
with C2v point group symmetry, which must be supplemented
by the deviation from this symmetry by the term δHC1 . This
latter term represents the random alloy present in the barrier
and possible impurities inside the GaAs QD, as well as shape
asymmetries. In the space of the two bright states |1〉 and |2〉
the Hamiltonian has a simple form:

H =
(

E1 + δE1 + γ1F s0/2

s0/2 E2 + δE2 + γ2F

)
. (2)
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FIG. 1. (Color online) (a) Schematic representation of the
biexciton → exciton → ground − state cascade. (b) Exciton energy,
(c) FSS, and (d) oscillator strength of the bright exciton transitions
along the [110] and [11̄0] directions as a function of applied electric
field for the strained InGaAs/GaAs QD00 (see Table I).

The exciton energies of the high symmetric hypothetical
structure given by E1 = 〈1|HC2v

|1〉 and E2 = 〈2|HC2v
|2〉 are

different due mainly to strain22 (nearly vanishing in the case of
strain-free GaAs QDs). The lowering of the symmetry to C1

leads to the terms δE1 = 〈1|δHC1 |1〉 and δE2 = 〈2|δHC1 |2〉
and also to s0/2 = 〈1|δHC1 |2〉 and γi = 〈i|qsz|i〉. Redefining
E1 + δE1 as E0 and δ = E2 − E1 + δE2 − δE1 and removing
the linear term in the field from |1〉 leads to

H =
(

E0 s0/2

s0/2 E0 + δ + (γ2 − γ1)F

)
, (3)

TABLE I. Sizes and compositions of different QDs investigated
in this paper. The sizes a, b, and h describe the elliptic axis along the
[110] and [11̄0] directions and the height, respectively.

Size (nm) Barrier (% Al)

QD Composition a, b, h Top Bottom

Lens shape
00 In0.8Ga0.2As 10, 7.5, 2.5 0 0
01 GaAs 45, 45, 3 35 35
02 GaAs 70, 50, 3 45 45
03 GaAs 70, 50, 3 35 45
04 GaAs 60, 40, 2 35 45
05 GaAs 25, 31, 3.9 35 35

Gaussian shape
06 GaAs 30, 30, 3 30 30
07 GaAs 30, 30, 4 30 30
08 GaAs 30, 30, 6 30 30
09 GaAs 35, 30, 3 30 30
10 GaAs 35, 30, 4 30 30
11 GaAs 35, 30, 6 30 30
12 Al0.06Ga0.94As 30, 30, 3 30 30
13 Al0.06Ga0.94As 30, 30, 6 30 30
14 Al0.06Ga0.94As 35, 30, 3 30 30
15 Al0.06Ga0.94As 35, 30, 6 30 30

which corresponds to the anticrossing model used by Bennett
et al.:13

E

(
cos θ

sin θ

)
=

(
E0 s0/2

s0/2 E0 − γ (F − F0)

) (
cos θ

sin θ

)
. (4)

We identify γ = γ1 − γ2 and γF0 = δ from Eqs. (2) and (4).
This simple reformulation clarifies the origin of the terms, γ

being the difference in the response of |1〉 and |2〉 to the applied
field and γF0 being the intrinsic FSS due to the inequivalence
of [110] and [11̄0] in C2v (small for a strain free structure) and
the lowering to C1 symmetry through atomistic alloy effects.
s0 is the FSS at the anticrossing and quantifies the coupling
between the bright states. In a pure GaAs QD embedded in a
pure AlAs matrix the bright states are expected to cross18 due
to the high C2v symmetry of the structure and s0 = 0. However,
the reduction of the QD symmetry due to the alloy fluctuations
in the AlGaAs barrier at the QD interface leads to an avoided
crossing18 with s0/2 �= 0. F0 is the field at the anticrossing.
As the field approaches F0, the exciton eigenstates become a
coherent mixture with components sin θ and cos θ , where θ

is the angle describing the orientation of the lowest eigenstate
relative to the [110] crystal axis. The solution of Eq. (4) yields
the eigenvalues (E±) and angles:13

E± = E0 − γ (F − F0)

2
± 1

2

√
γ 2(F − F0)2 + s2

0 , (5)

θ = ± tan−1

[
s0

γ (F − F0) ± (E− − E+)

]
. (6)

We note at this point that the model of Eq. (2) does not
include any field dependence of the off-diagonal terms. Such
terms would lead to an additional coupling of the two bright
states and could be used to tune the FSS through zero (if it
would exactly compensate s0/2). In our case of vertical field,
this coupling is negligible, but in the case of a field with a
component along a low symmetry direction (any direction but
[110] or [11̄0]) this term should exist. A future investigation
of this effect would be worthwhile.

We first present our results for the strained In0.8Ga0.2As
QD00 (see Table I), an emission energy that fits the measured
results of Bennett et al.13 very well. Figure 1 shows the Stark
shift, FSS, and the oscillator strength as a function of vertical
electric field. We obtain a nearly linear change in the FSS
with the E field in agreement with the experimental results.13

A fit of our numerical results to the model of Eq. (4) yields
the parameters given in Table II. For the field dependence of
the FSS, γ , we obtain a value of 0.15 μeV cm/kV, somewhat
lower than the value of 0.28 μeV cm/kV reported by Bennett
et al.13 The strong shape and size dependence of the slope
can explain this discrepancy and will be illustrated below. Our
results for the set of strain-free GaAs QDs given in Table I are
shown in Figs. 2 and 3, where we plotted the Stark shift, the
FSSs, the polarization angle θ , and the oscillator strength as
a function of the vertical E field. The results of the fit to the
model of Eq. (4) are given in Table II. We make the following
observations.

FSS and polarization angle. The anticrossing described by
Eq. (4) can be seen in Figs. 2(c) and 3 as a reduction of the FSS
until the value s0, followed by an increase. The anticrossing
is accompanied by a rotation of the polarization angle of the

161302-2



RAPID COMMUNICATIONS

INFLUENCE OF THE ATOMIC-SCALE STRUCTURE ON . . . PHYSICAL REVIEW B 86, 161302(R) (2012)

TABLE II. Transition energy E0 and FSS parameters defined in
Eq. (4) and extracted from our numerical results. The error bars
represent the range of parameters we obtain by running five different
random alloy realizations (see Fig. 3).

E0 s0 γ F0

QD (meV) (μeV) (μeV cm/kV) (kV/cm)

00 1363 ? 0.15 + 273
01 1644 0.1 0.11 + 17
02 1650 0.1 0.08 −48
03 1643 0.1 0.08 −48
04 1742 0.9 0.14 −43
05 1679 0.3 0.33 + 29
06 1762 ± 2 0.8 ± 0.3 0.85 ± 0.08 −21 ± 5
07 1718 ± 2 0.4 ± 0.1 0.95 ± 0.06 −26 ± 3
08 1666 ± 1 0.9 ± 0.8 1.06 ± 0.07 −25 ± 2
09 1754 0.9 0.79 −33.5
10 1714 0.4 0.78 −37.4
11 1660 0.7 0.96 −40.5
12 1806 ± 5 1.2 ± 0.7 0.74 ± 0.11 −14 ± 7
13 1727 ± 2 1.2 ± 0.5 0.85 ± 0.09 −15 ± 9
14 1799 ± 2 1.3 ± 1.0 0.73 ± 0.03 −25 ± 6
15 1721 ± 2 1.8 ± 1.4 0.84 ± 0.07 −40 ± 5

lowest energy exciton state,18 as shown in Fig. 2(a). At the
field F0, where the anticrossing occurs, the polarization angle
changes more rapidly when s0 is small, in agreement with the
model.

Shape and size effects on the tunability γ . Table II reveals
that γ increases with the height of the QDs: Tall dots are more
tunable in the vertical electric field, which are correlated with
the polarizability of the exciton states. Comparing QD05 and
QD07 with similar dimensions but different shapes shows that
Gaussian-shaped dots have a larger γ value.

Shape and size effects on s0. From Table II we conclude that
the shape effect on s0 is rather moderate, while the size effect
shows a trend for larger values of s0 in larger QDs. This latter
trend is, however, overshadowed by a very strong random alloy
effect (see next).
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FIG. 2. (Color online) Results for GaAs/AlGaAs strain-free QDs.
(a) Polarization angle θ , (b) Stark shift, (c) FSS, and (d) sum of
intensities along the [110] and the [11̄0] crystal directions as a
function of applied vertical E field. The circles, squares, diamonds,
uptriangles. and downtriangles are for the QD01, QD02, QD03,
QD04, and QD05, respectively.
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FIG. 3. (Color online) FSS as a function of the electric field for
various QDs listed in Table I. Five different alloy configurations of
the Al30Ga70As matrix have been used in (a)–(c), and five different
QD alloy configurations in (e)–(h).

Random alloy effects on s0 and F0. In Figs. 3(a)–3(c)
we generated the same QD structure with different random
realizations of the barrier material. In Figs. 3(e)–3(g) the
QDs have a 6% Al content and these Al atoms are randomly
distributed in five different realizations within the QDs. These
variations represent fluctuations that should be encountered
experimentally. We notice that both s0 and F0 are significantly
affected by these atomistic effects. For instance, the pure GaAs
QD QD08 can exist with s0 of 0.1 or 1.7 μeV by merely
changing the realization (i.e., the random distribution of the
cations) of the barrier material. Furthermore, QD15 can exist
with s0 of 0.4 or 3.2 μeV by changing the random distribution
of the 6% Al atoms inside the QD. The sensitivity of s0 and
F0 on the alloy realization is in agreement with our model
[Eq. (2)], where these terms have been shown to originate
from the lowering of the symmetry (term δHC1 ).

Random alloy effect on γ . The value of γ is only weakly
dependent on the details of the alloy realization (see Fig. 3) but
rather strongly on the QDs’ geometry, size, and composition
[see Fig. 2(c)]. Indeed, following our model, γ gives the
difference in the response of |1〉 and |2〉 to the applied field
and is directly related to the light-hole component of the
exciton state. For a pure heavy-hole exciton, γ vanishes. The
light-hole component does change significantly for different
shapes (QD01, QD02, QD03, QD04, QD05 have 3.5%, 2.4%,
2.6%, 5.0%, and 8.2% light-hole components, respectively)
but remains constant for different alloy realizations.
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Oscillator strength. Figure 2(d) shows a moderate change
of the oscillator strength, in the range of 10%, with varying E
field in the range of −100 to +100 kV/cm.

How to select QDs with small s0. Our present work shows
that GaAs QDs are good candidates to achieve small FSS via
vertical electric field, but also that rather large fluctuations of
s0 should be expected within one homogenous set of QDs (that
differ only by random alloy effects and have the same shape,
size, and composition). A selection of appropriate QDs (as
practiced experimentally27,28) will therefore be advantageous,
if not necessary. From Eqs. (5) and (6) at zero field (F = 0)
we can derive the following expressions:

F0 = �E cos 2θ

γ
, s0 = −�E sin 2θ, (7)

where �E is the FSS at F = 0. Interestingly, s0 does not
depend on the slope γ and only requires a single measurement
of the FSS and the corresponding polarization angle θ at zero
field. We have used Eq. (7) in Table II to report our value of
F0 for QD00. For the value of s0, however, if �E is large, a
small inaccuracy in the measurement, or the calculation in our
case, of the angle θ will lead to an inaccurate determination
of s0. With a �E of 50 μeV and an angle accuracy of 2◦ we
obtain s0 with an error bar of ± 3.5 μeV, which is too large to
be useful. However, Eq. (7) is very useful for QDs where �E

is not too large, which represent the QDs that will require
weaker E fields to be tuned.

In summary, we showed that the FSS in GaAs/AlGaAs
and InGaAs/GaAs self-assembled QDs can be effectively
tuned by a vertical electric field. Indeed, the tuning rate for
GaAs QDs is between 0.1 and 1 μeV cm/kV, depending on

size and geometry, and is surprisingly similar to the tuning
rate obtained with lateral electric fields [0.15 μeV cm/kV
(Ref. 29)]. Our results for InGaAs QDs are in good agreement
with experiment, while the results for GaAs QDs represent
predictions. The minimum FSS, s0, for GaAs QDs, is between
0.1 and 1.8 μeV, depending on size and geometry. However,
alloy fluctuations in the surrounding barrier lead to a variations
of s0 in the range of ±1.4 μeV, calling for a postselection of
the “best QDs,” for which we suggest a simple experimental
procedure requiring only one measurement at zero field.

This dependence of s0, and also F0, on the random atomic
arrangement is in agreement with the expectations from
a simple mesoscopic model that shows these terms to be
proportional to the “amount of deviation from C2v” symmetry
towards the lower C1 symmetry. Hence, a QD made of a
random alloy (with formally C1 symmetry) with an atomic
decoration of the lattice that will resemble the C2v symmetry
will have the smallest s0. This represents a striking example of
an observable, where the conventional treatment of a random
alloy through a replacement of the atomic distribution by
an average [virtual crystal approximation (VCA)30] or an
effective medium [coherent-potential approximation (CPA)30]
fails. In this case, the position of each and every atom in a
structure made of several thousand atoms is relevant.
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