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The atomic microstructure of alloys is rarely perfectly random, instead exhibiting differently shaped pre-
cipitates, clusters, zigzag chains, etc. While it is expected that such microstructural features will affect the
electronic structures �carrier localization and band gaps�, theoretical studies have, until now, been restricted to
investigate either perfectly random or artificial “guessed” microstructural features. In this paper, we simulate
the alloy microstructures in thermodynamic equilibrium using the static Monte Carlo method and study their
electronic structures explicitly using a pseudopotential supercell approach. In this way, we can bridge atomic
microstructures with their electronic properties. We derive the atomic microstructures of InGaN using �i�
density-functional theory total energies of �50 ordered structures to construct a �ii� multibody cluster expan-
sion, including strain effects to which we have applied �iii� static Monte Carlo simulations of systems consist-
ing of over 27000 atoms to determine the equilibrium atomic microstructures. We study two types of alloy
thermodynamic behavior: �a� under lattice incoherent conditions, the formation enthalpies are positive and thus
the alloy system phase-separates below the miscibility-gap temperature TMG, �b� under lattice coherent condi-
tions, the formation enthalpies can be negative and thus the alloy system exhibits ordering tendency. The
microstructure is analyzed in terms of structural motifs �e.g., zigzag chains and InnGa4−nN tetrahedral clusters�.
The corresponding electronic structure, calculated with the empirical pseudopotentials method, is analyzed in
terms of band-edge energies and wave-function localization. We find that the disordered alloys have no
electronic localization but significant hole localization, while below the miscibility gap under the incoherent
conditions, In-rich precipitates lead to strong electron and hole localization and a reduction in the band gap.
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I. INTRODUCTION

Substitutional AxB1−xC alloys made of semiconductor or
insulator components AC and BC are used extensively in
numerous optoelectronic applications because they offer de-
sirable electronic properties that are normally not attainable
by pure AC and BC.1,2 The atomic microstructure of alloys is
rarely perfectly random, instead exhibiting differently shaped
precipitates, clusters, zigzag chains, and manifesting some
degree of short-range order �SRO� and sometimes long-range
order �LRO�.2 While it is expected that such microstructural
features will affect the electronic structures, including carrier
localization3–11 and band gaps,8,12–15 theoretical studies have,
until now, been restricted to investigate either perfectly ran-
dom alloys �SRO=0; LRO=0� �Refs. 16–18� or “guessed,”
nonrandom microstructural features.8,13,14,16,17,19–23 Atomic-
scale spatial inhomogeneities in otherwise random alloys can
lead to carrier localization and modified optical properties,
which possess a controlling effect on the material
properties.1,2 Here we obtain ab initio atomic microstructures
of a prototype isovalent semiconductor alloy �zinc-blende
�ZB� GaN-InN� using cluster expansions based on density-
functional theory �DFT� calculations followed by Monte
Carlo simulations. We emphasize the occurrence of various
atomic microstructures, such as nanoscale precipitates, tetra-
hedral clusters, and In-N-In-… zigzag chains. Using large
supercell pseudopotential theory, we then calculate the cor-
responding electronic properties, emphasizing the degree of
spatial wave-function localization of the band-edge states
and change in the band gaps. We find how the electronic
structures track the atomic-scale microstructures, thus estab-

lishing a bridge between atomic-scale structures and elec-
tronic properties in alloys.

We consider two thermodynamic situations: lattice-
incoherent alloy thermodynamics and lattice-coherent alloy
thermodynamics.24 The terms “coherence” and “incoher-
ence” we refer to are not with respect to the substrate �as in
epitaxy� but with respect to the alloy matrix, e.g., a coherent
precipitate having continuous crystal planes across the phase
boundary between it and the film matrix whereas an incoher-
ent precipitate having the dislocations, grain boundaries, and
so on to disengage it from the film matrix.

A. Lattice-incoherent alloy thermodynamics

Under lattice-incoherent thermodynamics, the crystal lat-
tices of the different phases/precipitates are disengaged from
each other by, for example, dislocations, grain boundaries,
and so on. For a typical semiconductor alloy, the energy of
an alloy configuration E�AxB1−xC� is usually higher than the
energies of the equivalent amount of constituents xE�AC�
+ �1−x�E�BC�, each at its own lattice constant, aAC and aBC.
The excess alloy enthalpy �H=E�AxB1−xC�− �xE�AC�
+ �1−x�E�BC�� is thus positive. Consequently, the semicon-
ductor alloy thermodynamics is characterized by a
“miscibility-gap” temperature, TMG, in the composition
�x�-temperature �T� phase diagram, below which the alloy
phase-separates into AC-rich and BC-rich solid solutions. In-
coherent microstructure thus exhibits nanoscale precipitates
and clusters �i.e., AC-rich or BC-rich disordered solid solu-
tion phases� below the miscibility temperature, leading to
strong deviations of the electronic structure from that of the
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random alloy, at low growth temperatures. The existence of
lattice incoherence with its attended �H�0 is usually taken
as a theoretical explanation for the observed In-rich clusters
inside InGaN samples in the transmission electron micro-
scope �TEM� measurement.7 However, recent atom-probe
experimental results dispute the formation of the In-rich
clusters and attribute the observed In cluster to the electron
beam damage in TEM.25

B. Lattice-coherent alloy thermodynamics

Under lattice-coherent thermodynamics, all the phases as-
sume a single-crystal lattice. Since often the energy
E�AxB1−xC� is lower than the energy of the strained constitu-
ents xE�AC ,a�+ �1−x�E�BC ,a�, then the excess alloy en-
thalpy �H is reduced relative to the incoherent case and can
be negative. The phase separation �into AC-rich and BC-rich
solid solutions� expected in the incoherent case is hindered in
the coherent case. The alloy system would even exhibit or-
dering tendency below a critical temperature TC.24,26 In the
case of InGaN alloys, the ground-state structures and the
phase diagrams for the coherent and incoherent cases have
been previously calculated in Ref. 24. The phase diagrams
show that the disordered solid solution phase of the coherent
alloy is stabilized, as evidenced by the phase transition tem-
perature being reduced from TMG=1870 K �the miscibility
gap in the incoherent case� to TC=600 K in the coherent
case. In terms of long-range ordering, phase-separation is
predicted for the incoherent case, whereas ordering �e.g. the
formation of a chalcopyrite phase� is predicted for the coher-
ent case. However, to the authors’ knowledge, the formation
of coherence-induced order structures have not been reported
experimentally. This might be due to the high dislocation
density present in grown InGaN samples leading to alloy
incoherence.7 �Note: in this paper we discuss only strain-
induced ordering,2,24 not surface-induced ordering�.

II. COMPUTATIONAL METHOD

The methods for obtaining and characterizing the atomic
microstructures and electronic structures are described dia-
grammatically in Fig. 1. We next describe each step sepa-
rately.

A. Calculation of the alloy atomic microstructure

We determine the formation enthalpies of the bulk-
coherent and bulk-incoherent InN-GaN zinc-blende sys-
tems using the cluster-expansion �CE� approach based
on the first-principles local-density approximation �LDA�
calculations.24,26,27 Using the obtained cluster expansion as
an energy functional, we perform static Monte Carlo �MC�
simulations to determine the atomic microstructures in ther-
modynamic equilibrium at some typical indium concentra-
tion x and temperature T. The atomic lattice configurations
obtained from the MC simulations are then relaxed to the
minimum strain energy using valence force-field �VFF�
model. To characterize the obtained alloy atomic microstruc-
tures, Warren-Cowley SRO parameters are calculated. The
detailed analysis on some specific atomic microstructures

such as In-N-In… zigzag chains, tetrahedral clusters, and
precipitates will be provided as well.

1. Cluster expansion

In a mixed-basis CE �MBCE�,27 the formation energy
�E��� of a structure, �=s0 ,s1 , . . . ,sN �i.e., a specific atomic
occupation on each lattice� consisting of N numbers of at-
oms, can be expressed in terms of pair and many-body inter-
actions,

�ECE��� = J0 +
1

N��
i

Jisi + �
i,j

Jijsisj + �
i,j,k

Jijksisjsk + ¯�
+ �

k

�ECS�k̂,x�
4x�1 − x�

	S��k�	2e−�	k	/kc�2
, �1�

where si is the pseudospin variable �si=−1 or si=1 if site i is
occupied by atom type A or B, respectively�, the Jij ,Jijk , . . .
terms are the interaction energies of pair, three-body, etc.,
figures. The last term in Eq. �1� is used to describe the
atomic-size mismatch effects in which S��k� is the Fourier
transform of the pseudospin variables of configuration �,

�ECS�k̂ ,x� is defined as the strain energy of long period
superlattice �AC�m / �BC�n �n / �m+n�=x and m ,n→�� along

crystal direction k̂, and the exponential term is an attenuation
function for short-concentration wave.28,29

All the quantities that define the MBCE in Eq. �1� are
determined by ab initio total-energy calculations. The inter-

FIG. 1. Flowchart describing how atomic-scale configurations
are generated in �a� incoherent or �b� coherent alloy cases and how
the corresponding electronic structure is calculated.
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action energies 
Jij , . . .� are obtained by fitting of �ECE��� to
a set of ab initio calculated formation energies 
�ELDA����.
We use two separate cluster expansions to describe the two
types of alloy thermodynamic behaviors: �a� in a bulk-
incoherent alloy, each phase maintains its own lattice struc-
tures and lattice constants, thus being disengaged from
its surrounding alloy matrix. The lattice coherent strain en-
ergy is zero and we have used a cluster expansion without
the constituent strain term �i.e., without the last term in
Eq. �1��. To illustrate this behavior, Fig. 2�a� shows the
�InN�p / �GaN�p superlattice formation enthalpy vs the period-
icity, p, of the superlattice for different layer orientations. We
see that asymptotically all values go to zero for the incoher-
ent case since the asymptotic energies represent the fully
disengaged InN and GaN.

�b� In the bulk-coherent alloy, each subphase maintains its
lattice coherence with the AxB1−xC alloy matrix. This cluster
expansion is constructed with the constituent strain term �i.e.,
the last term in Eq. �1��. Figure 2�b� shows the formation
enthalpy of the superlattice �InN�p / �GaN�p vs the periodicity,
p, in which the asymptotic finite values for different super-
lattice orientation represent the coherence lattice strain ener-
gies.

The two cluster expansions are fitted to total energies of a
set of selected ordered structures calculated with the LDA
�Ref. 30� and projected augmented wave method, as imple-
mented in the VASP code.31,32 The Brillouin zone is sampled
with Monkhost-Pack k-point meshes with roughly constant
mesh densities corresponding to 9�9�9 for the fcc unit
cell. The plane-wave basis set cutoff energy is set as 435 eV.
The error bounds on �E is about 1 meV/atom. A “leave-
many-out” cross-validation �CV� score is adopted as a fitting
quality parameter.33 The interactions are obtained by first
eliminating several ordered structures from the fit and choos-
ing the interactions that results in the best prediction error
�i.e., the CV score� for the eliminated configurations. The
process is repeated, including more LDA input structures at
each step, until a desired accuracy is achieved.24

2. Monte Carlo simulations of the atomic microstructures

In this paper, the MC simulations are performed using the
EMC2 code included in the ATAT software package.34,35 We

use an ordinary METROPOLIS Monte Carlo �not kinetic Monte
Carlo� where the cation types are swapped between cation
sites. Whether the swap is accepted, or rejected, is decided
by the probability, e−�E/kBT, where �E is the energy differ-
ence between the atomic configurations before and after the
swap, as determined by the cluster expansion functional.
Like in any METROPOLIS MC, the entropy is treated by the
statistical repetition of this procedure. The simulations are
performed using the canonical ensemble. A sufficiently large
simulation cell is used to ensure there is no restriction to the
development of the alloy atomistic microstructures. A super-
cell consisting of �27000 irreducible atoms is found to con-
verge the first pair SRO parameters �described later in Sec.
IV� within 0.0002.

We take ten snapshots from each MC simulation to rep-
resent the alloy microstructures at given x , T. The electronic
properties of three of these snapshots are calculated: the
snapshot with the highest number of In-N-In chains �with
length of two In atoms�, the snapshot with the lowest number
of In-N-In chains and the snapshot with the number of In-
N-In chains closest to the average out of the ten snapshots. In
this way, we can confirm that the trends in the results are not
affected by variations in atomic configurations at the particu-
lar x , T.

The random solid solution microstructure is obtained by
running the MC simulations at the very high temperature of
T=10000 K �for all these structures, the magnitude of the
SRO parameters is determined to be less than 0.06, where
SRO=0 for a perfect random configuration�. For the coher-
ent and incoherent thermodynamic situations, we consider
temperatures ranging from room temperature to the typical
sample growth temperature in experiments, T
=300–1000 K. We focus our studies to the region of In
concentration below x�50% �i.e., x=0–20 %� since previ-
ous findings suggest that high exciton localization occurs at
such low concentrations.7,16

3. Relaxation of the atomic microstructures

The atomic configurations �i.e., the particular atomic dis-
tributions on ideal lattice sites� in thermodynamic equilib-
rium are obtained via the MC simulation. However, in order
to obtain a detailed real-space description of the relaxed
atomic positions starting from the MC configuration, we al-
low local atomic relaxation by using the VFF approach36–38

using parameters from Ref. 39. �Note: the energies used in
MC do include relaxation effects since the cluster expansion
uses the ab inito energies of geometry-relaxed structures as
direct input�. The lattice parameters for these supercell struc-
tures are relaxed under the constraint of cubic symmetry in
order to mimic the thermodynamic limit.

4. Characterization of alloy atomic microstructures
from the Monte Carlo simulations

Warren-Cowley SRO parameters al�x� used to statistically
describe the microstructures are defined as,

�l�x� = 1 −
P�l�

x
, �2�

where P�l� is the probability of finding an indium atom being
the lth nearest neighbor of an gallium atom in a given

FIG. 2. �InN�p / �GaN�p superlattice energies vs periodicity for
�a� incoherent and �b� coherent cases. In �a� the energy for longer
periods asymptotically tends to zero.
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InxGa1−xN atomic microstructure. The character of the alloy
microstructure can be classified by the sign of the SRO pa-
rameter: �l�0 corresponds to an association of “like” atoms
�i.e., “clustering”�, and �l�0 corresponds to an association
of “unlike” atoms �i.e., “anticlustering”�, while �l=0 means
the alloy is perfectly random.

The SRO provides a statistical means to measure the
atomic microstructures in the MC simulation samples.40

SRO, however, describes neither the structural fluctuations
nor the structural details. Previous studies have investigated
the effect of tetrahedral clusters N�AnB4−n� �Ref. 41� and the
isolated In-N-In zigzag chains on the hole localization.16,17,22

In this paper, we relate the electronic structures to these two
types of atomic motifs inside our MC samples, i.e., the num-
ber of In-N-In chains with different lengths and the number
of the tetrahedral clusters N�InnGa4−n� with n=1–4.

B. Calculation of electronic structure of Monte Carlo generated
alloy configurations

1. Empirical pseudopotential calculations

We use the empirical pseudopotential method �EPM�
rather than LDA to calculate electronic structures so as to
correct the systematic errors underlying LDA regarding the
band gap.42 We adjust the screened pseudopotential to repro-
duce the experimentally measured band gaps at �, X, and L,
the effective masses, pressure coefficients, biaxial strain de-
formation potential, and band offsets. The general procedure
is described in Ref. 42. The current zinc-blende GaN-InN
pseudopotential was correlated with respect to our previous
one43 by fixing the InN band gap to 0.76 eV. As before, it is
fitted to effective masses, pressure coefficients, and GW-
calculated high-symmetry band energies.43 While fitting the
pseudopotential of two materials their relative band offset
needs to be fitted as well to assure correct positioning of the
energy levels. The fit is simply decided by the G=0 compo-
nent of the screened pseudopotential. In what follows we
explain which target value of the offset we aim to fit. The
value of the unstrained valence-band offset
�EV

�ZB��GaN / InN� is controversial18,44,45 �see Table I�. We
know that the wurtzite �WZ� offset is larger than the ZB
offset �see the linaerized augmented planewave �LAPW� cal-
culation of Ref. 44�. The most recent WZ offset calculation
using a hybrid DFT functional �HSE06� �Ref. 18� is 0.62 eV,

in good agreement with the recent experimental value46� of
0.58 eV. Thus, the ZB offset must be �EV

�ZB��0.62 eV �the
recent deformation-potential-corrected LDA value of
�EV

�ZB�=1.1 eV for ZB �Ref. 45� is in contradiction with
this�. We use the same ZB offset from previous work, 0.26
eV.43 A higher offset, in between 0.3–0.6 eV, combined with
linear bowing �supported by hybrid/screen exchange
calculations16,17� leaves the valence-band maximum �VBM�
values at low In concentration �x	20%� unchanged.

For a given atomic configuration, the EPM calculations
are run with the folded spectrum method with no spin-orbit
coupling.47 The calculation is run until convergence of the
eigenvalues is reached within a tolerance of 10−6 eV. The
VBM, conduction-band minimum �CBM�, and electronic
wave functions are direct outputs.

2. Quantifying degrees of carrier localization

A robust and intuitive method to measure the carrier lo-
calization of a given wave-function is to use the number of
cations on which a significant amount of the wave-function
is spatially distributed. We first define the charge contribu-
tion from state j per cation at lattice site i by integrating the
wave-function modulo squared within a volume, V,

Qi = �
V

	
 j	2dV , �3�

where V= �a�3 /4, and a is the lattice constant of alloy, and Qi
is normalized so that the sum over N cations �0

NQi=1. Next,
we count the number of cations �NC� with the highest Qi
values in the material that holds 80% �arbitrary choice� of
the charge. The percentage volume is defined as the ratio of
NC over the total number of cations, in the supercell. For a
fully delocalized wave-function, the percentage volume is
80% and for the fully localized wave-function, the percent-
age volume tends to 0%. We can then show the real-space
spatial distribution of the wave function by highlighting all
the NC cations within the supercell. In contrast, depicting the
spatial distribution of wave functions using isosurfaces can
be misleading.

III. RESULTS: ATOMIC MICROSTRUCTURES OF InGaN

A. Incoherent alloy atomic-scale structure: Formation
of precipitates

Many authors have implicitly assumed the incoherent sce-
nario and created some microstructure that is supposed to
reflect it. Examples of such assumed structures include the
random alloy,16–18 100% pure quantum-dotlike clusters em-
bedded in a pure GaN matrix,8,13,19,20 an isolated In atom in
GaN,21 and isolated In-N-In chains.16,17,22 We have calcu-
lated the incoherent CE and the MC calculations are carried
out to simulate the more realistic microstructure that occur in
incoherent conditions. Under such conditions, calculations
show that the excess enthalpies of �ordered or random� alloys
are positive, and correspondingly, the phase diagram �Fig.
3�a�� shows a miscibility line �TMG=1870 K at x=43%�,
below which the alloy phase-separates into AC-rich plus
BC-rich alloys.

TABLE I. Calculated and experimental GaN-InN VBM
offsets.

Method Zinc blende Wurtzite

LDA-LAPWa 0.26 0.48

LDAb 1.11 -

HSE06c - 0.62

Experimentd - 0.58

aReference 44.
bReference 45.
cReference 18.
dReference 46.
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1. Short-range order

The short-range order parameters �Fig. 3�b�� of the first up
to fourth nearest neighbors at alloy composition x=20% are
all positive at low T �T	1000 K� indicating clustering. At
high T�1000 K, the disordered solid solution phase is ther-
modynamically stable. In this case, the first- and the fourth-
nearest-neighbor SRO are negative, indicating anticlustering
tendency, whereas the second- and third-nearest-neighbor
SRO parameters are positive, as has been predicted
previously.26,28 In zinc-blende tetrahedral semiconductor al-
loys with lattice mismatched AC and BC, the �201� superlat-
tice structure turns out to be most capable of relaxing the
strain energy.26 Therefore, the SRO of the disordered solu-
tion phase InxGa1−xN, above the miscibility gap, shows the
anticlustering tendency in first and fourth nearest neighbors
and clustering tendency in the second and third nearest
neighbors.

2. Zigzag chains

Figure 3�c� shows the number of In-N-In zigzag chains as
a function of chain length for samples at varying tempera-
tures with x=20%. For the random alloy, the probability of
finding a chain drops off quickly with the increasing length
�squares�. For the incoherent alloy at T=1000 K �circles�
and T=300 K �triangles�, the probability of finding longer
In-N-In chains is much higher with respect to random statis-
tics. The difference is even more significant at T=300 K.

3. Tetrahedral clusters

Figure 3�d� shows the number of N-centered tetrahedral
clusters, i.e., N�InnGa4−n� in the alloy microstructure at x
=20%. For the random alloy, the number of clusters follows
the predictions of the Bernoulli random alloy model,41 where
for In concentrations up to x=20%, there are no N�In4� clus-
ters, and thus no pure InN regions. At finite temperature, the
incoherent alloys at x=20% have fewer N�In1Ga3� and
N�In2Ga2� clusters but more N�Ga4� and N�In4� clusters
compared to the random alloy, indicating a significant clus-
tering tendency41 and formation of pure InN regions.

The spatial distribution of the chains with different
lengths �3.1 Å �2 In, gray�, 9.6 Å �4 In, black�, 15.9 Å �6
In, cyan�, and 22.3 Å �8 In, red�� and clusters �In1 �gray�, In2
�black�, In3 �cyan�, and In4 �red�� are shown in Figs.
4�a�–4�d� and 5�a�–5�d� for In concentrations x=1% and x
=20%, respectively. Precipitates are predicted in the incoher-
ent alloys at T=300 K at x=1% as well as T=1000
−300 K at x=20%. This is consistent with the phase dia-
gram �Fig. 3�a��. At x=20% �Figs. 5�c� and 5�d��, the inter-
face between the precipitate and the alloy matrix is interdif-
fused at T=1000 K while the precipitate at T=300 K has a
much sharper boundary. In addition, the precipitate at T
=1000 K is spherical in shape while the formation at T
=300 K is an ellipsoid. This may be due to the different
interface energies along different crystal orientations.

B. Coherent alloy atomic-scale structure above TC: similar to
the random alloy

Due to the lattice coherence strain energy, the InGaN al-
loy has been converted from a phase-separating system to an
ordering system, which is manifested in the composition-
temperature phase diagram �Fig. 3�e��. Two observations of
the phase diagram can be noted. First, the phase transition
temperature is significantly suppressed from TMG=1870 K
in the incoherent case to TC=600 K. Second, there is a chal-
copyrite ordering at x=50%. In terms of this ordered struc-
ture, we are not aware of any published experiments. This
may be due to the high density of dislocations and grain
boundaries in the normal grown InGaN alloy samples that
relax the lattice coherent constraint. Here we only study the
microstructures of the disordered solid solutions above the
coherent TMG �Fig. 3�e��.

1. Short-range order

The SRO parameters for the first- and the fourth-nearest-
neighbor pairs, calculated for the MC samples at x=20%

FIG. 3. �Color online� Thermodynamic and structural properties
of InGaN zinc-blende alloy under the incoherent and coherent ther-
modynamic situations. ��a� and �e�� Calculated composition-
temperature phase diagram. Detailed structural analysis of MC
snapshots at x=20%: ��b� and �f�� the short-range order parameters,
��c� and �g�� number In-N-In chains, and ��d� and �h�� number of
N�InnGa4−n� tetrahedral clusters.
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�Fig. 3�f��, are negative, whereas the second and the third
SRO parameters are positive. The disordered solid solution
phases therefore exhibit anticlustering tendency. Since disor-
dered solution phases at relatively high temperature �T
=2400 K� are inherently lattice coherent �i.e., only one
phase in the system�, the SRO parameters calculated for both
the incoherent alloy and the coherent alloy are very close. In
the coherent alloy, the anticlustering SRO parameters are
more pronounced than those in the incoherent alloy because
of the suppressed phase transition temperature.

2. Zigzag chains

The number In-N-In chains are very similar to the random
alloy �Fig. 3�g��, though there are significantly fewer chains
of length of less than 10 Å in comparison with the random
alloys. This is consistent to the more pronounced anticluster-
ing SRO tendency.

3. Tetrahedral clusters

Figure 3�h� shows that the number of N�Ga4� clusters is
slightly reduced and the N�In1Ga3� tetrahedral clusters is in-

creased at T=1000 K and T=600 K, which is consistent
with the anticlustering tendency of the coherent alloy. The
numbers of N�In3Ga1� and N�In4� tetrahedra remain small,
showing that local In concentrations above 50% is a rare
occurrence when x	20%.

The atomic microstructures of the coherent alloys in real
space �Fig. 4�b� for x=1% and Fig. 5�b� for x=20%� do not
show significant deviation from those of the random alloy:
the chains and clusters are homogeneously distributed.

IV. RESULTS: ELECTRONIC STRUCTURE AND CARRIER
LOCALIZATION OF THE CALCULATED

MICROSTRUCTURES

We consider the electronic structure of both 1% In-dilute
�Figs. 4�e�–4�h�� and 20% In-concentrated �Figs. 5�e�–5�h��
alloys. The degree of localization of electrons �CBM� and
holes �VBM� is depicted in these panels by highlighting
those cations �NC� that carry 80% of the wave-function in
the respective CBM and VBM states �see Sec. II�. The
charge density of the top three levels of the valence band are

FIG. 4. �Color online� Atomic configurations and electronic structures of a typical Monte Carlo snapshot of InGaN zinc-blende alloy at
x=1%: �a� random alloy, �b� coherent alloy at T=600 K, �c� incoherent alloy at T=1000 K, and �d� incoherent alloy at T=300 K. �a�–�d�
show In-N-In chains �3.1 Å �2 In, gray�, 9.6 Å �4 In, black�, 15.9 Å �6 In, cyan�, and 22.3 Å �8 In, red��, and N-centered �N�InnGa4−n��
tetrahedral clusters, �In1 �gray�, In2 �black�, In3 �cyan�, and In4 �red��. �e�–�h� highlight all the cations that hold 80% of the CBM, or VBM,
charge density.
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summed together to calculate the hole localization at the
VBM. Figures 6�a�–6�c� uses the percentage volume in the
whole system of �27000 atoms to quantify the hole and
electron localization with respect to In concentration.

A. Electron and hole localization

1. Random alloys

Assuming random statistics is the simplest and most
popular way to describe alloys. For the electron, we find that
80% of the charge density is located on about 75% of the
total volume of the system, meaning that the electrons are
essentially delocalized �top panel of Fig. 6�a� �squares��.
Spatially, the electrons are seen to be homogeneously distrib-
uted over the whole system at x=1% �Fig. 4�e�� and at x
=20% �Fig. 5�e��. In contrast, the holes in the VBM are
significantly localized, as seen in the bottom panel of Fig.
6�a� �squares�, where the localization is most significant in
the range of In concentrations x=10–20 %. Comparison of
the electronic structure and alloy microstructures can be
made by examining Figs. 4�a� and 4�e� for x�1%, and Figs.
5�a� and 5�e� for x�20%. There is no obvious correlation

between the In-N-In chains and the CBM or VBM localiza-
tion. This is in contrast to previous studies,16,17,22 which
show clear, strong localization originating from isolated In-
N-In chains.

We also show how converged system size is important in
order to obtain correct results for localization. Figure 6�a�
shows the hole localization of the random alloy, calculated
using 64 irreducible atoms �crosses�, 512 atoms �empty
circles�, and over 27,000 atoms �squares�. For the supercell
with over 27,000 atoms, 80% of the VBM is located on just
20–30% of the total volume for concentrations x=10–20 %,
indicating significant localization. However, for the 512 atom
supercell, this value becomes 60–70%, and further changes
to 70–80% for the 64 atom cell, indicating very weak local-
ization. In the latter case, even the trend of the hole localiza-
tion vs concentration is not well predicted. The calculation of
a large number of atoms is important to include structural
fluctations not included in a smaller supercell. This shows
that localization calculated using smaller sized supercells
�e.g., 32 atom16, 64 atom17, 72 atom22 supercells� may give
different results regarding localization. However, we note
that VBM and CBM energies remain unaffected by system
size.

FIG. 5. �Color online� Atomic configurations and electronic structures of a typical Monte Carlo snapshot of InGaN zinc-blende alloy at
x=20%: �a� random alloy, �b� bulk-coherent alloy at T=600 K, �c� bulk-incoherent alloy at T=1000 K, and �d� bulk-incoherent alloy at
T=300 K. �a�–�d� show In-N-In chains �3.1 Å �2 In, gray�, 9.6 Å �4 In, black�, 15.9 Å �6 In, cyan�, and 22.3 Å �8 In, red��, and
N-centered �N�InnGa4−n�� tetrahedral clusters, �In1 �gray�, In2 �black�, In3 �cyan�, and In4 �red��. �e�–�h� highlight all the cations that hold
80% of the CBM, or VBM, charge density.
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2. Coherent alloys

Figure 6�b� shows that for the coherent alloy, there is no
significant difference between the percentage volume of
VBM and CBM states of the disordered solid solution phases
at T=1000 K and T=600 K and those of the random alloys.
The degree of localization �Fig. 6�b�� shows that while elec-
tron localization is unchanged by temperature, the hole lo-
calization decreases only slightly as temperature decreases.
There is greater �although still small� range of data points for
T�1000 K �circles� due to more configurational fluctuation
at this temperature. The distribution of hole and electron
states in real space are shown in Figs. 4�f� and 5�f�.

Overall we can conclude that the SRO in the disordered
solid solutions does not lead to a significant deviation in the
electronic and hole localization from that of random alloys.
Since only the hole is localized, exciton localization seems
unlikely unless the electron binds with a hole localized in the
VBM.

3. Incoherent alloys

The most dramatic deviation from randomness of elec-
tronic structure is demonstrated by the formation of precipi-
tates in the incoherent alloy. The percentage volume in Fig.
6�c� quantifies the hole and electron localization, showing
that 80% of the CBM and VBM charges is located on only
5–20 % of the total volume. Figures 4�g�, 4�h�, 5�g�, and
5�h� show how the electrons and holes are not distributed
homogeneously but tracks the alloy precipitates. Analysis of
Qi values show the highest values for electrons are at the
center of the precipitate, whereas the VBM charge tends to

localize on atoms surrounding the precipitate, as was noted
for artificially constructed In quantum-dot calculations.8

B. Factors contributing to localization: Chemical effect versus
size-mismatch effect

The isovalent semiconductor alloy InGaN has two con-
stituents �i.e., In and Ga� with very similar chemical proper-
ties. It is thus not easy to understand the strong hole local-
ization in terms of the chemical differences of two alloying
components. As shown in GaAsN and GaAsP alloys, the
significant chemical differences �e.g., the electronegativity�
between the substituting atoms As/N and P/N lead to a dras-
tic carrier localization.48 In order to separate the chemical vs
lattice effects on the localization, we compare the electronic
properties of the relaxed structures with those of the unre-
laxed structures where all bond lengths are instead con-
strained to the ideal Ga-N bond lengths �Fig. 7�.

For random alloys, the CBM charge is unaffected �per-
centage volume: 72% �relaxed� vs 76% �ideal�� while the
VBM changes significantly �percentage volume: 25% �re-
laxed� vs 77% �ideal��. Note: we expect similar results for
coherent alloys. This behavior suggests that random fluctua-
tions in the alloy leads to hole localization due to local lat-
tice distortions.

For incoherent alloys with a precipitate, the CBM is un-
affected by atomic relaxation �percentage volume: 10% �re-
laxed� vs 11% �ideal��. The electron localization appears to
be due to chemical effects of the In clusters �percentage vol-
ume: 10% for the sample with precipitates vs 72% for the
random alloy sample�. The hole localization, however, is
strongly affected by atomic relaxation �6% �relaxed� vs 51%

FIG. 6. �Color online� The percentage volume with 80% of the VBM �CBM� charge density for the �a� random, �b� bulk-coherent, and
�c� bulk-incoherent alloys. Results are calculated for the three separate Monte Carlo snapshots at each concentration and temperature. In �a�
the effects of the supercell size on the electron and hole localization are present as well.
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�ideal��. The flower-shaped charge density of the VBM is not
present when the atomic coordinates are not relaxed.

The lattice distortion due to the InN-GaN size-mismatch
�11%� explains why InGaN has such a pronounced hole lo-
calization effect, compared to alloys such as InGaAs �Ref.
21� with 7% mismatch. The localization predicted for iso-
lated In-N-In chains16,17,22 may also be understood in terms
of the lattice distortion caused by the chain.

C. CBM and VBM energies

1. Coherent alloys

The VBM and CBM energies for the random alloy are
shown in Fig. 8�a�. Figure 8�b� shows that, compared to the
random alloy, there is negligible change in the CBM energies
for the coherent alloy up to x�20% at temperatures above
600 K. The largest calculated change from the random alloy
is in the VBM energy at x�20%, T�600 K and is of a value

of only 26 meV lower than the random alloy VBM energy.
To put this value in perspective, the error in the VBM energy
�as determined by comparing the values calculated from the
three MC snapshots described in Sec. II� is found to be about
8 meV. This shows that the anticlustering SRO of the coher-
ent alloy has the effect of lowering the VBM but the effect is
practically negligible for the temperatures and concentration
ranges studied in this paper.

2. Incoherent alloys

The CBM and VBM energies vs In concentration are
shown in Fig. 8�c�. At x=1% and T=1000 K, the alloy ex-
hibits disordered solid solution phases, there is no obvious
deviations of the CBM and VBM of the random alloy. The
alloys have the In-rich precipitates embedded in a GaN rich
solid solution phase in other cases �Figs. 4 and 5�. The cor-
responding VBM and CBM undergo a significant change,
whereby the VBM shifts up and the CBM shifts down. As a
consequence, the band gap is dramatically reduced, for ex-
ample, the band gap is reduced to 1.25 eV at 300 K com-
pared to the gap of 2.52 eV of the random alloys. This trend
is similar to the behavior of pure InN clusters in pure
GaN.8,19,21 It is interesting to note that the band gap associ-
ated with the In-rich precipitate �with pure InN center� is
significantly larger than that of a pure InN constituent. This
could be due to the size confinement of the precipitates
within the alloy matrix.

V. DISCUSSION: RELATING ELECTRONIC STRUCTURE
TO ATOMIC MICROSTRUCTURE

Our main conclusions for the case of the InGaN zinc-
blende alloy are : �i� the structural fluctuations in the random
alloy readily lead to significant hole localization; �ii� the an-
ticlustering SRO in the disordered solid solution phases �the
incoherent alloy above miscibility gap and the coherent alloy

FIG. 7. �Color online� Comparison between VBM �CBM� local-
ization of relaxed vs ideal �GaN� atomic coordinates for the random
and incoherent alloys at T=1000 K at x=20%. Cations that hold
80% of the VBM �CBM� charge density are highlighted in green.

FIG. 8. �Color online� The conduction band minimum �CBM� and the top three valence band maximum �VBM� states of InGaN
zinc-blende �a� random �x=0–100 %�, �b� coherent �x=0–20 %�, and �c� incoherent �x=0–20 %� alloys.
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above 600 K� slightly reduces the hole localization in com-
parison with the random alloy; �iii� the presence of the In-
rich precipitates �incoherent alloys below the miscibility gap�
results in strong electron and hole localization and strongly
reduces the band gap relative to the random alloys; and �iv�
the lattice distortion of the atomic microstructures due to the
size mismatch between the In and Ga atoms is crucial to
understand the strong hole localization in the InGaN alloy.

In light of the structural similarity and thermodynamic
similarity �e.g., similar miscibility gap temperature� in zinc-
blende and wurtzite InGaN alloys, we believe our conclu-
sions on the ZB alloy are also applicable to the WZ alloy. In
experiments, the internal quantum efficiency of WZ-InGaN
light-emitting diode is very high in spite of the high
dislocation density in the alloy samples grown by molecular
beam epitaxy and metal-organic chemical-vapor deposition
methods �e.g., 109–1010 cm−2�. It was proposed that the ex-
citon localization due to the In-rich precipitates prevents the
diffusion of excitons toward the nonirradiative centers.7

However, recent atom-probe experiments from Galtrey et
al.49 showed that the alloy film is composition homogeneous
without the reported In rich clusters in the TEM
observations.7 Our results may provide a clue to understand
this controversy. The structural fluctuation inside the random
alloys can provide comparable hole localization in compari-
son to the In-rich precipitates. It is worth noting that the
predicted peak of hole localization at x�10–20 % �Fig.
6�a�� agrees with the highest light emission efficiency mea-
sured in experiments very well.7

VI. SUMMARY

In summary, we employ the ab initio computational
method, the cluster expansion approach, and static Monte
Carlo simulations to study the realistic atomic microstruc-
tures of InGaN zinc-blende alloy at varying thermodynamic
conditions, in contrast to the widely adopted random alloy
model and the artificially “guessed” structures. The empirical
pseudopotential method is used to study the electronic prop-
erties of the obtained atomic microstructures including the
electron and hole localization, CBM and VBM energy, and
the band gap. The correlations between the atomic micro-
structures in thermodynamic equilibrium and the correspond-
ing electronic properties are established. We find that the
structural fluctuations in the random and disordered alloys
can lead to strong hole localization. The anticlustering ten-
dency in the disordered solid solutions �in both the incoher-
ent and coherent situations but more significant in the coher-
ent case� slightly reduces the hole localization in comparison
to the random alloy. The presence of the In-rich precipitates
�the LRO in the incoherent situation below miscibility gap�
leads to a drastic localization of both electrons and holes and
a significantly reduced band gap.
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