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Excitation energy transfer involving semiconductor quantum dots (QDs) has received increased attention in
recent years because their properties, such as high photostability and size-tunable optical properties, have
made QDs attractive as Förster resonant energy transfer (FRET) probes or sensors. An intriguing question in
FRET studies involving QDs has been whether the dipole approximation, commonly used to predict the
electronic coupling, is sufficiently accurate. Accurate estimates of electronic couplings between two 3.9 nm
CdSe QDs and between a QD and a chlorophyll molecule are reported. These calculations are based on
transition densities obtained from atomistic semiempirical calculations and time-dependent density functional
theory for the QD and the chlorophyll, respectively. In contrast to the case of donor-acceptor molecules,
where the dipole approximation breaks down at length scales comparable to the molecular dimensions, we
find that the dipole approximation works surprisingly well when donor and/or acceptor is a spherical QD,
even at contact donor-acceptor separations. Our conclusions provide support for the use of QDs as FRET
probes for accurate distance measurements.

The special properties of semiconductor nanocrystalline
quantum dots (QD), such as high photostability, size-tunable optical
properties, and the possibility to functionalize their surfaces with
particular ligands have inspired a breadth of research,1-6 including
building ordered assemblies of QDs, studies of biological sensing,7-9

quantum computation,10-12 and the proposal of solar energy
conversion devices.13-16 A feature of the multidot assemblies
studied in that context is the observation and use of electronic
energy transfer (EET) process, where an electronically excited
donor system (atom, molecule, or nanocrystal) transfers its excita-
tion energy to a nearby acceptor in a nonradiative way.17 EET has
been demonstrated between QDs,18-22 between organic polymers
and QDs,23-25 and between QDs and molecular probes in the
context of fluorophore tagging in biological systems.7-9,26-28

Theoretical studies have also been reported.10-12,29,30 Recently, it
has been suggested that QDs can be used as probes in long-range
Förster resonance energy transfer (FRET) distance measurements
up to 13 nm.31 The potential use of QDs as FRET probes, however,
will only turn into a practical application if EET between QDs
and molecular dyes can be appropriately described by the Förster
mechanism.

Although EET between weakly coupled molecular systems
has been the focus of substantial research and is well under-
stood,17 EET between QDs donor-acceptor pairs or between
QDs and molecules is not well understood, and still fundamental
questions remain unclear. For example, in EET involving
molecular pairs17 at length-scales comparable to the dimensions

of the molecules, the Förster mechanism with its underlying
dipole approximation breaks down, and a more accurate
representation is needed to obtain reliable estimates of the
coupling.32-36 Considering that in EET involving QDs the
distances are typically in the same range as the size of the QDs,
that is, from 1 to 8 nm, how good is the dipole approximation
for these systems? The problem can be described by comparing
the general, transition density-based expression for EET with
the popular point-dipole (Förster) expression.

The general, weak coupling formula for predicting the rate
of EET between a single electronic state of a donor D and an
acceptor A is given by

kEET )
2π
p

|sVs|
2J (1)

where J is the normalized overlap between donor emission and
acceptor absorption spectra,17 s is the solvent screening factor,
approximated as 1/n2, where n is the refractive index of the
medium, and Vs is the electronic coupling between D and A
transition densities. This electronic coupling is given by the two-
electron integral that represents de-excitation of the donor and
concomitant electronic excitation of the acceptor. The interaction
is Coulombic, representing coupling between transition densities
connecting the ground state and excited state for the donor and
acceptor. The electronic coupling, obtained from transition
densities is hence

Vs
(3D) )∫ Fge

D (r1)Feg
A (r2)

|r1 - r2|
dr1dr2 (2)

Given the transition densities Fge
D (r) and Feg

A (r), it is possible
to compute the “exact” EET rate (in the weak coupling limit)
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from eqs 1 and 2, assuming that the D and A electron densities
do not overlap and do not distort each other.

Traditionally, the transition densities are expanded as a
multipole series, and then eq 2 would be evaluated as the
interaction between the multipoles corresponding to D and A37

Vs
(multipole) )Vdip-dip +Vdip-quad +Vquad-dip +Vdip-oct +

Voct-dip +Vquad-quad + ... (3)

The coupling Vs
(multipole) given by eq 3 reproduces the exact

result of eq 2 provided that an untruncated multipole expansion
is used and that the multipoles are calculated exactly from the
same transition densities, that is, µeg,R

QD ) ∫rRFeg
QD(r)dr. In the

classic Förster theory,38 the coupling is obtained by truncating
this expansion to the first term, which is an interaction between
transition dipole moments. This so-called point-dipole ap-
proximation gives the characteristic R-6 decay of the rates

Vs
(multipole) ≈ Vdip-dip )

κµD
TµA

T

R3
(4)

where µD
T/µA

T are transition dipole moments of D and A separated
by a distance R, and the orientation factor, κ, is defined in terms
of the angles between transition moments and the donor-acceptor
vector.17 In the case of QDs, the relevant transition moments
follow selection rules for circularly polarized light6,39 so care
needs to be taken when determining κ.12 Often an orientational
average is taken, such that κ2f2/3 is used in the rate expression.

Here we compare the EET rate obtained from the unapproxi-
mated, 3D formula of eq 2, with the multipole expansion of eq
3 and the classic point-dipole approximation of eq 4. We
consider (i) two identical 3.9 nm diameter CdSe wurtzite QDs,
and (ii) a CdSe QD and a nearby chlorophyll-a molecule (Chl).
The density matrices of eq 2 for CdSe are obtained from
atomistic pseudopotential calculations in a plane wave basis,
whereas the density matrices for chlorophyll are obtained from
time-dependent density functional calculations in a Gaussian
basis. We find that in contrast to what is typically observed in
EET involving two molecules, the point-dipole approximation
gives an excellent estimate of electronic couplings for the three
different orientations between the donor and the acceptor we
consider, both for the QD-Chl and QD-QD systems, even at
close-contact separations. This latter result is in agreement with
a recent study of QD-QD pairs that employed semiempirical
calculations based on the tight-binding Hamiltonian.29

We explain the accuracy of the dipole approximation
qualitatively on the basis of the quasi-spherical symmetry of
the negatively and positively charged clouds that form the QD
transition densities. These create an electrostatic potential that
effectively behaves as the potential originated by a positive
charge and a negative charge located at the center of the QD
and separated by ∼7 Å. Our conclusions thus provide support
for the use of QDs as FRET probes for long-range distance
measurements.

The electronic couplings Vs
(3D) were computed by evaluating

the integral in eq 2 using a discretization of the transition
densities into finite volume elements over a 3D grid for the
donor and the acceptor, and the elements of the cubes are
subsequently interacted via the coulomb potential, as described
elsewhere.32,40 The accuracy of this integration, often known
as the transition density cube method (TDC), depends only on
the quality of the discretization procedure adopted, which can
be controlled by using sufficiently fine grids.32 For CdSe dots,
we discretized the transition density on a noncubic grid of finite
elements with volume ∼0.6 bohr3 to calculate the electronic

couplings, whereas for the Chl molecule we used the transition
density finely discretized in finite elements with volume ∼0.04
bohr3. The accuracy of calculating Vs

(3D) from the actual
quantum-mechanical 3D transition densities thus depends es-
sentially only on the level of sophistication used to derive the
quantum mechanical transition densities themselves, as described
next.

The transition density for 3.9 nm diameter wurtzite CdSe QDs
was obtained from atomistic single-particle wave functions
calculated using the semiempirical pseudopotential method.41

In this approach, we solve the Schrödinger equation

[- p2

2m
∇ 2 +VLOC(r)+ V̂NL + V̂SO]ψi(r, σ)) εiψi(r, σ) (5)

where m is the bare electron mass, VLOC(r)is the local pseudo-
potential, V̂NL is the nonlocal pseudopotential operator, and V̂SO

is the spin-orbit operator. The local pseudopotential is given
by the superposition of screened atomic potentials Vn centered
at the atomic positionsRn:

VLOC(r))∑ n
Vn(r-Rn) (6)

The atomic potentials Vn, as well as the nonlocal pseudopo-
tential V̂NL and the spin-orbit operator V̂SO, were optimized
by fitting calculations to experimental bulk transition energies,
effective masses, and deformation potentials, and ab initio
calculated bulk wave functions.41 Equation 5 is solved by
expanding the wave functions ψi(r,σ) in a plane-wave basis set
and using the folded-spectrum method42 to selectively calculate
the band-edge states. The pseudopotential method fully includes
intervalley coupling and intraband coupling. The transition
density of the isolated QD was calculated as

Feg
QD(r))∑ σ ψv

/(r, σ)ψc(r, σ) (7)

where ψv and ψc denote the single-particle valence (v) and
conduction (c) wave functions. We thus neglect excitonic effects,
such as electron-hole Coulomb attraction and exchange cou-
pling, on the transition density. Electron-hole Coulomb attrac-
tion leads to a shift of the exciton energy compared to the single-
particle band gap, but because of strong quantum confinement,
Coulomb interactions cause only minor changes to the electron
and hole wave functions and thus to the transition density.
Electron-hole exchange interactions lead to fine-structure
splitting (dark/bright splitting) of the exciton ground state. Since
the dark/bright splitting of the CdSe QD considered here is only
∼5 meV,43 the bright exciton states are thermally populated at
room temperature, so eq 7 is a good approximation to the
transition density.

Regarding the chlorophyll molecule, we consider the transi-
tion density of the Qy lowest-lying bright state, which was
obtained from time-dependent density functional theory (TD-
DFT) calculations using the hybrid B3LYP exchange-correlation
functional and the 6-31+G(d) basis set for the isolated Chl.
Prior geometry optimization was performed at the B3LYP/6-
31G level. Both geometry optimization and excited-states of
Chl were calculated with the Gaussian 03 package.44 We
obtained a vertical excitation energy of 2.09 eV and a transition
dipole moment of 5.45 Debye.

Distance-dependent coupling profiles were calculated by
adopting fixed relative orientations of the donor and the acceptor
and then systematically varying their center-to-center separation.
In Figure 1, we show a schematic representation of the
orientations considered for the QD-QD and the QD-Chl pairs
indicating the relevant angles that have been varied to generate
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the different orientations. In particular, we have considered (i)
a face-to-face (FF) orientation (θD ) -π/2 and θA ) -π/2),
(ii) a head-to-tail (HT) orientation (θD ) 0, θA ) 0), and (iii)
a diagonal-like (DL) orientation (θD ) 3π/4 and θA ) 3π/4).
For the QD-QD pair, electronic couplings were estimated at
center-to-center separations in the range 42.5-105 Å using 2.5
Å steps between the closest points (<55 Å) and 5 Å steps for
the rest. For the QD-Chl pair, separations in the range 22.5-55
Å (FF orientation) and 27.5-55 Å (HT and DL orientations)
were considered, and the coupling was again computed every
2.5 Å for the closest points (<40 Å) and every 5 Å for the rest.

Figure 2 shows the transition densities corresponding to the
FF orientation of the QD-QD and QD-Chl pairs, where their
marked dipolar character can be clearly seen. Here we note that,
as indicated in Figure 1, selection rules for circularly polarized
light give rise to a complex dipole transition moment (and
transition density) for the QD with real and imaginary compo-
nents approximately along the x and y axes, respectively. In
our discussion of the results, we consider the absolute square
of the corresponding complex couplings obtained, as this is the
relevant ingredient for the prediction of EET rates.

Figures 3 and 4 show the distance-dependent profiles of
squared couplings Vs corresponding to the QD-QD and

QD-Chl pairs, respectively, as obtained in the FF and HT
orientations both from the point-dipole approximation, eq 4, and
the full 3D expression integrated numerically within the TDC
method, eq 2. (Figures corresponding to the DL orientations
are included as Supporting Information.) In the point-dipole
approximation, we used the point dipoles evaluated from the
same quantum mechanical orbitals used to evaluate Vs

(3D)

calculated according to

µeg,R
QD )∫ rRFeg

QD(r)dr (8)

where the index R denotes the x, y, and z components of the
vector, and the integral was solved numerically over the dis-
cretized transition density. Figures 3 and 4 show that the
agreement between the 3D expression and the point-dipole
approximation for the QD-QD pair is excellent along the whole
distance profiles and for all the orientations considered. Even
at QD-QD quasi-contact separations (42.5 Å), in all cases
deviations smaller than 3% are found to arise as a consequence
of the point-dipole approximation in the estimated rates.

For the Chl-QD pair, the disagreement between the exact
3D expression and the point-dipole approximation is slightly
increased at close separations. However, the effect in the
estimated rates is in all cases smaller than 25%. In particular,
we found deviations equal to 17, 9, and 24% for the closest
distances considered with FF, HT, and DL orientations,
respectively, which correspond to deviations in the coupling of
8, 5, and 11%. Moreover, at distances >35 Å, which corre-
sponds to approximately ∼15 Å between the center of the Chl
and the QD surface, the error in the point-dipole approximation
on the rates becomes smaller than 10%.

To gain a better understanding on the origin of the differences
between the full 3D coupling and the point-dipole expression
eq 4, we also computed the coupling from a multipole expansion
of the interaction including dipole, quadrupole, and octapole
terms.37 As for the dipole transition moment, quadrupole and
octapole transition moments were obtained from the corre-

Figure 1. Schematic representation of the relative orientation of the
QD-QD and QD-Chl pairs studied in this work. The angles θD and
θA have been varied in both pairs to generate different orientations.
Selection rules for circularly polarized light give rise to a complex
transition moment for the QD, with real and imaginary components
approximately along the x and y axis. At the bottom we show the actual
components of the complex transition dipole obtained in our calcula-
tions, which slightly deviate from the crystallographic axis. We have
used the direction defined by the predicted Re(µb) as the actual x axis
used to define the relative orientations.

Figure 2. Graphical representation of the transition densities of the
systems studied in this work. (a) Two CdSe QDs oriented face-to-face
(FF). (b) Chl and CdSe QD oriented face-to-face (FF). Note that the
real part of the complex transition density is displayed for the QDs.
Images created with VMD.49
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sponding transition densities. In Tables 1 and 2, we report the
electronic couplings obtained from the point-dipole, exact 3D,
and the multipole expansion expressions for the QD-QD and
QD-Chl pairs, respectively. Such couplings are obtained at the
closest center-to-center separations considered in the FF and
HT orientations, that is, almost at contact separations. Here,
we note that for larger separations higher multipole contributions
are expected to be less important due to their more pronounced
distance decay compared to the dipole-dipole term. For the
QD-QD system, we find that the consideration of quadrupole
and octapole terms in the coupling leads to negligible changes
less than 3% in the predicted rates, in accord with the excellent
agreement found between the exact 3D and the point-dipole
estimates. For the QD-Chl pair, the effect of such higher
multipoles is more important. In this case, the inclusion of
quadrupole and octapole terms leads to changes of ∼15% in
the multipolar expansion couplings compared to the point-dipole
values, which lead to a better agreement with respect to the
predictions of the exact 3D result. In particular, couplings
involving the quadrupole transition moment are small because
of the symmetry of the transition, and the largest contribution
of higher multipoles is found to arise as a consequence of the
octapole of the Chl molecule, rather than that of the QD.

An explanation for the unexpected close agreement between
the exact 3D couplings and those obtained considering simple
point dipoles can be surmised from electrostatic considerations.
From the graphical representation of the transition densities
shown in Figure 2, it is apparent that the transition density of
the QD is built up from two quasi-spherical clouds with opposite

sign. It is a well-known result in classical electrostatics that the
external potential generated by a spherically symmetric charge
distribution can be described as the potential generated by a
point charge located at its center and carrying the same amount
of charge. Thus, the potential generated by the QD transition
density can be approximated as the sum of the potentials
generated by two point charges located at the centers of such
oppositely signed clouds. For the QD we consider, such centers
of charge are separated by ∼7 Å. Thus we can effectively
describe the QD transition density as a transition dipole defined
by two charges separated by such distance, which is clearly
smaller than the center-to-center separations accessible to donors
and acceptors. From this point of view, then, it is not surprising
that the point-dipole approximation is able to accurately predict
the coupling over the complete range of center-to-center
separations that we test for the QD-QD pair, as these are in
all cases much larger than 7 Å. On the other hand, the small
deviation found at close separations for the QD-Chl system
can be ascribed to deficiencies in the description of the Chl
transition density by the point-dipole, as in this case the
transition dipole is averaged on the size of Chl (∼10-15 Å),
which is only slightly smaller than the closest distances
considered for this pair. This is confirmed by the substantially
larger effect of including quadrupole and octapole transition
moments of Chl in the multipole expansion analysis compared
to those of the QD.

Our results for the QD-QD pair are in accord with a recent
study by Allan and Delerue,29 in which electronic couplings
between two InAs QDs, obtained using a semiempirical atom-

Figure 3. Squared electronic couplings predicted by the full 3D
expression (diamonds) and by the point dipole approximation (dashed
lines) between two 3.9 nm CdSe QDs as a function of their center-to-
center separation. (a) Face-to-face (FF) orientation. (b) Head-to-tail (HT)
orientation.

Figure 4. Squared electronic couplings predicted by the full 3D
expression (diamonds) and by the point dipole approximation (dashed
lines) between a chlorophyll molecule and a 3.9 nm CdSe QD as a
function of their center-to-center separation. (a) Face-to-face (FF)
orientation. (b) Head-to-tail (HT) orientation.
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istic approach based on the tight binding Hamiltonian, were
shown to be appropriately described by the dipole-dipole
approximation. On the other hand, a recent study of Baer and
Rabani30 analyzed the role of higher multipoles in energy
transfer involving two CdSe QDs in the context of the effective
mass approximation. The key point of that work is to explore
how other electronic states of the acceptor QD can play a role

in EET. Transfers between the lowest (dipole-allowed) bright
states, as those considered in our work, were discussed as usual
in terms of dipole-dipole interactions. However, the possibility
that dipole forbidden (weakly allowed) transitions may act as
energy acceptors was evaluated. In such cases the first term in
eq 3 is zero, but the dipole-quadrupole term can mediate EET.
In very recent work, calculations of electronic couplings based
on the TDC approach have been reported for CdSe nanorods.45

That work provides a striking contrast to our results, showing
that the dipole approximation is quite unsuccessful for these
nanocrystals.

We note that in the present study we have not considered
the effect of the surrounding environment on the EET coupling,
which is accounted for in Förster theory through the simple s
) 1/n2 screening factor in eq 1. A better approximation of s is
obtained if one considers two transition dipoles with each one
inserted in spherical cavities inside the medium, which leads
to a screening s ) (9n2)/(2n2 + 1)2.29,30 Recently, a more
rigorous approach in which the solute is treated at a full
quantum-mechanical level and the solvent response is obtained
solving the Poisson equation for molecular-shaped cavities inside
the dielectric medium has shown how the shape of interacting
chromophores strongly modulates the screening factor, espe-
cially at close donor-acceptor separations where the system
shares a common cavity inside the medium.36,46 However, for
QDs the s ) (9n2)/(2n2 + 1)2 factor is expected to be a
significantly better approximation than for molecules for two
important reasons. One reason is that their shapes are in general
closer to a sphere, and the second reason is that the external
potential produced by their transition density, which triggers
the solvent response that in turn screens the interaction, can be
effectively described as that generated by a dipole source, as
discussed above.

We also note that in the two recent studies discussed
above29,30 the dielectric properties of the QDs are also considered
when discussing the screening of EET couplings. However, in
the context of FRET measurements the experimentalist should
note that such an effect is already included in the measured
transition dipoles, which are further corrected by a local field
factor that depends on the dielectric properties of the surrounding
medium. Similarly, if one uses quantum-mechanical methods
that appropriately account for the microscopic interactions in
the system Hamiltonian, as commonly done in the context of
molecular systems (e.g., our density functional theory calcula-
tions on Chl), there is no need to introduce the macroscopic
dielectric constant of the molecule in the calculation of EET
couplings.

In our analysis, we use transition densities calculated for the
isolated molecule and QD. However, the surrounding environ-
ment can lead to changes in the transition densities, and
consequently, introduce an additional indirect effect on the
coupling. While this effect is expected to be small for QDs,47

the surrounding environment36 or the presence of nearby QDs48

can potentially lead to significant changes in the transition
density of the Chl molecule.

Finally, we estimate the order of magnitude expected for the
EET times, which correspond to kEET

-1 as given by eq 1. Such
times are estimated on the basis of the calculated couplings and
an experimental spectral overlap integral derived for CdSe QDs
by properly averaging over realizations of inhomogenous
broadening, 〈J〉 ≈ 10-4 cm.12 We find that EET times at close
separations are of the order of nanoseconds (see Supporting
Information for complete data), which is in agreement with
experiments reported on assemblies of CdSe QDs, where

TABLE 1: Electronic Couplings, EET Rates, and EET
Times between Two 3.9 nm CdSe QDs Calculated by Using
the Full 3D, the Point-Dipole, and the Multipole Expansion
Expression Including Dipole, Quadrupole, and Octupole
Terms

Re(V)/cm-1 Im(V)/cm-1 |V|2/cm-2 kEET/ns-1a τEET/nsa

FFb, R ) 22.5 Å
Vs

(3D) -1.742 -2.660 10.1 1.20 0.84
Vdip-dip -1.738 -2.659 10.1 1.19 0.84
Vs

(multipole)c -1.750 -2.695 10.3 1.22 0.82
Vdip-quad 0.003 -0.011
Vquad-dip 0.003 -0.011
Vdip-oct -0.009 -0.007
Voct-dip -0.009 -0.007
Vquad-quad 0.000 0.000

HTb, R ) 27.5 Å
Vs

(3D) -1.783 5.383 32.2 3.81 0.26
Vdip-dip -1.779 5.317 31.4 3.72 0.27
Vs

(multipole)c -1.799 5.452 33.0 3.90 0.26
Vdip-quad 0.015 0.018
Vquad-dip 0.015 0.018
Vdip-oct 0.005 0.050
Voct-dip 0.005 0.050
Vquad-quad 0.000 -0.001

a EET times and rates obtained considering a spectral overlap of
10-4 cm as obtained in ref 12. b Face-to-face (FF) and head-to-tail
(HT) orientations; see text for details. c Multipole expansion
coupling,37 Vs

(multipole) ) Vdip-dip + Vdip-quad + Vquad-dip + Vdip-oct +
Voct-dip + Vquad-quad.

TABLE 2: Electronic Couplings, EET Rates and EET
Times Estimated for the 3.9 nm CdSe QD- Chl Pair by
Using the Full 3D, the Point-Dipole, and the Multipole
Expansion Expression Including Dipole, Quadrupole, and
Octupole Terms

Re(V)/cm-1 Im(V)/cm-1 |V|2/cm-2 kEET/ns-1a τEET/nsa

FFb, R ) 22.5 Å
Vs

(3D) 9.841 -9.837 193.6 22.91 0.044
Vdip-dip 10.696 -10.605 226.9 26.85 0.037
Vs

(multipole)c 10.216 -10.043 205.2 24.28 0.041
Vdip-quad 0.137 -0.036
Vquad-dip 0.156 -0.040
Vdip-oct -0.011 -0.044
Voct-dip -0.769 0.687
Vquad-quad 0.007 -0.005

HTb, R ) 27.5 Å
Vs

(3D) -12.443 12.323 306.7 36.30 0.028
Vdip-dip -11.834 11.820 279.8 33.11 0.030
Vs

(multipole)c -12.499 13.426 336.5 39.81 0.025
Vdip-quad 0.017 -0.038
Vquad-dip 0.100 -0.249
Vdip-oct -0.186 0.239
Voct-dip -0.592 0.599
Vquad-quad -0.004 0.003

a EET times and rates estimated considering a standard value for
the spectral overlap of 10-4 cm. b Face-to-face (FF) and head-to-tail
(HT) orientations; see text for details. c Multipole expansion
coupling,37Vs

(multipole) ) Vdip-dip + Vdip-quad + Vquad-dip + Vdip-oct +
Voct-dip + Vquad-quad. Vquad-dip/Voct-dip refer to higher multipoles of Chl
and Vdip-quad/Vdip-oct of the QD.
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0.7-1.9 ns EET times were observed,20 as well as with the
theoretical predictions of Baer and Rabani.30 We also roughly
estimate the order of magnitude of accessible EET rates expected
for a CdSe QD/dye pair by considering a standard value of the
spectral overlap of 10-4 cm and the electronic couplings
obtained for the QD-Chl system. In this case, we estimate EET
rates ranging from several tens to hundreds of picoseconds at
close separations. Again, such orders of magnitude are in
reasonable agreement with experiments reported on similar CdSe
QD-phthalocyanine conjugates in which EET times in the range
24-769 ps were measured.28

We conclude that there is an unexpected excellent agreement
between the dipole approximation and accurate estimates of the
coupling obtained from quantum-mechanically derived transition
densities for dipole-allowed transitions. That is in contrast to
what is typically observed for molecular probes, and constitutes
a previously unidentified advantage that supports the use of QDs
in FRET studies.
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