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The electronic band structure of zinc-blende CuCl is computed using a self-consistent, first-

principles, all-electron approach. The calculated energy levels agree with photoemission results
and support a minimum-direct-gap interpretation of the optical data. Contrary to the indirect
model proposed by Rusakov and used by Abrikosov to explain superdiamagnetism and/or

high-temperature superconductivity, the calculated band-pressure coefficients do not yield an in-

direct gap at the pressure where anomalies appear.

Recent experimental measurements' ' of
anomalously large diamagnetisrn in CuCl have stirred
considerable interest in the possibility of high-
temperature (-150'K) superconductivity in this ma-

terial. Abrikosov' has proposed an electron-hole
mechanism for high-temperature superconductivity
and has applied this theory to CuC1 based on a model
of the electronic structure of CuC1 which was pro-
posed by Rusakov et a/. 5 6 The essential feature of
the Rusakov model is an indirect band gap for CuC1,
small enough to be comparable to an exciton binding
energy (-0.3 ev). The model assumes that under
pressure the conduction-band edge, which is at k & 0,
will move to lower energies and form an "excitonic
dielectric"' with smail-mass electrons at k ~0 and
heavy-mass holes at k =0. Rusakov et ul. ' suggest
that the conduction-band minimum is in the [100]

. direction near X and have interpreted optical, data
based on this model. The Abrikosov explanation of
high-temperature superconductivity in CuC1 rests on
this model.

Although the phase diagram of CuC1 shows a large
number of structures in a relatively narrow parameter
range (e.g. , Ref. 5 and references therein), the re-
ported Meissner-like effect was observed at pressures
as low as 5 kbar, 5 below the first isostructural transi-
tion. ' It hence seems important to assess whether
the band structure of the ideal zinc-blende structure
(i.e., the observed low-pressure form), as well as that
of its isostructurally compressed forms lends support
to the model put forward by Rusakov et ai.

Although previous band calculations on CuC1 exist
in the literature, ' the use of empirical spectral data
(which does not appear to support. Rusakov's model)
to fit the bands, ~ 8 the introduction of spherical ap-
proximations to the crystal potential, and the lack of
any self-consistency' might have introduced an
unwarranted bias in the results. To test the indirect
gap model and hence the Abrikosov suggestion we

have used a self-consistent, nonempirical all-electron
approach' to compute the electron structure of ideal
CuC1. Contrary to the suggestion of Rusakov, '
Brandt et al. ,

' and Abrikosov we find that ideal.
zinc-blende CuCi has a minimum direct gap at I .
The calculated pressure coefficients for the ground
state also indicate that band edges at k ~0 will not
become the conduction-band minimum for the pres-
sure range considered in the experiments by Brandt
et al. ,

' and Chu et al.
The calculationai method has been previously

described' and applied to a wide range of insulating,
metallic, and semiconducting compounds (Ref. 11
and references therein). In the present application
the crystal wave function Pi(k, r) are expanded in a
Bloch basis constructed from accurate (numerical)
eigenstates x„t(r, [f„lg }) of the isolated Cuo+ and
Clo species (with fractional charge Q) where f„t
denotes the (possibly noninteger) occupation
numbers of Cu 1s, 2s, 3s, 3p, 3d, 4s, 4p and Cl
I s, 2s, 2p, 3s, 3p. Additional Slater-type Cl 3d and 4s
orbitals are added for greater variational flexibility
(addition of further Cu s orbitals affected the band

gap by less than 0.1 e&). As the particular choice of
basis orbitals which corresponds to the ground-atomic
state (i.e. , charges of gc" = Qc' =0 and f3cd" = 10,
f4c,"=I, fq~~" =0, and f3,'=2, fq~'=5) is not neces-
sarily effective in expanding Pt(k, r) for a partially

ionic solid such as CuCl, we have introduced the or-
bital charge-redistribution effects in the basis set by

explicitly optimizing [ftv, g }. This is done by select-
ing from all ground and excited sets X„t(r, [f„t,g })
of the Cu~ and Cl species the one that leads to a
minimization over the unit cell space of the differ-
ence Ap(r) between the variational crystal charge
density p,„„(r) [obtained by solving the crystal Ham-
iltonian for P&(k, r) at the k=1', X, L, 8', X, and
5 points in the zone, using a Bloch representation for
X„l(r, [f„~,g'})] and the superposition charge density
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p,„,(r) =X X„i(r—R» —7). Here R» and r
denote the translationally equivalent and inequivalent
position vectors, respectively. This charge-and-
configuration self-consistency (CCSC) yields the ef-
fective configuration of the ions in the crystal, which
describes best (in the least-mean-square sense) the
variational density p„„(r) in terms of a superposition
of overlapping ionic charge densities. Since the resi-
dual density hp(r) (which is not describable in terms
of densities of superposed ions) is non-negligible, we

go in the second stage of the calculation beyond the
CCSC to "full" self-consistency by directly incorporat-
ing the minimized (anisotropic) hp(r) in the crystal
potential V(p,„,+ Apt using reciprocal-space itera-
tive techniques. ' The effects introduced thereby are
significant on the energy scale pertinent to the sug-
gested band modelss 6 for CuCl (i.e., the band gap
increases by about 0.'7 eV relative to the optimized
superposition model). It is nevertheless instructive
to consider the nature of the effective ionic confi-
guration in the solid at the CCSC stage. %e obtain
Cu ~0+ 3d 4s.6'4p and Cl 3s' '3p' ' (the oc-
cupations of the lower-lying orbitals being essentially
unchanged from the ground state), indicating a
reduction in the Cu-3d occupation relative to the
atomic 3d' ground state (at the expense of shifting
some Cu-d character into other bands), a covalent s
to p promotion on Cu and an overall ionic Cu to Cl
charge transfer of 0.4e. The occurance of an effec-
tive Cu-3d' configuration, midway between the di-
valent 3d and the monovalent 3d' forms, is sugges-
tive of the tendency of CuC1 to disproportionate into
CuC12. ' %'e find that a simple superposition-model
calculation with a 3d' configuration yields a metallic
system, while a decrease in the Cu-d population tends
to open up the gap (e.g. , a gap of 0.6 eV is found for
Cu 3d .s). This behavior parallels the situation in the
isolated Cull+ 3d' tt system where increasing 0 from
zero increases significantly the s-d separation due to
the relative stabilization of the 3d state via a partial
relief of the strong intrasite Coulomb repulsion. " It
also dramatizes the need for an accurate self-
consistent treatment which avoids a bias in deter-
mining the effective electronic configuration in the
solid. In the present calculation the crystal potential
V(p(r)) is constructed from all core+valence
Coulomb contributions as well as from the respective
local-density functional (LDF) exchange (with coeffi-
cient a =

s ) and correlation potentials. '4 All interac-
tions within a radius of 25 a.u. are included, and
spherical approximations are avoided.

The self-consistent band structure of CuCl for the
equilibrium lattice parameter a =10.215 a.u. is shown
in Fig. 1. Figure 2 depicts the energy variation of
some of the band states at high-symmetry points with
the lattice parameter a =ao+ b, a where Aa = —0.6,
—0.4, —0.2, and 0.2 a.u. I

CuC1 appears to be a simple direct-gap insulator
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with no evidence for an indirect gap at L or X at any
of the unit-cell volumes studied. This agrees with
the conclusions of Khan" and Calabrese and Fowler,
based on empirical model calculations. The valence
bands split into three major nonoverlapping bands
(VBl to VB3, c.f. Fig. I): the lowest VBI band is
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FIG. 1. Self-consistent exchange and correlation band
structure of cubic CuC1 at the low-pressure lattice parameter.
Broken lines indicate double degenerate representations.
The labels in parenthesis denote the order of the representa-
tions, 24 k points were used.



20 ELECTRONiC STRUCTURE OF CuC1 1191

-9.5- L,{f)

-I I.O-

-I l,5-

~ -t2.0-
LtJ

LL1
-2l—

-22-

I I I I

'(o)

Xi(i)
I,(I)

r, (l}

-I.O—

-2.0'=

~ -2.&-
&- -2.8-

-5.0—

-6.0—=

L,(4.:

-6.5—
-23

-0.4 0 04 -04
LATTI CE DEFORMATION (a.u. )

FKJ. 2. Variation of the band states at high-symmetry
points in the zone with the lattice parameter shift ha. Full
dots indicate calculated points. (a) VB1, (b) VB2, (c) VB3,
(d) CB1.

predominantly (90%) of Cl-3s character, has a small
(0.5 eV) width and is separated by 10 eV (at L) to 12
eV (at I') from the CI-3p-derived (7S%) band VB2.
The two Cl-based bands VB1 and VB2 are separated
by a 3.5-eV gap from the main Cu-3d-based VB3
band. The latter has a nearly dispersionless subband
L3(2) - I t2 - X~(2) and a wider (1.5 eV) subband at
higher energies which contain 24% of Cl-3p and 76%
Cu-3d character at the zone center. This gives rise to
a two-peak structure in the VB3 density of states with
a 0.95 eV separation. The magnitude of these orbital
hybridizations (determined here from the Mulliken
population analysis of the bands) agrees well with the
experimentally deduced values based on exciton
spin-orbit splitting8 (25% Cl 3p), exciton g factor'6
(23 +2% Cl 3p) and x-ray" and uv~ photoelectron
spectra (24% Cl 3p). At the zone center the lowest
conduction band (CB1, with an electron effective
mass of 0.42 m, ) is composed of Cu 4s (with some
Cl-3s admixture), with increasing proportions of Cu
4p and Cl 3d towards the zone boundaries [e.g. , 2S%
at Li(4)].

We find that the charge density at I"~(2) has a large
amplitude on the Cl site, due to the enhanced range of
the somewhat depopulated Cu 4s orbital. This sug-
gests that the polarity of the crystal upon excitation
into the lowest conduction band (or into the excitons
converging to it) would be substantially larger than in
the ground state. Because of this strong excited-state
polarization, electrons may couple to the polarization
field more strongly than in the ground state.

Note that the principal VB3-CB1 band gap Eg is
largely homopolar, separating a predominantly Cu 3d
from a. Cu 4s state (a small ionic contribution is asso-

ciated with the admixture of Cl character into VB3).
This makes Eg (calculated value: 2 eV) extremely
sensitive to the s (d) population of Cu. The VB2-
CB1 gap on the other hand is largely heteropolar,
much like the principle gap in nontransition-metal
tetrahedrally bonded semiconductors and ionic solids.
We conclude that two distinct mechanisms are
responsible for the formation of a large direct gap in
CuCl: (i) the intrasite (homopolar) dto spcharge
promotion which opens up the s-d gap, much like
evidenced in the isolated Cu&+ system for g )0.
This contribution to the gap can be obtained already
at the level of a superposition-model calculation with
a properly selected electronic configuration. (ii) the
further opening of the gap due to the intersite
(heteropolar) hybridization effects introducing an
ionic component which scales like the charge transfer.
This contribution is accurately obtained only in a
self-consistent calculation which does not constrain
the crystal charge density to a cellular representation
(e.g. , muffin-tin or superposition models).

Table I compares the calculated interband transi-
tion energies with the optical data. '8' These are
grouped into VB3~81 transitions (transi". ions 1-6),
VB2 CBI transitions (7-12), and VBI~BI (13-15)
where the first two groups overlap strongly. The
agreement with experiment is generally very good ex-
cept for the value of the gap which is too low by 40%.
This is a general feature of the density functional ap-
proach where gaps coupling a localized with a delocal-
ized state are usually underestimated by as much as
20%—40%. It results from two competing effects:
whereas the introduction of orbital relaxation reduces
the one-electron band structure prediction of the gap,
the removal of the electron self-interaction akin to
the LDF tends to increase it. Simple atomic total en-

ergy difference calculations in the LDF for Cu
3d"4s 3d" '4s +' (9«n «10; 0«m «I) indi-
cate that the net effect is to increase the one-electron
prediction for the d-s gap by 1.0—1.5 eV. This atomic
estimate forms an upper bound as the crystal screen-
ing would tend to reduce this correction. However,
due to the insulating characteristics of the screening
in CuC1 and the occurence of a relatively narrow d
band, one expects that these corrections to the band-
structure gap would not change significantly from the
simple atomic estimate. Both long-range (polaron
type) correlations and the intrasite Coulomb repul-
sions (Hubbard type) are expected to further modify
the gap. Transitions at higher energies, not involving
the localized VB3 states (c.f. Table I), are in better
agreement with experiment due to the decreasing role
of relaxation and self-interaction effects.

We emphasize here that the relaxation of self-
interaction-compensation corrections to the one-
electron gap occur both for a choice of small ex-
change coefficient (a = —,) as well as for a larger ex-

change parameter (a = I) and that they persist over a
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TABLE I. Calculated and observed interband transition energies in CuC1. The experimental no-

tation is given in parenthesis. Results are given in eV.

States
Calc.

Energy Experimental.

1) r»(2) —r, (2)
tX, (2) -r, (3)

L (3)-L (4)),()-,()
4) L,{3)—L, (S)
) ',(3)-,'{}

6) x$(2), x2 x5(3)

7) r»(1) 1,(2)
8) x, (1)-x,(3)
9) L, (2) —L ) (4)):,(1)-,(5)
11) L, (2) -L,(4)
12) X,(1)-X,(3)

2.0

6.1
5.7
7.0
8.0
9.9

13.9

6.8
10.0
11.1
11.9
1S.9
17.5

3 4a, b

6.3'(E,)

6.8, 6.S'{E,')
83'83~(E, )
10 ' 99~(E )

14.2'

6.8,', 6.5~(EO')

10, 9.9~(E»)

19c

16.0' '

17 5'

13) I ](1)' I ](2)
14) L', (1) -L', (4)
1s) x) {1) x3(3)

18.8
21.2
21 ~ 3

19-21'

'Reference 8, ~Reference 18. 'Reference 19.

large range of assumed electronic populations
n and m. Hence, although a one-electron band struc-
ture with e = 1 or with an assumed non-self-
consistent atomic configuration of Cu 3d9 produces in
CuCl a large gap (3.2 and 3.4 eV, respectively, with
the present method) due to the stabilization of the
localized VB3 band with respect to the more diffused
CB1 band, the agreement with the experimental gap
(3.4 eV) might be fortuitous. The consistent choice
of a Kohn and Sham exchange (a =

3 ) plus the=2
homogeneous correlation term'" used here yields in

turn a smaller one-electron gap (2.0 eV) plus an es-
timated nonlocality correction of 1.0—1.5 eV.

Although more sophisticated estimates of these
corrections are undoubtedly desirable (e.g. , by a
transition-state embedded cluster approach), we feel
that even our simple estimate points to a dramatic
breakdown of the simple band-structure model for
CuCl.

Table IJ depicts the main predicted structures in
the calculated density of states, as compared with uv~

and x-ray' photoemission results. The agreement is
seen to be very good. Note however that due to the
extreme localization of the flat L3(2) I }2 Xf(2)
subband, the calculated one-electron separation
between VB3 and VB2 might be considerably modi-

TABLE II. Comparison of calculated structure in the density of states with the observed pho-

toemission data (in eU).

Structure Assignment
Calc,

Energy Experimental

I
II
III
IV

L,(3), x, (2)

L, (1) —r»(1) —x,(1)
L, (2) -X,(1)

0.9 + 0.2
1.4+0.1

4.85+0.1
6.3 +0.1

082,' 1 0
1.93,' 2.0~

4.87 ~ S.&~

62'63~

'Reference 8. References 16 and 17.
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fied via strong orbital-relaxation effects.
Reduction of the lattice parameter causes a desta-

bilization of the lower conduction bands CBl [Fig.
2(d)] with a deformation potential
Di(k) = BE~(k)/Bin Q of —(3—5) eV whereas the
upper valence bands VB3 [Fig. 2(c)1 have a some-
what lower deformation potential of —(2 + 1) eV.
This leads to a negative bD&(k) for the direct gap at
I' (hD = —2.3 eV) and the indirect I' —X gap, in con-
trast with the suggestion of Rusakov. Note howev-
er, that as an electron excited into the I'~(2) level has
most of its density near the Cl site, the attractive
point-ion electrostatic field on the Cl sublattice would
tend to lower this band with pressure, partially reduc-
ing the repulsive-pressure effect evident from the
present calculation for the unoccupied CB1 state [Fig.
2(d)1. The observed deformation potential of the ex-

citon transitions ' is only slightly negative
(bD = —0.4 eV). We note in passing that the defor-
mation potential changes sign in moving downwards
from the upper edge of VB3. Experimental studies
of such effects would seem important in assessing the
validity of the present calculation.

On the basis of our result, the Rusakov model for
the band structure of CuCl appears unlikely, and
therefore the application of the Abrikosov mechan-
ism to zinc-blende CuC1 is inappropriate. Hence, if
the experimental measurements on anomalous di-

amagnetism in CuCl are valid, other explanations are
necessary.
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