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First-principles calculation of band offsets, optical bowings, and defects
in CdS, CdSe, CdTe, and their alloys

Su-Huai Weia), S. B. Zhang, and Alex Zunger
National Renewable Energy Laboratory, Golden, Colorado 80401

~Received 16 August 1999; accepted for publication 18 October 1999!

Using first principles band structure theory we have calculated~i! the alloy bowing coefficients,~ii !
the alloy mixing enthalpies, and~iii ! the interfacial valence band offsets for three Cd-based~CdS,
CdSe, CdTe! compounds. We have also calculated defect formation energies and defect transition
energy levels of Cd vacancy VCd and CuCd substitutional defect in CdS and CdTe, as well as the
isovalent defect TeS in CdS. The calculated results are compared with available experimental data.
© 2000 American Institute of Physics.@S0021-8979~00!01103-8#

I. INTRODUCTION

Cd-based II-VI semiconductor compounds and alloys
have attracted considerable interest in the last few years due
to their applications in photovoltaic devices.1,2 CdTe has an
ideal band gap and high absorption coefficient which makes
it one of the strong contenders for low cost, high efficiency
thin-film solar cell materials, having achieved efficiency in
excess of3 15%. CdS is also widely used as ann-type win-
dow material in thin-film solar cell devices. However, many
fundamental physical properties of the Cd-based semicon-
ductor systems are not well understood. For examples, the
formation of the CdTe/CdS interface is accompanied by an
interdiffusion of Te in CdS or vise versa,4 creating
CdS12xTex alloy. It is not clear~i! how the band gap and the
band edge states vary as a function of the alloy composition
x. ~ii ! What causes a large band gap reduction in the CdS
layer ~leading to lower quantum efficiency5! when small
amounts of Te are present.~iii ! Why photogenerated holes in
CdS are not contributing to the photocurrent.6 ~iv! Why Cu
doping in CdTe induces (p-type! conductivity, while Cu
doping in CdS produce only high resistivity samples. There
are also a number of theoretical questions of interest here.

~a! The effect of cation d states on valence band offsets.7

It is known that cationd and anionp coupling reduces the
band offsets in II-VI compounds.8 The p2d coupling in-
creases with smallp2d energy differences and large overlap
between thep2d orbitals. Comparing Zn with Cd, one notes
that Zn has higherd orbital energy and smaller atomic size,
suggesting largerp2d coupling. However, the 3d orbital of
Zn is more localized than Cd, suggesting smallerp2d cou-
pling. It will, therefore, be interesting to find out whether Zn
compounds or Cd compounds has largerp2d coupling, thus
larger band offsets.

~b! The doping limit rule.9 It has been shown that the
formation energies at a fixed absolute Fermi energy are ap-
proximately the same for close-shell defects@e.g., VGa

32 in
GaX ~X5N, P, As, Sb!# in all III-V materials.10 At a critical
Fermi energy, the formation energy of the close-shell defects
changes from positive to negative. Since doping moves the

Fermi energy, the spontaneous formation of compensating
defect will prevent further doping, thus the shift of the Fermi
energy. It will be interesting to see whether this rule applies
also to II-VI compounds~e.g., Cd vacancy VCd in Cd com-
pounds!.

~c! The vacuum pinning rule. It has also been shown that
the electrical transition energy levels of a given deep level
impurity ~e.g., Fe in II-VI compounds! tend to line-up rela-
tive to vacuum level.11 It will be interesting to see whether
this effect holds for impurities whose wave functions are less
localized ~e.g., Cu substitutional defect CuCd in Cd com-
pounds!.

To answer these questions, we have studied systemati-
cally the electronic structures of Cd-based compounds, al-
loys, interfaces and CuCd and VCd impurities in Cd com-
pounds using the first-principles, self-consistent electronic
structure theory based on the local density approximation12

~LDA !. We calculated~a! the alloy mixing enthalpyDH at
x51/2, ~b! the heterojunction valence band offsetDEv , ~c!
the alloy band gap bowing parametersb, ~d! the energy lev-
els of the isovalent defects of Te and Te-Te pair substitution
in CdS, and~e! the formation energies and the transition
energy levels of CuCd and VCd in CdS and CdTe. This article
describes how such calculations are done and discusses the
significant physics of the results.

II. METHOD OF CALCULATION

The band structure and total energy calculations are per-
formed using the first-principles density functional formal-
ism as implemented by the general potential, all electron,
relativistic, linearized augmented plane wave~LAPW!
method.13 The Cdd electrons are treated in the same footing
as the other valence states. No shape approximations are em-
ployed for either the potential or the charge density. We used
the Ceperley-Alder exchange correlation potential14 as pa-
rameterized by Perdew and Zunger.15 The Brillouin zone in-
tegration of the superstructures is performed using special k
points which are equivalent16 to the 10 special k points in the
zinc-blende Brillouin zone. We assume the zinc-blende crys-
tal structure, although the stable crystal structure of CdS are
wurtzite. We use the experimental lattice constants17 aa!Electronic mail: swei@nrel.gov
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55.818, 6.052, and 6.482 Å for CdS, CdSe, and CdTe, re-
spectively, for electronic structure calculations. The LDA
calculated lattice constants18 are within 0.7% of the experi-
mental values.

A. Band offsets

To calculate the valence band offsetDEv(CdX/CdY) at
the interface between two Cd compounds CdX and CdY we
follow the procedure7,8 used in photoemission core-level
spectroscopy, where the band offset is given by

DEv~CdX/CdY!5DEVBM,C
CdX 2DEVBM8,C8

CdY
1DEC,C8 . ~1!

Here, DEVBM,C
CdX 5EVBM

CdX 2EC
CdX is the core level to valence

band maximum energy separations for CdX andDEC,C8
5EC

CdX2EC8
CdY is the difference in core level binding energy

between CdX and CdY on each side of the interface. To
obtain the unstrained~natural! band offset, the first two terms
in Eq. ~1! are calculated at their respective equilibrium struc-
tural parameters appropriate to the isolated compounds. The
core level differenceDEC,C8 between the two Cd compounds
is obtained from the calculation for the~CdX!n/~CdY!n su-
perlattices with ~001! orientation. The superlattice layer
thicknessn is increased until the core levels of the innermost
layer on each side of the superlattice are bulk-like. The small
orientational dependence and strain dependence of the core
levels19 are neglected. The uncertainty in the calculated va-
lence band offset is about 0.05 eV. A compilation of pre-
dicted valence band offsets of all II-VI and III-V systems is
given in Ref. 8.

The method of Eq.~1! necessitates not only calculation
of bulk CdX and CdY, but also the CdX/CdY heterojunction.
In this sense, it is more accurate than the ‘‘model solid’’
method of Van de Walle20 or the ‘‘dielectric midgap level’’
approach of Cardona and Christensen21 in that these methods
all assumelevel lineup from calculations of isolated binary
compounds. On the other hand, our method is similar to
pseudopotential approach22 where the core level energies in
Eq. ~1! are replaced by average potentials of the compounds
on each side of the heterojunction.

B. Band gap bowing of random alloys

The band gapsEg(x) of random CdX12xYx alloys are
conventionally fitted to a bowing formula23

Eg~x!5~12x!Eg~CdX!1xEg~CdY!2bx~12x!, ~2!

where b is the ‘‘optical bowing coefficient,’’Eg(x) is the
band gap of the alloy at compositionx, and Eg(CdX) and
Eg(CdY) are the band gap of the binary constituents. To
mimic the random alloy CdX12xYx , we use the ‘‘special
quasirandom structures’’~SQS!24 approach, where one occu-
pies the anion sites in a relatively small periodic unit cell by
X and Y atoms so that the physically most relevant atom-
atom correlation functions are forced to be closest to the
exact values of an random alloy. This approach is more ac-
curate than virtual crystal approximation25 ~VCA! which ne-
glects the chemical identity of each atom by assuming aver-
aged type of atom ^XY & or the coherent potential
approximation26 ~CPA! which assumes that each X~or Y!

atom has identical environment in the alloy. In the atomistic
SQS approach both charge transfer and atomic displacements
are included. The equilibrium atomic displacements of the
CdX12xYx are relaxed using the valence force field~VFF!
model.27,28 We assume that the lattice constant follow the
Vegard’s rule.29 The LDA underestimate the band gaps. The
calculated LDA band gaps are 0.85, 0.23, and 0.22 eV for
CdS, CdSe, and CdTe, respectively, while the experimental
band gaps at low temperature17,30 are 2.50, 1.76, and 1.61
eV, respectively. However, the effect of LDA error on the
bowing parameterb in Eq. ~2! is small since we are compar-
ing chemically identical systems in two different forms: the
~CdX!12x~CdY!x alloys versus equivalent amounts of the
constituents CdX and CdY.

C. Formation energies and transition energy levels of
defects

Defect calculations are performed by placing the point
defect at a center of an artificially large unit cell containing
64 atoms. We then impose periodic boundary conditions on
this ‘‘supercell’’ so that the Schrodinger equation for this
system can be solved using standard band structure methods.
Atoms are displaced until the quantum-mechanical forces
vanish, thus yielding the equilibrium geometry. At this point,
we compute the total energyE(a,q) and energy levels for a
cell containing the relaxed defecta in charge stateq. The
charge state is determined by the number of electrons we add
to or remove from the gap levels. We also compute the total
energy E~CdX! for the same supercell in the absence of the
defect. From these quantities we deduce the‘‘defect forma-
tion energy’’DH f(a,q). It depends on9 the Fermi energyeF

as well as on the atomic chemical potentialsm i . The reason
thatDH f depends on the chemical potentials is that in form-
ing a defect such as vacancy, the removed atom is transferred
to a ‘‘chemical reservoir’’ that has a characteristic energy
called the chemical potentialm i . Similarly, the reason that
DH f depends on the Fermi energy is that in forming a
charged defect, electron is transferred to or from an electron
reservoir whose energy iseF . In CdX:

DH f~a,q!5DE~a,q!1nCdmCd1nXmX1nAmA1qeF , ~3!

where

DE~a,q!5E~a,q!2E~CdX!1nCdmCd
0 1nXmX

0

1nAmA
01qEV . ~4!

Here, eF5eF
a2EV ~‘‘ a’’ denotes absolute values! is the

Fermi energy of the electrons referenced to the valence band
maximum~VBM ! of CdX. m i5m i

a2m i
0 is the chemical po-

tential of constituenti relative to its chemical potentialm i
0 in

the stable phase~elemental solids!. Then’s are the numbers
of Cd, anion X, and extrinsic defectA, andq is the number
of electrons, transferred from the supercell to the reservoir in
forming the defect cell.@E.g., for the CuCd

21 defect, nCu

521, nCd51, q521, and others are null.# The value of
DH f(a,q) tells us how much energy it takes to form defect
a in charge stateq for a given level of doping~thus, given
eF) and given stoichiometry~i.e., the chemical potential
which determines whether it is Cd or X rich!.

1305J. Appl. Phys., Vol. 87, No. 3, 1 February 2000 Wei, Zhang, and Zunger
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The ‘‘defect transition energy level’’ea(q/q8) is the
Fermi energyeF in Eq. ~3! at which the formation energy
DH f(a,q) of defecta of chargeq is equal to that of another
chargeq8 of the same defect, i.e.,

ea~q/q8!5@DE~a,q!2DE~a,q8!#/~q82q!. ~5!

For example,ea(2/0) is an acceptor level. WheneF is be-
low ea(2/0) the defecta is neutral, while defecta is nega-
tively charged wheneF is aboveea(2/0). ea(q/q8) tells us
where in the gap can we find the donor and acceptor levels of
defecta.

Due to the small cell-size and small basis set used in the
present calculation we estimate that the error in the calcu-
lated formation energies is about 0.2 eV and the error in the
calculated transition energies is about 0.1 eV. LDA error in
the band gap error further introduce uncertainties in the cal-
culated results, especially for the deep levels.

III. RESULTS

Figure 1 summarizesDH, b, and DEv for CdS, CdSe,
and CdTe. For comparison, we repeat the corresponding
values31 for ZnS, ZnSe, and ZnTe in Fig. 1b. We next dis-
cuss the salient features in Fig. 1.

A. Mixing enthalpies

The mixing enthalpy of the random CdXxY12x alloy at
x50.5 can be obtained from the calculated alloy total ener-
gies as

DH~x51/2!5Etot~CdX0.5Y0.5!2 1
2 Etot~CdX!

2 1
2 Etot~CdY!. ~6!

Our calculated values~in meV/atom! are denoted asDH in
Fig. 1~a!. We find the following results:

~i! The mixing enthalpies are all positive and increases
as the lattice mismatch between the constituents increases.
For example, DH(CdS0.5Se0.5), DH(CdSe0.5Te0.5), and
DH(CdS0.5Te0.5) are 3, 8, and 25 meV/atom, respectively,
and the corresponding size-mismatchesDa/ā are 3.8%,
6.9%, and 10.7%, respectively.~For Zn alloys, the corre-
sponding lattice mismatch are 4.6%, 7.2%, and 11.8%, re-
spectively!. The positive sign ofDH indicates that the
ground state of these alloys atT50 corresponds to phase
separation into the binary zinc-blende constituents. However,
at finite temperatures, the disordered phase can be stabilized
through entropy. The mixing enthalpyDH is rather small for
CdSxSe12x alloy, suggesting that CdSxSe12x will be mis-
cible in the whole composition range at finite temperatures.
The mixing enthalpyDH is large for the CdSxTe12x alloy,
suggesting that large miscibility gap exist in CdSxTe12x

@e.g., using the regular solution model, where the free energy
F is given byF5Vx(12x)1kT$xlnx1(12x)ln(12x)% and
V54DH(x50.5), we estimate that the miscibility is about
8% atT5800 K#.

~ii ! Cd alloys have smaller mixing enthalpies than the
corresponding Zn alloys. This is mainly due to the smaller
lattice mismatch and smaller bulk moduli18 of the Cd alloys
~thus, smaller elastic strain energies! relative to the Zn al-
loys.

B. Band offsets

Using the procedure described in Sec. II A we have cal-
culated the unstrained natural valence band offsets between
the cubic II-VI CdS/CdSe/CdTe compounds~Fig. 2!. The
conduction band offsetsDEc are obtained using the relation

DEc5DEg1DEv , ~7!

where DEg is the measured17,30 band gap differences be-
tween the compounds. We find the following results:

~i! The S/Se unstrained band lineup is ‘‘type I,’’ while
the S/Te and Se/Te band lineup is ‘‘type II.’’

~ii ! The band offsets are large in the valence band, but
small in the conduction band. The large valence band offsets
for this mixed anion system are consistent with the fact that
the VBM is anionp-like state, and that the anionp orbital
energies increase significantly as anion atomic number in-
creases~Table I!. The small conduction band offsets are also
consistent with the fact that CBM is mostly cations states
with only minor contributions from anions orbitals. It is
interesting to see that the order of the CBM in CdX follow
the same trend as the anion Xs atomic orbital energies
~Table I!.

FIG. 1. Calculated bowing coefficientsb, valence band offsetsDEv , and
alloy mixing energiesDH at x51/2 of Cd-based alloys.DH is given in
meV per atom. Results for Zn-based alloys are also included for compari-
son.

1306 J. Appl. Phys., Vol. 87, No. 3, 1 February 2000 Wei, Zhang, and Zunger
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~iii ! The valence band offsets between the Cd com-
pounds are smaller than those between the corresponding Zn
compounds~Fig. 1!. The reason7 is as follows: In the zinc-
blende compound withTd site symmetry both the anionp
and the cationd orbitals transform~among others! as theG15

~also calledt2) representation. These two equal-symmetry
states interact with each other, in direct proportion to thep–d
coupling matrix element and in inverse proportion to the
energy differenceep

anion2ed
cation. The interaction between the

anion p and the occupied cationd states results in a level
repulsion, moving the VBMupwards.7 This p–d coupling
tends toreducethe valence band offsets.8 This is so since the
S p orbital is deeper~i.e., closer to the metald orbital! than
the Sep or Tep ~Table I! and it has a smaller size than Se or
Te, so Sp couples more to cationd than Sep or Te p do.
Consequently, the VBM of sulphides moves up more than
the VBM of selenides or tellurides, thus reducing the band
offsets between sulphides and selenides or tellurides. We
find that this effect of reduction of valence band offset by
p–d coupling is weaker in Zn compounds ZnX/ZnY than in
CdX/CdY. This is so because the Zn 3d orbitals are more
localized than the Cd 4d orbitals.

~iii ! The natural band offsets given in Fig. 1 are calcu-
lated for relaxed unstrained interface where the compounds
on either sides of the interface take their respective equilib-
rium lattice constant values. If on the other hand the com-
pounds are coherently strained to a substrate, the band offsets
will depend on the substrate lattice constantas . For ex-

ample, for CdS/CdTe, the natural unstrained band offset is
0.99 eV, while the calculated band offsets between the high-
est valence state strained on CdS, CdS0.5Te0.5, and CdTe are
1.54, 1.10, and 0.80 eV, respectively.

Niles and Hochst32 measured the valence band offset for
CdS/CdTe using the photoemission method. Their measured
value ofDEv50.65 eV is smaller than our calculated value
of 0.99 eV and will lead to a type-I band alignment between
CdS and CdTe, while our calculated results suggest that it
should be type-II. Further studies are needed to solve this
discrepancy.

C. Optical bowing coefficients in random alloys

The optical bowing parameterb of the alloy is given by

b5@Eg~CdX12xYx!2~12x!Eg~CdX!

2xEg~CdY!#/@x~12x!#. ~8!

Figure 1 gives the calculated bowing parameter for mixed-
anion Cd alloys atx50.5. We find the following results:

~i! The bowing coefficients have the following trend

b~S,Se!,b~Se,Te!,b~S,Te!. ~9!

This trend is consistent with the observation23,24,33,34that the
bowing parameters increases with chemical and size dispar-
ity of the constituents. For the system studied here, Cd~S,Se!
has a rather small bowing (b50.28 eV!, since the lattice
mismatch between CdS and CdSe is small and thes atomic
eigenvalue difference (;0.20 eV! and thep atomic eigen-
value difference (;0.45 eV! between S and Se are relatively
small ~Table I!. On the other hand, the lattice mismatch be-
tween CdS and CdTe is large and thes atomic eigenvalue
difference (;1.93 eV! and thep atomic eigenvalue differ-
ence (;1.00 eV! between S and Te are large, so the bowing
coefficient for Cd~S,Te! is large.

The measured optical bowing parameter for CdS12xTex

are 1.74~Ref. 35!, 1.70 ~Ref. 36!, and 1.84 eV~Ref. 37!,
assuming Eq.~2!. These results are in good agreement with
our calculated value ofb51.69 eV atx50.5. However, it is
also clear from the experimental data37 that bowing param-
eter in the S rich limit is considerably larger than the one at
x50.5 ~see below!.

The measured band gap as a function of composition
using optical absorption38 and reflectance39 methods forthin-
film CdS12xSex alloy show that the band gap has anegative
bowing parameter, in contradiction to our calculations (b
50.28 eV! and early experimental results40,41 for bulk alloy
(b50.31 eV!. The discrepancy may be due to the difficulty
in determining the alloy composition of the chemical bath
deposited thin-film samples, and phase transition and amor-
phous structure observed in these samples.

For CdSe12xTex the measured bowing parameterb
;0.8 eV for bulk alloy42 is in good agreement with our
calculated value ofb50.75 eV.

~ii ! The bowing coefficients for the CdX12xYx alloys are
smaller than the corresponding Zn alloys~Fig. 1!. This cor-
relates with the fact that CdX/CdY valence band offsets and
the lattice mismatch are smaller than ZnX/ZnY. The small

TABLE I. Calculated~semirelativistic! atomic LDA valence orbital energies
es , ep , anded ~in eV! of the elements studied in this article.

Atom es ep ed

S 217.36 27.19
Se 217.56 26.74
Te 215.43 26.19
Cd 26.04 21.41 211.96
Zn 26.31 21.31 210.49

FIG. 2. Calculated natural valence band and conduction band offsets for
interfaces between Cd-based compounds.

1307J. Appl. Phys., Vol. 87, No. 3, 1 February 2000 Wei, Zhang, and Zunger
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size mismatch and chemical disparity in VBM in Cd com-
pounds lead to a smaller bowing in Cd alloys than in the Zn
alloys.

~iii ! For most semiconductor alloys the bowing coeffi-
cientb is nearly independent of compositionx.17,43However,
for alloys with large size and chemical disparity between its
constituents, the bowing coefficient could be strongly com-
position dependent.44 We find that this is the case for S/Te
alloy. The bowing coefficientb for CdS12xTex , to a good
approximation, can be described as

b~x!53.9026.93x15.01x2. ~10!

The large bowing coefficient at the Te dilute limit (b;3.9
eV! can be traced to strong VBM wave function localization
on Te site with higherp orbital energy. In fact, in the impu-
rity limit Te substitution on S site lead to a localized isova-
lent impurity level ~see below!. This result indicates that
even a small amount of Te in CdS can drastically reduce its
band gap.37 It is also interesting to notice that in the S dilute
limit, the CBM is weakly localized on the S site which has
low s orbital energy~Table I!. This weak localization is re-
sponsible to the increased bowing (b;2.0 eV! in the S dilute
limit.

~iv! One of the methods to increase the open-circuit volt-
ageVoc, thus the efficiency in CdTe-based solar cell, is to
increase its band gap. It has been suggested45 that this can be
achieved by alloying CdTe with a large gap material such as
CdSe or CdS. This can also reduce the interface strain be-
tween CdTe absorber and the CdS window. However, addi-
tion of small amounts of a large-gap materialB into a small-
gap materialA does not always raise the gap of the latter.
This is clear from Eq.~2! which show that

dEg /dxux505@Eg~B!2Eg~A!#2b. ~11!

This means that at lowx the band gap increases withx only
if the band gap difference@Eg(B)2Eg(A)# is larger than the
bowing parameterb. Our calculations show that for both
CdTe12xSex and CdTe12xSx alloys the bowing coefficient is
larger than the band gap difference of the constituents, indi-
cating that initially, addition of S and Se into CdTe will
actually reduce the band gap, instead of increasing it. Further
increase of S or Se concentration will eventually increase the
band gap, but this will also reduce the quality of the alloy
due to the large miscibility gap and the poorp-type dopabil-
ity of CdS and CdSe. We believe that adding ZnTe to CdTe
is a better choice for opening the band gap of the latter, since
the optical bowing parameter of Cd12xZnxTe alloy ~b
50.23 eV!46 is smaller than the band gap differences
Eg~ZnTe!2Eg~CdTe!50.8 eV.17 Thus, addition of ZnTe
will increase the gap of CdTe while addition of CdSe or CdS
will reduce it. The valence band offset between CdTe and
ZnTe (;0.09 eV!8 is also small, thus the two compounds
and their alloys are expected to have similarp-type
dopabilities.9,47

D. The isovalent defect CdS:Te

In conventional isovalent semiconductor alloys such as
GaP12xAsx , the electronic properties vary smoothly with
composition.48 In these alloys the band edges shift as a

whole as the alloy composition increases. This reflects the
fact that most isovalent impurities do not induce defect en-
ergy levels in the band gap. However, when the two constitu-
ents of the alloy have a large difference in their atomic po-
tentials and atomic sizes, localized isovalent defect states can
exist inside the band gap, leading to abrupt changes in the
alloy optical properties.49 These isovalent defect levels have
been observed in mixed anion systems, e.g., in GaN:P,50

ZnS:Te,51 and CdS:Te.51–54 For CdS:Te these isovalent de-
fect levels act as isoelectronic traps which are able to bind an
exciton.5 Thus, even a small amount of Te in CdS could have
significant detrimental effects on its device applications. We
have calculated the defect energy levels of Te impurity and
nearest neighbor Te impurity pairs in CdS. The calculated
energy levels and charge density distributions of the gap lev-
els are plotted in Fig. 3. We find the following results:

~i! For single substitutional Te impurity in CdS, the sym-
metry around the impurity site isTd . The calculated position
of the t2 single-particle defect level is atEv10.19 eV. With
spin-orbit coupling, this state is fourfold degenerate and con-
sists mostly of anionp orbitals. Figure 3 shows that the wave
function of the defect state is primarily localized on the im-
purity site. Similar results are obtained for single substitu-
tional Te impurity in ZnS, where the single particle defect
energy level is calculated to be atEv10.29 eV.

~ii ! If two Te atoms replace face-centered-cubic~fcc!
nearest-neighbor S sites in CdS, the symmetry is reduced to
C2v . The highest defect state is doubly degenerate with
single particle defect level atEv10.35 eV. The Te-Te impu-
rity pair binding energy, i.e., the energy of the nearest neigh-
bor Te-Te pair relative to the energy of two isolated Te im-
purity, is found to be27 meV/pair, indicating that atT50
the formation of Te-Te impurity pair is favored.

FIG. 3. Calculated defect levels of a single Te impurity and nearest neigh-
bor Te-Te defect pairs in CdS. The electronic charge density plots compares
the charge distribution of the TeS defect level with that of ideal CdS VBM.

1308 J. Appl. Phys., Vol. 87, No. 3, 1 February 2000 Wei, Zhang, and Zunger

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

198.11.31.139 On: Tue, 14 Jul 2015 23:37:41



The calculated~1/0! transition energy levels is atEv
10.18 eV for isolated CdS:Te impurity. The donor level
~1/0! is atEv10.42 eV for Te-Te nearest neighbor impurity
pairs. These results can be compared with experimental data
of 0.22 and 0.44 eV, respectively, derived from photolu-
minicence measurements.51–54We see that the general agree-
ment is good. The smaller calculated values relative to the
measured values could be caused by the LDA error in the
band gap.

E. Defect formation energies and defect transition
energy levels

CdTe is the only II-VI compound which can be doped
relatively easily eitherp or n type.55 Many of the devices,
e.g., solar cells usep-type CdTe as absorber.1,2 Beside defect
pairs such as the A center,56 the leading candidates of the
p-type dopant in CdTe is Cd vacancy VCd and Cu substitu-
tion on Cd sites CuCd. Using the method described in Sec.
II C, we have calculated the formation energies and transition
energy levels of these two cation point defects. Results are
shown in Table II. Figure 4 showsDH f(CuCd

q ) as a function
of Fermi energy forq50 andq521 in CdS ~solid lines!
and CdTe~dashed lines! for m50. The lines forq50 in CdS
and CdTe are horizontal sinceDH f(CuCd

q50) is independent
of eF @Eq. ~4!#, while DH f(CuCd

q521) decreases aseF in-
creases. At a critical energyeF5epin

(n) ~shaded dots! the for-
mation energy becomes zero, indicating that CuCd

q521 will
form spontaneously, thus will compensate donors and limit
the n-type doping. Figure 5 shows similar results for VCd

q .
We find the following results:

~i! CuCd formation energy: For neutral CuCd
0 defect the

calculated defect formation energy atm i50 is 1.70 eV for
CdS and 1.01 eV for CdTe. For the negatively charged de-
fect CuCd

2 , it is 2.34 eV for CdS and 1.15 eV for CdTe when

the Fermi energy is taken at their respective VBMs~Fig. 4!.
If we use a common Fermi energy, e.g.,EF5EVBM(CdS)
10.99 eV5EVBM(CdTe), the formation energy of CuCd

2 in
CdS is reduced to 1.35 eV, similar to the 1.15 eV found in
CdTe ~Fig. 4!. Notice that in ann-CdS/p-CdTe heterojunc-
tion, the Fermi energy on CdS side is close to its CBM and
on the CdTe side is close to its VBM, thus the formation
energy of CuCd

2 could be lower inn-CdS than inp-CdTe,

TABLE II. Defect formation energies in term ofDE(a,q) in Eq. ~4! and
defect transition levelsea(q/q8) of Eq. ~5! in CdS and CdTe. ThenCu and
nCd are the numbers of Cu and Cd atoms andq is the number of excess
electrons, transferred from the defect-free crystal to the reservoirs to form
one defect.

Defecta DE(a,q) ~eV! nCu nCd q

CdS
CuCd

0 1.70 0
21 11

CuCd
2 2.34 -1

Defect transition level: ~-/0!5EV10.64 eV
VCd

0 4.10 0
VCd

2 4.43 0 11 -1
VCd

22 4.94 -2
Defect transition levels: ~-/0!5 EV10.33 eV; ~2-/-! EV1 0.51 eV;

CdTe
CuCd

0 1.01 0
21 11

CuCd
2 1.15 -1

Defect transition level: ~-/0!5EV10.14 eV
VCd

0 2.30 0
VCd

2 2.42 0 11 -1
VCd

22 2.69 -2
Defect transition levels: ~-/0!5EV10.12 eV; ~2-/-! EV10.27 eV;

FIG. 4. LDA calculatedDH f(CuCd
q ) as a function of Fermi energy in CdS

~solid lines! and CdTe~dashed lines! for m5msolid . The solid dots show the
electrical transition energy levels and the shaded dots show the position of
the pinning energyepin

(n) of the closed-shell defect CuCd
2 .

FIG. 5. LDA calculatedDH f(VCd
q ) as a function of Fermi energy in CdS

~solid lines! and CdTe~dashed lines! for m5msolid . The solid dots show the
electrical transition energy levels and the shaded dots show the position of
the pinning energyepin

(n) of the closed-shell defect VCd
22 .
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leading to a diffusion of Cu atom from thep-CdTe layer to
then-CdS layer. This type of Cu diffusion has been observed
experimentally in CdS/CdTe solar cells.57

~ii ! VCd formation energy: For neutral VCd
0 defect the

calculated defect formation energy atmCd50 is 4.10 eV for
CdS and 2.30 eV for CdTe. For the singly negatively
charged defect VCd

2 , DH is 4.43 eV for CdS and 2.42 eV for
CdTe; and for the doubly negatively charged defect VCd

22 , it
is 4.94 eV for CdS and 2.69 eV for CdTe, if the Fermi
energy is taken at their respective VBM~Fig. 5!. Again, we
find that if we use a common Fermi energy in an absolute
energy scale, and let EF5EVBM(CdS)10.99 eV
5EVBM(CdTe), the formation energy of the closed shell de-
fect VCd

22 in CdS is 2.96 eV, similar to the 2.69 eV found in
CdTe. The fact that, using an absolute energy scale for the
Fermi energy, the formation energies of certain closed shell
defects~e.g., CuCd

2 and VCd
22) are similar in a class of material

~e.g., CdX! @thus, similarepin
(n)# has also been found in another

system.10 This phenomena has been described in Ref. 10 and
is used to explain the phenomenological ‘‘doping limit rule’’
in semiconductors and insulators.

~iii ! Since the formation energies of CuCd is smaller than
VCd, presence of Cu in the sample is expected to eliminate
the VCd defect. To aid the search of the CuCd substitutional
defect we have calculated the Cu-X bond length in CdX
compounds. We find that the Cu-X bond lengths are about
6.7% smaller than the Cd-X bond lengths.

~iv! CuCd transition energy levels: The calculated CuCd

~0/-! transition energy levels isEVBM10.64 eV for CdS and
EVBM10.14 eV for CdTe~solid dots in Fig. 4!. This indi-
cates that CuCd creates a shallow acceptor level in CdTe, thus
Cu doping in CdTe produces good conductivity. But CuCd

creates deep acceptor levels in CdS, and thus will not pro-
duce low conductivity samples. However, because the tran-
sition energy level difference 0.6420.1450.50 eV is smaller
than the valence band offset between CdS and CdTe~0.99
eV!, in an absolute energy scale, the two transition energy
levels do not line up. This indicates that the ‘‘vacuum pin-
ning rule,’’11 which suggests that in a class of material~e.g.,
II-VI ! deep levels line up in an absolute energy scale, is not
followed exactly in this case. This is partly due to the fact
that CuCd is not a very localized defect in CdX.

~v! VCd transition energy levels: The calculated VCd ~0/-!
transition energy levels isEVBM10.33 eV in CdS and
EVBM10.12 eV in CdTe. For the~-/2-! transition the calcu-
lated energy levels isEVBM10.51 eV in CdS andEVBM

10.27 eV in CdTe~solid dots in Fig. 5!. Again the acceptor
levels are deep in CdS than in CdTe. These deep levels in
CdS will act as electronic trap, thus photogenerated holes in
CdS will not contribute to the photocurrent.

Using electron paramagnetic resonance method Eman-
uelssonet al.58 found that in CdTe the VCd ~-/2-! transition
energy level is located at a position less thanEv10.47 eV.
Using admittance spectroscopy Reislohneret al.59 found that
it is located atEv10.23 eV. These values are in good agree-
ment with our calculated value atEv10.27 eV.

IV. SUMMARY

In summary, we have studied systematically the elec-
tronic properties of Cd-based compounds, alloys, interfaces,
and CuCd and VCd impurities using the first-principles, self-
consistent electronic structure theory based on the local den-
sity approximation~LDA !. We find that~i! the mixing en-
thalpies are all positive and increases as the lattice mismatch
between the constituents increases. A large miscibility gap
exist in CdSxTe12x . ~ii ! The S/Se band lineup is type I,
while the S/Te and Se/Te band lineup is type II. The band
offsets are large in the valence band, but small in the con-
duction band.~iii ! The bowing coefficients have the follow-
ing trendb(S,Se),b(Se,Te),b(S,Te). For CdSxTe12x we
also find that the bowing coefficientb depends strongly onx.
~iv! Substitutional Te impurities in CdS form isovalent de-
fect levels inside the band gap. These isovalent defects form
electron traps and are responsible for large band gap reduc-
tion and low photocurrent in the CdS layer~leading to lower
quantum efficiency! when only a small amount of Te is
present in CdS.~v! CuCd and VCd create shallow acceptor
levels in CdTe, but the levels are much deeper in CdS, thus,
one cannot produce low conductivity samples inp-CdS.~vi!
The formation energies of closed shell defects (CuCd

2 and
VCd

22) are similar in CdS and CdTe, thus, supporting the ex-
planation of the phenomenological ‘‘doping limit rule.’’
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