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We use a recently published set of high-accuracy structure factors, based on p-ray measurements
[Dewey et al. , Phys. Rev. B 50, 2800 (1994)] to derive the charge density distribution in crystalline
germanium with a millielectron-level resolution. We use a multipole expansion model of the charge
densities represented as a superposition of orbital-dependent, nonspherical atomic charge densities.
We include in the model anharmonic and nonrigid atomic thermal motions. This model is then 6t to
the measured structure factors. We find (i) a considerable improvement in the fit residuals (especially
for the low-order structure factors) relative to our previous analysis, based on earlier measurements;
(ii) a factor-of-2 improvement in the agreement between experiment and our earlier ab initio density-
functional calculated structure factors; (iii) the evidence for the existence of nonrigid atomic thermal
motion is marginal; (iv) a clear 15% expansion of the valence orbital density relative to the free
Ge atom; and (v) a twofold reduced upper limit on the anharmonic force constant. These bring the
structure of germanium into better agreement with those of silicon and diamond.

I. INTRODUCTION

Several recent studies of crystalline silicon,
germanium, ' and diamond, ' demonstrated that the
charge distribution in a crystal can be determined to a
millielectron level of accuracy, provided that a reasonable
number of measured structure factors accurate to &0.1%
is available. This level of accuracy permits analysis of
the charge distortions due to bonding, anharmonic cor-
rections to the effective potential and extent of nonrigid
atomic thermal motions. We have recently reported an
analysiss [Lu, Zunger, and Deutsch (LZD)] of the charge
distribution in germanium, diamond, and silicon. Our
analysis of Ge was based on structure factors measured
by Matsushita and Kohra (MK), and Deutsch, Hart,
and Cummings (DHC). According to the authors, both
sets contained considerable contributions &om anoma-
lous dispersion, which could not be accurately corrected
for due to the lack of reliable values of the dispersion
correction f' Dewey e.t al.s have recently published new
p-ray measurements, done at very high energies, where
the contribution of anomalous dispersion is much smaller.
Furthermore, they carefully assessed the contribution of
f' to their own, and previous, data sets and assembled a
dispersion-corrected "best estimate" set of structure fac-
tors. We present here a detailed analysis of the charge
distribution in germanium, based on this set. The charge
distribution derived here shows an overall good agree-
ment with our previous results along with significant
improvements in the distribution of the fit residuals, the
charge density at the interstitials, and the extent of the

agreement with our earlier ' ab initio density-functional
calculations.

II. METHOD OF ANALYSIS

The analysis here follows that of LZD, which is based
on the multipole expansion formalism of Dawson and
Stewart. To account for the bonding-induced distor-
tions &om the superposition of spherical atomic charge
distributions, the crystalline density is expressed here as
a sum over lattice sites r~ of nonspherica/ model densities
Rishi of angular momenta /, where Ri(r) describes the ra-
dial dependence while the Kubic harmonics K~ account
for the angular dependence:

Ri o(r) = 4m ) Ks,p„i(~„ir),

Ri s4(r) = Air"'e—
(2)

where tc i are the (monopole) expansion/contraction co-
eKcients of the orbital charge density p ~ contributed

Unlike standard x-ray refinements, in which only the
lowest, spherical (l = 0) term is included we allow here
also nonspherical (l g 0) terms. Ri(r) are represented by
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by orbital nl and (At, At, () are fitting parameters.
The static structure factor p g,~(C) at the reciprocal
lattice vector G is obtained from Eq. (1) by Fourier
transforming p q,~(r). The dynamic structure factor
F (G) is then given by multiplying p~~s, ~(C) bymodel

s of thea temperature factor modeled by LZD in terms o e
orbital-dependent Debye-Wailer factors B ~ and the an-
harmonic force constant P. Thus, the dynamic structure
factors E g,~(C) are expressed in terms of the param-
eters (v„&,A&, A&, (,B„&,P). Fitting (Ernoge](C) )
measured (E,„~(C))then provides the values of the un-
known parameters and along with them the experimen-
tal static charge density p ~,~(r) that can be compared
with first-principles calculations. The refinement proce-
dure adopted by LZD represents an advance over stan-
dard methods not only in that a nonspherical octopole
(l = 3) and hexadecapole (l = 4) density components are
included, but also because orbital expansion (K ( 1) or
contraction (rc ) 1) is allowed as is a subdivision of K and
the Debye-Wailer factor B into nl =core and nl =valence
contributions. The approximations of (i) neglecting all
I & 4 terms and (ii) using the specific functional form in
Eq. (2) were examined and found to be reasonable.

III. SUMMARY OF FITS TO EARLIER DATA

Using calculated, relativistic ground-state local-
density-approximationi ' (LDA) &ee-atom charge den-
sities p t(r) as input to Eq. (2), our analysiss of the ear-
lier experimental data yielded an unweighted B, factor
of R, = 0.19%, where the "experiment" versus "fit" R,—

factor is defined as

Ea lls. (G) I

—
ls «(c) II

Ea I» ~(c) I

We also obtained a goodness of fit (GoF) of 1.07 for
the 14 reHections then measured. The available set of

(C)) did not allow a confident determination ofexp
terms higher than I, = 4. The fitting parameters of LZD
are summarized in the first line of Table I. The result-
ing experimental valence charge density p d l~r~ is com-
pared with our LDA calculations using the linearized
augmented plane wave method as shown in Figs. 1(a)
and 1(b). The experimental and LDA-calculated static
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structure factors are summarized in the first four columns
of Tables II and III, which also give Sp(G) = pz„p(C)
p«(G) and 8p(C) = pr, DA(C) —pat(C); the "theory"
versus "fit" R factor of LZD was Rt ——0.37'%%uo, defined as

Ea lls ~»(c) I
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FIG. l. Valence charge density for Ge as obtained by the
(a) ab initio LDA theory (Ref. 3) and experiment (b)—(d).
The fit of the old (Ref. 3) measured data is given in (b), while
the fits to the new data (Table I) are given in (c) and (d).
The solid squares denote the atom positions. n, P, p, and
0 indicate special sites along the (ill) bond direction, used
in Tables IV and V. The dashed lines denote results of the
multipole fit to the experimental data while the solid lines
(identical in all panels) give the ab initio theoretical results.
The valence charge density contour maps in the [110] plane

3are shown to the right, in steps of 0.05e/~ .

s. y 1j and ~2~»~ to the observed structure factors of Ge. In allTABLE I. Parameters obtained by fitting Dawson s model ~Eqs. & j an
h hs of Ref. 3 and A~ = 4 for all / values. An asterisk indicates that t ecases we use in Eq. (2) the relativistic LDA orbitals p & o e . , an

d durin the fit. In fits LZD, A and C we forced B,„=B„~,while in fits B and D we orcequantity was held fixed uring e . n s
inde endent variation of both led to B ~

—+ 0 an,„.. or a
data R &E . &3&~~& and to the LAPW calculations, Rqarameters, see text. We list also the R factors of the fits to the measured data,

[ q. & j&, an o e
f fi " ' t . The LZD fit of the previous data is from Ref. 3. The fit vs experiment[E . (4)]. GoF denotes the "goodness of t estima or. e

- (=) ( )B, in this table was calculated using dynamic structure factors E&~~~'
q.

~ ~ E&~~~instead of static structure factors p G .

LZD 6t
Fit A
Fit B
Fit C
Fit D

core
1
1
1
1
1

valence
0.9553
0.8300
0.8320
0.9000'
0.9000

a.u.
1.913
1.904
1.805
2.205
2.227

A.s
e

0.583
0.5293
0.5093
0.3758
0.3529

e
—0.510
—0.4648
—0.4201
—0.2834
—0.2518

+core
A.'
0.5654
0.5540
0.5566
0.5541
0.5572

&vai
A.~

0.5654
0.5540
0.0
0.5541
0.0'

P
eV/A

0.9
0.70'
0.38'
0.36
0.00

R
Fo
0.19
0.22
0.22
0.24
0.24

Rt

0.37
0.27
0.27
0.20
0.21

GoF

1.07
1.19
1.17
1.47
1.48
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This is about twice the R, = 0.19%%uo value in that study.
The comparison between the LZD model and LDA va-
lence charge densities at some special points in the unit
cell (denoted n, P, p, and h in Fig 1) is given in the first
two lines of Table IV, while a similar comparison for the
deformation density is given in the first two lines of Ta-
ble V. Table VII summarizes the results obtained for the
forbidden reflections.

While the "goodness of fit" of -1 obtained by LZD
shows that the degrees of &eedom of the mode/ have been
exhausted, the real limiting factors were the accuracy of
the measured input data (E,„~(G))and, in particular,
the limited knowledge of the photon-energy-dependent
anomalous scattering factor f'(E, C) necessary for cor-
recting E,„p(G).Since the MK data was measured at 8
keV, close to the Ge K edge at 11 keV, the f' correction
term was about 50-fold larger than the experimental er-
ror. Even for the DHC data, s measured at 59 keV, f'
was about twice the measurement error. It is clear there-
fore that having reliable values for f'(E, G) is crucial
for the determination of the charge distribution &om the
measured structure factors. Unfortunately, however, no
measured f' values were available for Ge at the above-
mentioned energies, and the best theoretically calculated
values have been shown to differ &om experiment by
as much as 30—40% for Si.

IV. PITS TG THE "BESTESTIMATE" DATA SET
DP DEVILRY et al.

Dewey et al.9 (DEA) have recently made an important
advance by employing p rays of energies E = 342 and
1382 keV to measure the structure factors of Ge. Such
high energies have several advantages. First, the mag-
nitude of f'(E, C) relative to p(G) is reduced by more
than an order of magnitude as compared to the MK data
and so is the inBuence of inaccuracies in its value. Sec-
ond, the DEA implementation of the thin plate Laue
method, ' permits the use of millimeter, rather than

100 pm, thick crystal plates, relaxing the required tol-
erances &om order of 1 pm to order of 10 pm. Third,
the small Bragg angles ( 1') render polarization efFects
negligible and greatly simplify the data analysis. Finally,
the commensurate reduction in the rocking curve widths
and the increased accuracy and resolution required in the
rotation of the plates proved to be well within the inter-
ferometric angle measurement capabilities of the sophis-
ticated diffractometer employed in the measurements. It
is interesting to notice that the "best value" (ill) struc-
ture factors of Dewey et al. (27.450) are significantly
difFerent from the MK value (28.871) and the DHC value
(27.904). We use in our refinexnent below only the DEA
value.

To extract the f '-independent static structure fac-
tors p,„p(C),DEA presented a detailed calculation of
f' Due to their h.igh measurement energies, they chose
to decompose the dispersion correction as f'(E, G)
fL@(E)+A(G), where fx K is the (low-) energy-dependent
anomalous scattering factor and E(G) is the relativistic

high-energy limit calculated by Sacchetti and Smith.
Values of fxK(E) for their energies were obtained by
fitting the high-order measured structure factors to an
expression assuming relativistic Hartree-Fock values for
p(C) and a Debye parameter of B = 0.560 .A.2. The de-
rived f' and R were then used to correct the measured
structure factors of DEA, MK, " and DHC for disper-
sion and thermal motion. The three sets were then corn-
bined to yield a "best estimate" set of static structure
factors p,„~(G).

Our analysis employs the multipole expansion ap-
proach of Eqs. (1) and (2) using these "best estimate"

p,„z(G)as input. The set p,„p(G)as given in Table VII
of Ref. 9 was multiplied back by the Debye-Wailer fac-

—0 560 ' 8 Ator e ~"" ~ ~ of DEA to obtain dynamic structure
factors E,„p(G).This set was augmented by the "forbid-
den" E222 ——0.131+ 0.010 measured by Matsushita and
Kohra and Roberto, Batterman, and Keating. This
was required to obtain reasonable agreement in the fits
with all measured forbidden structure factors. Exten-
sive fits, using different combinations of fixed and refined
parameters, were carried out, the results of which are
discussed below.

Table I shows the parameters of four of our best fits,
denoted A, 8, C, and D, along with the parameters ob-
tained by LZD &om fitting earlier data. Table II shows
the corresponding p ~,x(G) from fits A, B, C, and D
along with the fit residual bp(G) = p,„p(C)—ps'(G).
The following features emerge &om the fits:

A. Quality of 6ts and agreexnent with LDA

Tables II and III list the static structure factors
p s,x(G) obtained f'rom fits A, B, C, and D along
with the results p(G) of the LZD fit, the experimental
values p,„&(G),and the original ab initio LDA results
px.xi~(G). We see from Table III that the discrepancy
px, xx~(G) —ps'(G) at low orders between the old experi-
mental data ' and the LDA calculations has been largely
eliminated by the new DEA measurements. The theory
versus model Rq factors, which are minimal for fits C
and D (Table III), are as small as Ri ——0.20%, almost
twofold smaller than Rq ——0.37% obtained earlier from
the LZD model. Sixnilarly, the fit errors p,„p(C)—pfig(G)
(Table II) have been significantly reduced using the DEA
data. When compared against the results derived &om
the old experimental set, Rq is reduced by a factor of two,
from 0.37%%uo in LZD to 0.20% here (fit C in Table III),
while maintaining essentially the same B: 0.19% in
LZD and 0.24% here (Table I). More significantly, now
R~ Rq, while using the older experimental data LZD
found Rq 2R . This improvement is further demon-
strated in Fig. 2, which illustrates the distribution of
residuals p,„~(G)—ps'(G) and px, ~~(G) —ps'(G), nor-
malized to the experimental uncertainties, 0, for various
fits. As can be seen, for the LZD fits the residuals of the
low-order reBections are well outside the +30. limits. For
the present fits all residuals are within these limits and
the errors are more evenly distributed, signifying a better
overall fit. The same holds for the residuals relative to
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TABLE II. Comparison of the "best estimate" experimental and fitted 8tatic structure fac-
tors p(G) for Ge units of e/atom. R, is the fit vs. experiment R factor [Eq. (3)]. bp(G) is

p,„~(G)—psq(G), thirteen values of p(G) are used to evaluate R values. The fit vs experiment R
in this table was calculated using static structure factors p(G) instead of dynamic structure factors
F(G) as in Table I, hence there are slight difFerences. Note that the R, for LZD is very different
from Table I, since we are now comparing with the current "best estimate" data instead of with
the old experimental data.

G
hkl
ill
220
311
222
400
331
422
333
440
444
660
555
777

R /0

exp
pexp (Cr)

27.450
23.581
22.181
0.120

20.257
19.606
18.059
17.345
16.173
13.528
11.006
10.669
7.531

LZD
p(~)
27.894
23.766
22 ~ 142
0.152

20.235
19.482
18.040
17.300
16.198
13.498

~p(C)
—0.444
—0.185

0.039
—0.032

0.022
0.124
0.019
0.045

—0.025
0.030

10.680 —0.011
7.547 —0.016

0.51

Fit A
p(&) ~p(&)
27.468 —0.018
23.639 —0.058
22.128 0.053
0.135 —0.015

20.292 —0.035
19.532 0.074
18.097 —0.038
17.351 —0.006
16.236 —0.063
13.497 0.031
10.895 0.111
10.656 0.013
7.539 —0.008

0.25

Fit B
p(C) ~p(~)
27.442 0.008
23.634 —0.053
22.134 0.047
0.130 —0.010

20.303 —0.046
19.527 0.079
18.095 —0.036
17.349 —0.004
16.235 —0.062
13.497 0.031
10.895 0.111
10.656 0.013
?.539 —0.008

0.24

Fit C
p(A) Bp(A)
27.453 —0.003
23.677 —0.096
22.138 0.043
0.154 —0.034

20.273 —0.016
19.509 0.097
18.066 —0.007
17.315 0.030
16.218 —0.045
13.503 0.025
10.909 0.097
10.672 —0.003
7.542 —0.011

0.24

Fit D
p(~) ~p(C)
27.425 0.025
23.672 —0.091
22.144 0.037
0.149 —0.029

20.282 —0.025
19.505 0.101
18.064 —0.005
17.313 0.032
16.218 —0.045
13.502 0.026
10.909 0.097
10.672 —0.003
7.542 —0.011

0.25

the LDA calculations, indicating an improved agreement
with the ab initio calculations as well.

Figure 1 shows the model valence charge density as ob-
tained by our fits of the older data in LZD [Fig. 1(b)]
and our present fits to the DEA data [Figs. 1(c) and
1(d)]. Note that the unphysical negative density in the
interstitial region of the experimental fit in Fig 1(b) has
now disappeared [Figs. 1(c) and 1(d)]. As a result the
agreement with the ab initio results has improved consid-
erably, particularly in the bond region and the side lobes.
This can also be seen in Tables IV and V, which com-
pare the valence and deformation densities, respectively,
obtained in the fits with p ~,i(r;) at several special loca-
tions r,. in the unit cell. The deformation density shown
in Fig. 3 reveals a considerably improved agreement be-
tween theory and experiment in the bond and intersti-
tials regions, although some discrepancy is still observed
near the atomic cores. As discussed by LZD, this may
reBect the inherently limited Hexibility of the multipole
expansion, which inhibits a more faithful reproduction of
the rapid charge density variations near the core. Note

that the presently obtained bond charge map in the [110]
plane is more elongated perpendicular to the 111 direc-
tion than in LZD, and considerably closer in shape to the
theoretical one. The bond charge is also in much better
agreement in orientation and shape with those obtained
for silicon both theoretically and experimentally (see dis-
cussion in Ref. 3).

The results discussed above, showing clear improve-
ment in the distribution of the refinement residuals and
a better agreement with the ab initio calculations, clearly
indicate that the "best estimate" data set of DEA is in-

deed more consistent internally and of higher accuracy
than the previously available partial sets of measured
structure factors.

B. Rigid versus nonrigid atomic motion

Fit B uses two di6'erent Debye-Wailer factors, for the
core and valence electrons, with a 6xed B ~

——0. The

TABLE III. Comparison of the LDA-calculated (Ref. 3) and the experimentally fitted static
structure factors p(R) for Ge in units of e/atom. bp(G) = pi, DA(G) —psq(G) are the fit residuals

and Rq is the corresponding R factor [Eq. (4)], thirteen values of p(G) are used to evaluate R
values. Table I defines the indicated fits.

G
hkl
111
220
311
222
400
331
422
333
440
444
660
555
777
Rt%

LDA
pLDA (~)

27.519
23.683
22.172
0.120

20.318
19.432
18.016
17.275
16.187
13.493
10.924
10.684
7.543

LZ
p(&)
27.894
23.766
22.142
0.152

20.235
19.482
18.040
17.300
16.198
13.498

D
~p(~)
—0.375
—0.083

0.030
—0.032

0.083
—0.050
—0.024
—0.025
—0.011
—0.005

10.680 0.004
7.547 —0.004

0.37

Fit A
p(~) ~p(~)
27.468 0.051
23.639 0.044
22.128 0.044
0.135 —0.015

20.292 0.026
19.532 —0.1GG
18.097 —0.081
17.351 —0,076
16.236 —0.049
13.497 —0.004
10.895 0.029
10.656 0.028
7.539 0.004

0.27

Fit B
p(c) ~p(&)
27.442 0.077
23.634 0.049
22.134 0.038
0.130 —0.010

20.303 0.015
19.527 —0.095
18.095 —0.079
17.349 —0.074
16.235 —0.048
13.497 —0.004
10.895 0.029
10.656 0.028
7.539 0.004

0.27

Fit C
p(D) Bp(C)
27.453 0.066
23.677 0.006
22.138 0.034
0.154 —0.034

20.273 0.045
19.509 —0.077
18.066 —0.050
17.315 —0.040
16.218 —0.031
13.503 —0.010
1G.909 0.015
10.672 0.012
7.542 0.001

0.20

Fit D
p(K) Bp(A)
27.425 0.094
23.672 0.011
22.144 0.028
0.149 —0.029

20.282 0.036
19.505 —0.073
18.064 —0.048
17.313 —0.038
16.218 —0.031
13.502 —0.009
10.909 0.015
10.672 0.012
7.542 0.001

0.21
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Exp vs Fit

LDA vs Fit

I

LZD fit
C. Valence shell contraction/expansion

4 -(b);
2

()

-2—

Fit D

4 -(c),
2-
0

-2—
-4

I I I I

0.0 0.2 0.4 0.6 0.8

sinB]g (A')

I

Fit B

1.0 1.2

FIG. 2. The normalized fit residuals A p
[pezp (Gr) —ps' (C )]/a (solid squares and line) and

Apq ——[px,nA(K) —ps'(C)]/cr (open circles and dashed line)
for (a) the LZD fit (Ref. 3) to the old measured data (Refs. 7
and 8), (b) fit D, and (c) fit B, both to the "best estimate"
data of Ref. 9. ~ is the experimental uncertainty in the mea-
sured values. Note the different scales in (a), (b), and (c), the
greatly improved fit for low-order reflections in (b) and (c),
and the generally more even distribution of the residuals in
the new 6ts. The dashed lines give the bound of +3cr.

R, factors are identical to, and the GoF is slightly bet-
ter than, those of 6t A, which assumes B, = B
More significantly, when two Debye-Wailer factors are
assumed, and B ~ and B, „arefree to vary, B ~

al-
ways goes to zero, while B, , converges to a finite,
B,», = 0.56 A. , value. A similar behavior was found
for Si in Ref. 2 (see also Table I in Ref. 3). The rather
large 0.11-A.2 fit uncertainty of B„i obtained for silicon
was taken there as an upper limit for B ~, rather than as-
suming a strict B„i = 0 A. . Here, as there, the B i -+ 0
obtained re6ects a greater, bonding-induced, rigidity of
the valence electron structure. However, the accuracy
level and limited number of the measured structure fac-
tors, as well as the low value of B ~ do not allow its
precise determination kom the data even for silicon.

A series of fits were carried. out in which the monopole
shell parameter K ~ was successively stepped through
fixed values ranging &om 0.7 (expansion of 30%%uo) to 1.3
(contraction of 30%), optimizing all other paraxneters to
obtain a best fit. Figure 4 shows the resultant R, fac-
tor and GoF plotted against ~ j. A distinct minimum
is obtained close to m ~ 0.85, indicating an expansion
of 15% of the valence shell. In particular, no indi-
cation is found for a minimum in R for K ~ ) 1 that
may indicate a contraction of the valence shell, as sug-
gested recently by O'Keeffe and Spence based on av-
erage crystal potentials derived Rom electron diffraction
measurements. Our results are, again, in line with ear-
lier studies of silicon2 (6% expansion) and diamonds'
(l%%uo expansion) where valence shell expansions of a few
percent were reported.

To examine this point further, we have conducted a
similar series of fits of the multipole model to the LDA-
calculated static structure factors px,DA(G). The fit was
repeated for increasingly larger sets of structure factors.
The results are shown in Table VI. We see that (i) for
a small number of structure factors (of the order obtain-
able in measurements) the LDA results predict orbital
expansion for the valence shell, as do the experimental
results. The magnitude of the expansion is, however,
smaller than that obtained &om the limited set of mea-
sured structure factors. (ii) As the number K of struc-
ture factors is increased (beyond that currently accessible
to accurate measurements) the magnitude of the orbital
expansion is reduced. A similar trend was observed for
Si (Fig. 14 in Ref. 3). (iii) However, even for a very
large set of structure factors, the LDA results still pre-
dict an orbital expansion of 1.5% in gerxnanxum. Thus,
the measured, as well as the LDA-calculated data do not
support the suggestion of O'Keeffe and Spence of solid
state orbital contraction in these materials.

D. Anharmonic force factor P

The upper limit p ( 0.9 obtained by LZDs is now
reduced to P ( 0.5. This, again, brings Ge in line with
the results of LZD for Si and diamond, where a zero
anharmonic force constant was obtained. Comparing fits
A and C (as well as B and D), we find no significant
difFerences in the agreement for different P values. While

TABLE IV. Values of the valence charge density p ~(R) (e/A. ) at special positions ~R~ (in units
of ~3a, with origin on the left atom of Fig. 1) at various points (n, P, p, h, and e) along the (111)
direction as indicated in Fig. 1(a).

LZD Fit
LDA
Fit 8
Fit D

pval
0.40
0.36
0.29
0.30

~R)
0.079
0.077
0.089
0.084

pval
0.16
0.02
0.17
0.13

IRI
0.042
0.044
0.047
0.047

pval
0.60
0.49

0.52

jal
0.092
0.091

0.097

pval
0.58
0.46
0.51
0.51

0.125
0.125
0.125
0.125

pval
—0.01

0.02
0.01
0.03

j&l
0.50
0.50
0.50
0.50
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TABLE V. Values of the total deformation density b,p(; t(R) (in units of e/A. ) and ~R~ (in units
o ~3a) at the same points as in Table V along the (111)direction as indicated in Fig. 4(a).

LZD Fit
LDA
Fit B
Fit D

Pval—0.01
—0.05
—0.16
—0.13

IRI
0.068
0.076
0.069
0.069

Pval
0.09

—0.06
—0.08
—0.02

IRI
0.057
0.051
0.062
0.062

Pval
0.25
0.13
0.17
0.18

IRI
0.125
0.125
0.125
0.125

Pval—0.05
—0.02
—0.02
—0.00

IRI
0.50
0.50
0.50
0.50

E. Forbidden reflections

The nonzero values of the "forbidden" structure factors
are contributed solely by the antisymmetric component
of the bonding charge, B3K3, and the anharmonic force
constant P seen by the centrosymmetric charge compo-
nents B0 and B4K4. A comparison of the ab initio cal-
culated, and the multipole expansion, values with the
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this means that there is no support for a 6nite, nonzero
P, it also does not exclude one as long as it is small, as
discussed above. This conclusion is also supported by
the recent powder study of Saravanan, Mohanlal, and
Nethaj1

measured ones provides therefore important tests for the
quality of the calculation and the 6tted models. Due to
their small magnitude, only the three lowest-order such
factors were ever measured for Ge: E222, E442, and E622.
The values obtained for these in the various 6ts and in
the LDA calculations are given in Table VII, along with
the measured ' ' values and those obtained by LZD.
Note that the measured E222 was included in the fit,
while the other two were not. The overall agreement
of the fits is reasonable, with 6ts A and B showing a
better agreement with the measured E222 ——0.133 than
that of LZD fit (0.147). The LDA results for E222 (0.114)
underestimates the measured and fitted values as noted

3
)

previously. The LDA values for E442 and Ps22 ( 2 me)
are probably within the computational error. The mul-
tipole fit results for E442 are in fair agreement with the
two measurements, 2s 2s which, however, differ by 4070.

26t28The two ' measured E622 values are in better agree-
ment with each other, but are considerably underesti-
mated by all fit values. Note that fits B and D, which
assume B ~

——0, are systematically lower than A and
C, which assume B ~

——B, , This brings the A and
C E622 results to a slightly better agreement with ex-
periment than B and D, which argues for a rigid atomic
thermal motion. The signi6cant difI'erence in the two
measured E442 values, however, does not allow a similar
comparison for this structure factor.
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FIG. 3. Deformation charge density for germanium. The
thick solid contour denotes Ap = 0. Dashed contours denote
negative Ep. The contour steps are 0.025e/A. . Solid lines,
identical in all panels, are the theoretical LDA results, while
the dashed lines are from 6ts to the experimental data. For
further notation see caption to Fig. 1.

FIG. 4. The R;factor [Eq. (3)] and the GoF estimators
for the multipole model 6ts to the "best estimate" structure
factor vs the valence expansion/contraction parameter (('.„~.
The region of the minima is enlarged in the inset. Arrows
indicate the 6ts of B and D.
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(8IXl 8/ A )rrissx
(A-')

0.4
0.6
0.8
0.9
1.0
1.2
1.4
1.6
1.8
2.0
2.1

8
18
35
46
59
96
139
198
271
357
411

(1 —m„ 1 } x 100
(%)
-7.5
-4.5
-4.0
-3.0
-2.5
-2.0
-2.0
-1.5
-1.5
-1.5
-1.5

TABLE VI. The valence shell expansion/contraction pa-
rameter ~ ~ obtained by fitting the LDA-calculated static
structure factors pi, DA(G) by the multipole model in Eqs. (1)
and (2) for lattice vectors up to the indicated G „[denoted
by the corresponding (sin 8/A) „].iV is the number of struc-
ture factors within this limit. Negative values indicate expan-
sion. The fit to 13 measured structure factors yields values of
-10'%% to -17%, as shown in Table I.

Ab initio theory
Multipole model fit

Experiment

LDA
LZD ht
Fit A
Fit B
Fit C
Fit D
MKb
MB
TB2d

0.1135
0.1466
0.1304
0.1314
0.1469
0.1485
0.1330

+442
0.0026
0.0116
0.0098
0.0078
0.0111
0.0097

0.0079
0.0123

+e22
0.0020
0.0056
0.0047
0.0032
0.0041
0.0027

0.0070
0.0083

Reference 3.
Reference 7.

'Reference 26.
Reference 28.

TABLE VII. Multipole fit and LAPW-calculated dynamic
structure factors E(G) (using B = 0.5654 A. ) for the "for-
bidden" re8ections h + k + l = 4n + 2 in electron units. The
model fits are defined in Table I.

V. SUMMARY

The analysis based on the new p-ray measurements
of Dewey et al.s shows the following: (i) The experi-
ment versus model R factor B, is essentially the same
as the LZD 6t to the older data, but the fit residu-
als for the lowest-order structure factors are consider-
ably smaller here, indicating a better fit. (ii) The static
density p g ~(r) obtained from the fit shows a factor
of two improvement in the agreement with the ab initio
I DA calculations, bringing B and Rz into equality. Fur-
thermore, the unphysical negative valence densities found
previously by LZD in the interstitial region of the valence
density of p ~,~(r) have now disappeared, and the agree-
ment with theory in the bond region is improved. (iii)
No support is obtained for a nonrigid thermal motion,
in line with the conclusions of I ZD. However, now the
single B = 0.5541 A.2, slightly down from B = 0.5654

A2 of LZD, but in very good agreement with Ref. 8. (iv)
The expansion of the valence shell, found in LZD is re-
conffrmed, albeit with a larger magnitude of 10'Fp—17'Fp

(e ~ 0.9 —0.83) as compared to a 4.5'%%up (v. ~
= 0.955)

of LZD. (v) Finally, the upper limit on the anharmonic
force constant P & 0.9 found by LZD is now further re-
duced to P ( 0.5.
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