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Preface

E se non che di ci6 son vere prove And were it not for the true evidence

Per pii e pit autori, che saranno Of many authors who will be

Per i miei versi nominati altrove, Mentioned elsewhere tn my rhyme

Non presterei alla penna la mano I would not lend my hand to the pen

Per notar cié ch’io vidi, con temenza  And describe my observations, for fear

Che non fosse da altri casso e vano; That they would be rejected and in vane;
Ma la lor chiara e vera esperienza But these authors’ clear and true experience
Mz assicura nel dir, come persone Encourages me to report, since they

Degne di fede ad ogni gran sentenza. Should always be trusted for their word.

[From “Dittamondo”, by Fazio degli Uberti]

Heterojunction interfaces, the interfaces between different semiconducting materi-
als, have been extensively explored for over a quarter of a century. The justifica-
tion for this effort is clear — these interfaces could become the building blocks of
many novel solid-state devices. Other interfaces involving semiconductors are al-
ready widely used in technology. These are, for example, metal-semiconductor and
insulator-semiconductor junctions and homojunctions. In comparison, the present
applications of heterojunction interfaces are limited, but they could potentially
become much more extensive in the near future.

The path towards the widespread use of heterojunctions is obstructed by
several obstacles. Heterojunction interfaces appear deceptively simple whereas
they are intrinsically complicated. After years of research, the simple problem of
understanding the energy lineup of the two band structures at a semiconductor-
semiconductor heterojunction is still a challenge for solid-state theory. The com-
plex character of the interface properties has been a stimulating factor in het-
erojunction research, since it adds fundamental interest to an already interesting
technological problem.

In the past five years, the extensive work of experimentalists and theorists
has produced unprecedented progress in heterojunction research. This progress
has mostly occurred in five areas:

VII



o New heterojunction growth techniques based on Molecular Beam Epitaxy
(MBE) and Metallo-Organic Chemical Vapor Deposition (MOCVD) have
been developed or refined.

e New kinds of devices have been developed. The advances have been spec-
tacular in superlattices, graded-composition structures and bond-stretched

overlayers.

e New kinds of experimental techniques, and in particular synchrotron-
radiation photoemission, have produced an extensive data base for the band
lineup problem.

o New and sophisticated theories have replaced the simplified schemes that
had been used for years to treat the band lineup problem.

o Several research groups have been successful in modifying the band lineup
between two materials with extrinsic factors, opening the way for a possible
“tuning” of the heterojunction parameters in future devices.

This fast progress makes it difficult to provide a comprehensive description of the
status of heterojunction research. In the early 1970’s, such a description was pro-
vided by a classic treatise of Milnes and Feucht.! Fifteen years afterwards, Federico
Capasso and I were the editors of a comprehensive series of articles dedicated to
different aspects of heterojunction research.? The present book provides a general
description of the status of this area of research, using reprints of several classic
articles in this field. Therefore, the present book can be used as a complement to
Ref. 2, as well as a stand-alone, elementary introduction to this fascinating field.

The reprinted articles included in the book have had a major impact on
heterojunction research. The primary selection criterion was a clear and effective
presentation of the recent evolution of this field. Regrettably, I could not include
many fundamental articles which were too specialized, too long, or did not fit the
presentation scheme. This is not, therefore, a complete collection of the “best”
articles published in heterojunction research.

The rationale of the book is the following. First, for historical prospective,
I present the fundamental 1962 work of R. L. Anderson which, in my opinion,
marks the birth of heterojunction research.® Second, I explain why heterojunction
research is so important in technology. This is done with the help of several
review and research articles on devices and device fabrication. Then I initiate the
treatment of band lineups.
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The first part of such a treatment deals with the experimental methods to
measure band lineups. Then I review some of the simplest ideas concerning this
problem, and recent experimental results which almost invariantly lead to their
breakdown. Special attention is dedicated to one of these ideas, the common-anion
rule, and to the experimental and theoretical work which reveals its limits. The
next group of reprinted articles is dedicated to more sophisticated theoretical treat-
ments of band lineups. These can be divided in three main areas: tight-binding
theories, theories based on induced gap states, and self-consistent calculations of
the electronic structure.

These fundamental theories are followed by semi-empirical and empirical ap-
proaches, with particular emphasis on the tests of the predictions of “linear” band
lineup models, and on the links between heterojunctions and metal-semiconductor
junctions. The book is then completed by reports of the recent successes in con-
trolling band lineups, using doping profiles or ultrathin intralayers.

The reprinted articles are preceeded by a discussion, which interprets their
message and explains why they are included in the books. I found interpreting
the messages of other authors the most difficult task in developing this book. I
suspect that some colleagues will not agree with my interpretation of their work.
Disagreements, after all, are quite common in a very active field of research. Such
controversies notwithstanding, my hope is that this book will provide a simple
and reasonably complete introduction to heterojunction research. In particular, I
hope that it will stimulate the imagination and creativity of many young scientists.
The more we advance in the understanding of heterojunctions, the more we realize
how complicated they are — and future progress in this field requires the fresh
contribution of young investigators.

I cannot attribute part of the blame for my choices and interpretations to
somebody else, since I was directly responsible for both. I did, however, profit
from many discussions with outstanding colleagues and with my own collaborators.
Among the latter, I wish to thank Ahmad Katnani, Ned Stoffel, Bob Daniels, Mike
Kelly, Te-Xiu Zhao, Dave Niles, Doug Kilday, Yeh Chang, Elio Colavita, Paolo
Perfetti, Mario Capozi and Claudio Quaresima. I also thank the National Science
Foundation, the Office of Naval Research and the Wisconsin Alumni Research
Foundation for having provided the necessary support of my own work, as well as
all the funding agencies which support this crucial research area throughout the
world. Finally, I am grateful to the copyright holders who released the reprinted
articles, making it possible to include them in this presentation.
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Introduction

The central problem in heterojunction research can be summarized by the following
question: “How do the band structures of two semiconductors line up in energy
with respect to each other, when the materials are joined together to form a
heterojunction?”. This deceivingly simple question has profound fundamental
and technological implications. For over twenty-five years, a definite answer has
been sought by experimentalists and theorists. We have recently seen substantial
progress towards a solution of this problem. The main purpose of this book is to
illustrate the recent progress, after establishing a general background necessary
for the understanding of the problem and its implications.

The technological implications of the band lineup problem can be easily ap-
preciated with the help of Fig. 1. This figure shows the energy band diagram
of a p-n heterojunction, composed of two different semiconductors with gaps E}
and E?. The difference E} - Eg2 must be accommodated by discontinuities in the
edges of the valence and conduction bands, AE, and AE.. If you imagine car-
riers crossing the interfaces, it should be clear that such discontinuities play the
leading role in determining the transport properties of the heterojunction. They
influence other properties, such as the optical response, and in general determine
the behavior and the performances of the corresponding heterojunction devices.

Some features of the heterojunction energy diagram of Fig. 1 are quite similar
to the corresponding features of other classes of semiconductor interfaces. For
example, band bending at the two sides of the interfaces is also present for p-n
and metal-semiconductor interfaces. The band discontinuity are, on the contrary,
peculiar to heterojunction interfaces. On one hand, they add to the flexibility in
designing devices tailored to particular tasks. On the other hand, they also add
to the complexity of the interfaces and of the devices.

These facts explain the entire evolution of heterojunction research. The de-
sign flexibility, due to the presence of two different semiconductors with two differ-
ent sets of parameters, is a powerful incentive for the development of heterojunc-
tion technology. Potentially, heterojunction devices could revolutionize solid-state
electronics, and introduce an unprecedented degree of freedom in tailoring devices
to their applications. However, the complexity of the heterojunction interfaces has
made it impossible to use the same empirical approach that has been so success-
ful for other kinds of interfaces. We make very extensive use of systems such as
the Schottky barrier without completely understanding their physical properties
(although progress has been recently made in this field too). Heterojunctions are
not so forgiving. As we will see, virtually all of the simplistic ideas fail in their



casé, not only to explain details of the observed phenomena, but even to provide
the minimum background for the development of devices.

E,

Fig. 1 — Schematic energy diagram of the interface between two
different semiconductors with forbidden gaps E;, E:. E. and E,
are the conduction and valence band edges, and Ef is the Fermi
level. V} and V} measure the band bendings of the two sides
of the junction (see next section). The difference between the two
gaps is accommodated by the valence and conduction band discon-
tinuities, AF, and AE.. The exact values of such discontinuities
depends on the lineup of the two band structures.

The central question concerning the heterojunction band discontinuities can

be formulated using Fig. 1. The figure shows that:

AE, + AE. = E} - EZ,

(1)

but we do not know how large are the two discontinuities relative to each other.
Note that Eq. 1 is written using the following conventions: (i) AE, is positive if
the valence-band edge of the small-gap semiconductor is above that of the large-
gap semiconductor, and negative vice-versa; (ii) the opposite convention is valid
for AE,; (iii) E; is larger than E2. These conventions are not universally adopted,
and the reader should take cum grano salis the signs in heterojunction literature.



Before initiating the discussion of the band-lineup problem, we must address
two basic questions. First: does the problem have physical meaning, in the sense
that abrupt interfaces like the picture of Fig. 1 really exist? This question has
been definitely answered by the modern transmission electron micrographs. In
principle, “abrupt” for a heterojunction interface means that the interface region
must be thin with respect to the carrier diffusion lengths. The micrographs show
that, for high-quality interfaces, the interface region is extremely sharp. In fact, it
consists in some cases of two atomic planes. Thus, “atomically sharp” interfaces
are not just a product of the experimentalists’ imagination, but a solid reality.

The second question is: is the claim, made above, that band lineups are
technologically important substantiated by facts? From the reader’s point of view,
the same question can be re-formulated as: why should I invest my time in reading
this book? In either form, the question is answered by a series of articles, discussed
in the next section and included in the reprints.

The point is that the actual and potential heterojunction devices are truly
exceptional. They could perform a variety of tasks much beyond the present limi-
tations of solid-state electronics. If we consider the enormous economic and social
impact of today’s microelectronics, we can easily understand the potential impor-
tance of heterojunction technology and heterojunction research in general. This,
by itself, would provide ample justification for the effort to explain the band lineup
problem. In addition, the band lineup is a problem of great fundamental interest.
We will see that it touches our very understanding of the chemical bonding process
in condensed systems, and of the corresponding electronic states.

After discussing the reasons for studying heterojunctions, the book will then
directly address the band lineup problem. Several aspects will be considered:
experimental measurements, theoretical solutions and empirical approaches. The
final part of the book is dedicated to the most important objective of this research,
the control of band lineups. For many years, scientists wondered if the band lineup
is an intrinsic, ¢.e., unchangeable, property of each pair of semiconductors. We
now know that this is not true. We have been able to modify band lineups.
This potentially increases the flexibility in designing heterojunction devices, and
their corresponding technological applications. This concept had been postulated
by Capasso at AT&T Bell Labs, at a time when it appeared to be little more
than a dream. The last reprints in this book demonstrate that Capasso’s bandgap
engineering is not necessarily a dream — and that it could become a guideline for
the development of solid-state technology.



Heterojunctions in Technology

The possible device applications have, since its very first steps, provided the mo-
tivation for heterojunction research. Proposals for devices based on two different
semiconductors were made in the 1950’s by Gubanov, Schokley and Herbert Kroe-
mer (see literature quoted in Ref. R1). In 1962, R. R. Anderson published his
landmark article (the first reprint in this book), which proposed a coherent model
for heterojunctions.®! Such a model was essentially an extension of the Schottky
model for metal-semiconductor diodes and, like the Schottky model, explained the
basic parameters of the junction in terms of the parameters of the two component
materials. The Schottky model predicts,! for example, that

On =P — X, (2)

where ¢, is the Schottky barrier for the interface between a given metal and an
n-type semiconductor, ®,, is the metal work function and y is the electron affinity
of the semiconductor.

Anderson identified the band discontinuities and the “built-in potential” as
the fundamental parameters of a heterojunction. The latter is given by:

Vp = VDI + VDZ, (3)

where V} and VJ are, as shown in Fig. 1, the band-bending potentials of the
two sides of the junction. The band bending is required to keep the Fermi energy
constant everywhere in the system, while far from the junction its distance from the
valence (or conduction) band edge is entirely determined by doping. In the specific
case illustrated in Fig. 1, the band bending corresponds to an n-p heterojunction.
Figure 1 of Ref. R1 illustrates the basic feature of Anderson’s model, now known
as the electron affinity rule:

AE: = x2 — x1, (4)
where 1, X2 are the electron affinities of the two semiconductors (6; and 6, in
Ref. R1).

The electron affinity rule has been very widely used in heterojunction re-
search, although it is now criticized and rejected by most authors. A detailed
discussion of the rule and of the controversy which it has generated will be pre-
sented in the next sections. I emphasize, however, that the problems affecting the
electron affinity rule do not diminish the fundamental importance of Anderson’s
article. Written at a time when solid-state electronics was in its infancy, this work
correctly identified the essential issues in heterojunction research and even estab-
lished a conventional nomenclature for the corresponding variables, which is still



universally used. The article directly or indirectly stimulated much of the research
on heterojunctions in the 1960’s and 1970’s.

Anderson’s article stimulated a tremendous amount of research on hetero-
junction devices. The practical implementation of such devices, however, was
negatively affected by the absence of the technology necessary to grow one semi-
conductor on top of another. The development of new deposition techniques, first
liquid-phase epitaxy (LPE) and then MBE and MOCVD, removed this obstacle.
The reprint R2 is an overview of MBE, the growth technique that plays a major
role in the fabrication of novel heterojunction devices. The article also presents
advanced characterization methods of the growth products, such as transmission
electron microscopy of the interfaces, performed with atomic-level resolution.

Advanced techniques such as MBE are necessary for the production of the
most advanced heterojunction structures. The reprint R3, written by the Nobel
Laureate Leo Esaki, discusses two of the most important among such structures,
superlattices and quantum wells. Heterojunction superlattices consist of alternat-
ing ultrathin layers of two different semiconductors. Pioneered by Esaki himself in
the late 1960’s, superlattices can now be fabricated with layers so thin that they
consist of single atomic planes.

The reduction of the layer thickness produces interesting quantum phenom-
ena which affect the properties of the heterojunction structure. Consider, for
example, Fig. 1 (bottom) in reprint R3. The valence and conduction band dis-
continuities result in potential wells, both for the electrons and for the holes. The
quantum particle-in-a-box problem predicts discrete energy levels for these one-
dimensional wells, whose energy separations increase when the “size” of the well
decreases. These separations become of the order of one-tenth of an electronvolt
for well thicknesses in the range of tens of angstroms, reachable with today’s de-
position technologies. The presence of discrete levels causes several interesting
effects such as resonant tunneling. This is an enhancement of the tunneling cross
section through the well for an incident particle, when its energy matches one of
the energy levels of the well. This phenomenon, as we will see, has been recently
exploited in novel designs for logic devices.

The advances in the fabrication techniques are gradually enhancing our capa-
bility to control the microscopic interface parameters. Capasso proposed “bandgap
engineering” as a general term for heterojunction device technology based on this
capability. The reprint R4 discusses a series of novel devices that rely on the con-
trol of the forbidden gap, achieved through the modification of the composition of
semiconducting thin layers. The most widely used material for these applications
is the ternary semiconductor Al;_,Ga,As. The forbidden gap of this material



changes with , and modern deposition techniques such as MBE enable us to
produce layers with graded composition and gap. Among the graded-composition
devices discussed by Capasso,?* particularly important is the “staircase” solid-
state photomultiplier.

The applications of resonant tunneling are discussed in detail by reprint
R5, with particular emphasis on structures consisting of double barriers. Among
these, the development of the first resonant tunneling bipolar transistor operating
at room temperature has generated a great deal of interest. The reasons for the
interest resonant tunneling transistors can be understood with the help of Fig.
2 in Ref. R5. For increasing values of the bias between base and emitter, one
obtains a series of resonant-tunneling situations, each one corresponding to one
of the levels in the quantum well. Each resonant tunneling situation produces
a regime of negative differential resistivity, i.e., a drop in the resistivity as the
bias voltage increases. The multiple resonant characteristics could be used for the
implementation of logic elements with multiple values, as opposed to the binary
logic element used in today’s computers. In principle, this could revolutionize the
design philosophy of future logic circuitry. The recent, successful test of a quantum
well resonant bipolar transistor at room temperature has been a fundamental step
towards the practical use of this kind of device.?

The overview provided by reprints R3-R5 explains the extensive research ef-
fort dedicated to heterojunctions — the current devices, and the new devices that
could be produced by this effort, hold promise of a revolution of the microelectron-
ics industry. Another message is also clear from these presentations. The band
lineup between the two semiconductors, and the resulting band discontinuities,
are the most crucial elements of a heterojunction interface. The following sections
will be entirely dedicated to the experimental and theoretical aspects of the band
lineup problem.

Band Lineup Measurements

The development of reliable measurement techniques has been one the major obsta-
cles in heterojunction research. The first investigations were affected by a problem
common to all areas of semiconductor interface research. Such investigations were
performed with transport techniques, e.g., the study of current-voltage (I-V) or
capacitance-voltage (C-V) characteristics. The interface parameters were deduced
from the data using theoretical models for the transport properties of the system.
The problem in this approach is that transport measurements intrinsically perform



averages in space, while the interface properties are highly localized. Thus, this
measurement technique is indirect, and it can easily produce errors.

The limitations of transport studies of the band lineups are discussed in
detail by reprint R6. In this article, Herbert Kroemer — a pioneer in heterojunc-
tion research — uproots the common mistakes and assumptions which affect these
measurements. As one can see from his analysis, transport measurements are
highly reliable only when applied to certain sophisticated heterojunction struc-
tures. Kroemer’s article®® is also an excellent general review of heterojunction
research, and in particular of the role of band discontinuities in heterojunction
devices.

The problems affecting transport techniques have stimulated the search for
other methods to measure the band lineups. The resulting approaches can be
divided in two general classes: photoemission techniques and optical techniques.
Somewhat intermediate between transport and optical technique is a recent ap-
proach to measure AFE,, based on deep-level transient spectroscopy (DLTS). This
approach is discussed in reprint R7.

The highly localized character of the band discontinuities explains the suc-
cess of photoemission techniques in studying them. In a photoemission experiment,
electrons are emitted from a surface bombarded with ultraviolet or soft-x-ray pho-
tons. The emitted photoelectrons are analyzed in vacuum, and in particular one
measures their distribution in energy. In first approximation, this distribution re-
flects the distribution in energy of the electrons in the specimen, shifted upwards
in energy by an amount equal to the energy of the photon, hv.

The electrons excited upon absorption of a photon have a very short mean-
free-path in the sample, of the order of a few angstroms or tens of angstroms.
Therefore, the photoelectron energy distribution curves or EDC’s reflect the dis-
tribution in energy of electrons in a thin slab of the specimen close to its surface.
Assume that the specimen consists of a semiconductor substrate with a thin over-
layer of a second semiconductor. The EDC’s contain contributions from substrate -
and overlayer. In particular, the region close to its upper leading edge reflects the
presence of the two different valence-band edges, which give rise to the valence
band discontinuity between the two materials.

This phenomenon is clearly visible in the EDC’s of a cleaved CdS substrate
covered by a Si overlayer, shown in Fig. 2. From the double edge structure of these
curves, AF, can be directly observed and measured. In first approximation, the
measurements are performed by using linear extrapolation to derive the positions
in energy of the band edges (see Fig. 2). More sophisticated methods, based on
theoretical fitting of the double-edge lineshape, show that the linear extrapolation



reaches an accuracy of the order of +0.1 eV. The studies of AE, based on the
observation of double edges are all the more effective if one enhances the surface
sensitivity of the photoemission experiments, by shortening the mean-free-path
of the excited electrons. This can be done by exploiting the dependence on the
electron energy of the mean-free-path. In turn, the excited-electron energy can be
controlled by tuning the photon energy, since it equals the initial energy of the
electrons in the specimen plus hv. This approach, of course, requires an energy-
tunable source of ultraviolet and soft-x-ray photons. Since the late 1960’s, such
sources are available — they are the synchrotron radiation sources, widely used in

modern photoemission spectroscopy.
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Fig. 2 — The double-edge structure of photoelec-
tron energy distribution curves taken on cleaved
CdS covered by a thin Si overlayer reflects the
CdS-Si valence band discontinuity. The horizon-
tal scale is referred to the Si valence band edge.
The thickness of the overlayer is shown on the

right-hand side of each curve.



The practical use of synchrotron-radiation photoemission to measure band
discontinuities is not always as simple as in the case of Fig. 2. For the majority
of the heterojunctions, AE, is small, and the two edges cannot be separated from
each other in the spectra. In these cases, the valence-band edge positions can be
indirectly derived by measuring the position in energy of core-level peaks in the
EDC’s. In fact, the core-level peaks often track the valence-band edges. This is
true, specifically, when the core-level binding energy is not affected by changes
in the chemical status of the corresponding element during the interface forma-
tion process. Such an approach is not immune from complications and possible
errors, as discussed in detail in Ref. 2. However, after several years of develop-
ment, photoemission techniques are capable of measuring AF, for virtually all
heterojunctions, reliably and with an accuracy of +0.1 eV or bette:.

The use of photoemission to measure heterojunction band discontinuity was
pioneered in 1978 by Perfetti et al at Berkeley, by Bauer and McMenamin at
Xerox-Palo Alto, and by Grant and coworkers at Rockwell. The corresponding
articles, which have historical as well as scientific interest, are included among
the reprints.f8~F1° The subsequent developments of this method involved not only
EDC measurements of the valence band discontinuities, but also measurements
of AE, with partial-yield spectroscopy, a non-conventional photoemission mode
made possible by the tunability of synchrotron radiation sources.*

Somewhat related to the photoemission methods to measure AE, and AE, is
the approach described in reprint R11 by Abstreiter et al. This approach is based
on internal photoemission, and derives the band discontinuities from the analysis
of the plots of the photoconductivity of heterojunction structures, as a function of
photon energy. As discussed in Ref. R11, the excitation (“internal photoemission”)
of carriers from one semiconductor to another gives rise to photocurrent thresholds,
at energies related to the forbidden gaps and to the discontinuities.

The use of optical techniques to study heterojunction band lineups can be
traced back to the article by Dingle et al, reprinted as Ref. R12. In essence,
this method consists of studying the optical absorption and emission phenomena
caused by the discrete level in heterojunction quantum wells. It is clear that the
corresponding features in the optical spectra depend on the effective masses of the
involved carriers and on well parameters. In turn, the latter depend in particular
on the band discontinuities. From the analysis of quantum-well optical absorption
spectra, Dingle et al.®'? measured the ratio AE./(E} — E?) for GaAs-Al;_,Ga,As
heterojunctions. Subsequent experiments used not only absorption spectra, but



also photoluminescence spectra.

In principle, optical measurements of this kind should be able to reach high
accuracy. The numerical accuracy of measurements of photon energy is much
higher than, for example, the accuracy in measuring photoelectron energies. The
actual history of optical measurements suggests some caution. In the next section,
we will discuss the controversial common-anion rule, which was supported by the
results of Ref. R12, but is now rejected by most authors. This indicates that
the numerical accuracy of the photon energy measurements does not necessarily
coincide with the accuracy of the band discontinuities derived from them.

Over the past ten years, extensive measurements of band lineups have been
performed with the techniques outlined in this section as well as with other
approaches.? The results have produced an excellent data base, that can be used
to test the theoretical models of band lineups and stimulate the development of
new models. Margaritondo and Perfetti have recently analyzed the existing data
on band discontinuities (see Ref. 2). Table I reports average values for a number
of heterojunctions, deduced from their compilation of data. The signs in this table
follow the same conventions adopted for Eq. 1.

Limitations of Simplified Models

The problem of understanding band lineups is complicated because it is related
to the local electronic structure of the interface. Only in recent years has solid-
state theory treated local electronic structures with calculations which approach
realism. Previously, the pressing needs of technological research stimulated the
use of oversimplified band lineup models. After years of studies of the intricacies
of local electronic structures, these early models appear quite naive. Several of
them, however, have been used in heterojunction research for such a long time
that many scientists find it difficult to remove them from their minds, or at least
to use them with prudence.

The electron affinity rule is a typical example of simplified approach. This
author remembers the dogmatic statement made by the referee of an article he
wrote in the mid-1970’s about band lineups. In perfectly good faith, the referee
questioned the wisdom of dedicating one’s time to the study of heterojunction
band discontinuities, since they were “explained by the electron affinity rule”. At
present, we certainly know better than that — although we are much less certain
that we know what causes the band lineups.

The apparent naivety of the electron affinity rule could lead to a different
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mistake, i.e., its outright rejection without serious consideration. In 1986, Mail-
hiot and Duke finally provided a sound theoretical background for the electron
affinity rule as well as for the Schottky model, the corresponding theory of metal-
semiconductor interfaces.® Under the assumption of no changes in the interface
atomic position with respect to the bulk, Mailhiot and Duke derived, for a p-n
heterojunction, the equation:

AEc =X2— X1 + Vdipolca (5)

which coincides with the electron affinity rule except for the term Vy,o.. This
term is the net electrostatic potential drop across the interface, corrected for the
conversion of the bulk chemical potentials to work functions measured with respect
to vacuum. In essence, the electron affinity rule (as well as the Schottky model) was
recovered from this approach because of the small magnitude of Vgipole, typically
much less than 100 meV.

The treatment of Ref. 5 does not apply to “realistic” interfaces affected, for
example, by chemical reactions between the two components. A good background
for these cases is provided by the “effective work function model” of Freeouf and
Woodall. The foundations of the model, in the case of metal-semiconductor inter-
faces, are presented in reprint R13. Freeouf and Woodall use a standard Schottky
picture, but they assume that the relevant interface is not that between the pure
metal and the semiconductor. Due to local chemical interactions, they argue that
the interface consists of a mixture of microclusters of different phases, each one
with its own work function. Thus, the work function of the pure metal should be
replaced by an effective work function, ®.4, determined by the work functions of
the interface phases. Freeouf and Woodall also argue that ®.4 is dominated by
the work function of the anion component of the semiconductor, which in turn
dominates the interface species.

The reprint R14 includes the extension of the Freeouf-Woodall model to
the case of heterojunctions, which essentially extends a modified version of the
electron affinity rule to the case of chemically reacted interfaces. As we see, then,
the electron affinity rule is less naive than it may seem, it survives sophisticated
theoretical treatments, and therefore it cannot be lightly dismissed.

The main problems for the electron affinity rule arise from experiments.
Many authors have reported discontinuity measurements which disagree with the
rule’s prediction. These tests, however, may be affected by a basic problem. The
electron affinities used in Eq. 4 are measured on interfaces between semiconductors
and vacuum. Most of the “old” data are heavily affected by insufficient surface
characterization and therefore highly unreliable. This prompted Niles and Mar-
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garitondo to perform a complete test of Eq. 1 in a single experiment, using well
characterized surfaces and interfaces, all prepared in the same system. The test,
performed on the ZnSe-Ge interface, is described in reprint R15. Its results are
in net disagreement with the electron affinity rule. This shows, at least, that the
rule cannot be applied to all heterojunction interfaces.

The common-anion rule is another widely used, simplified approach to the
problem of band lineups. This rule is based on the fact that the most important
contributions to the valence band of a binary semiconductor arise from the s and
p states of its anion. Thus, it may seem safe to assume that an interface between
two semiconductors with the same anion, the same crystal structure and similar
interatomic distances has a small valence band discontinuity. This rule applies
to some of the most important “technological” interfaces, such as Al,_,Ga,As-
GaAs. The results decribed in Ref. R12 seemed to provide a solid experimental
confirmation of this hypothesis. They indicated that the gap difference between
GaAs and Al,_,Ga,As was mostly accommodated by AE,, which accounted for
85% of E} — EZ. For many years, this “15-85%” rule stood unchallenged.

In 1984, however, photoluminescence measurements by Miller et al. (see
reprint R16) produced results in disagreement with the “15-85%” rule, and in
general with the common-anion rule. They indicated that the GaAs-Al;_.Ga,As
gap difference is more evenly distributed between AFE, and AE,. Many subse-
quent experiments? confirmed this fact. As shown in Table I, the average of re-
cent measurements for GaAs-Al,_,Ga,As corresponds to AE./(E, — E2) = 0.59.
The common-anion rule has been found to fail for other interfaces besides GaAs-
Al;_,Ga,As, such as GaSb-AlISb.®

The breakdown of the common-anion rule raises fundamental questions about
our understanding of the electronic structure of compound semiconductors. After
all, the rule was based on the simple assumption that the valence band is domi-
nated by anion states! This puzzle stimulated several theorists to re-examine the
role of all electronic states in the construction of the valence band of compound
semiconductors. A breakthrough was obtained by Wei and Zunger, who explaned
the failure of the common-anion rule in terms of the previously neglected role of
the cation d orbitals. This explanation is reported in reprint R17. After including
the cation d-state contributions in their first-principle electronic structure calcu-
lations, Wei and Zunger predicted valence band discontinuities in agreement with
the recent experimental values, and in disagreement with the common-anion rule.

This approach was also tested by extending its applications to the case of
ternary and quaternary semiconductors, as described in reprint R18. In essence,
it was found that, for ternary semiconductors, the d-contributions of different
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cations often compensate each other — and this tends to restore the common-
anion rule. Experimental measurements at Culn,Ga;_,Se,-Ge and CuAg;_,InSe,-
Ge interfaces indicated that AFE, is almost independent of z, in agreement with
this prediction.

Thus, except in special cases involving semiconductors with more than two
components, the common-anion rule fails to predict the correct band lineup. The
problems affecting this rule and the electron affinity rule have had a sobering
impact on heterojunction research. For technological purposes, the band lineup
should be measured and theoretically modeled with an accuracy better than the
thermal energy at room temperature, kg7 =~ 0.025 eV. Far from reaching these
accuracies, the approaches treated in this section appear inaccurate by several
tenths of an electronvolt. The experiments have taken years to detect such an
inaccuracy in the case of Al;_,Ga,As-GaAs. This demonstrates the urgent need
for better theories and for more refined experimental approaches. Photoemission
techniques do provide high reliability, since they can directly probe the interface
electronic structure. However, their accuracy is limited at present to 0.1 eV, except
in special cases.

General Theories of the Band Lineups Mechanism

In 1977, fifteen years after the formulation of Anderson’s model, two new gen-
eral theories of fundamental importance were published by Frensley and Kroemer”
and by Walter Harrison (see reprint R19). In both cases, the authors used a phi-
losophy similar to Anderson’s model, in the sense that they tried to calculate the
valence band discontinuity by first identifying the position of the band structure of
each semiconductor on a well-defined energy scale — and then taking differences
of the band edge positions of the two semiconductors.

" Frensley and Kroemer used as a reference the “mean interstitial potential”
of each semiconductors. This is not an absolute reference for the energy scale,
and therefore the band-edge differences had to be corrected for the difference of
the mean intestitial potentials for the two semiconductors. This correction term
was related to a “charge transfer dipole” at the heterojunction interface. Frens-
ley and Kroemer calculated the valence-band edge positions using a pseudopo-
tential scheme. The calculated valence-band edges have reasonable accuracy, as
suggested by a comparison between the corresponding differences and measured
AE,’s. However, the subsequent attempt to estimate the dipole correction term
made the accuracy worse.
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Harrison®?® used an absolute energy scale, and calculated the position of
the valence band edges of each semiconductor in that scale with a simple tight-
binding technique. AE, for a given heterojunction was then simply estimated by
taking the difference of the corresponding valence-band edge positions. The tight-
binding position for the valence band edge of a binary (or elemental, as a special
case) semiconductor is:

1/2

, (6)

c__ea

1 € 2
E, = 5(6; + E;) - [(..”2_?) + V;:za:

where ¢ and ¢ are the atomic energies of the cation and anion p states, and V;.
is an interatomic matrix element between atomic p states on adjacent atoms. In
turn, V,, can be empirically written as V., = Cd~%, where d is the nearest cation-
anion distance, and C is a constant which is determined, for example, by fitting
the bands for Si and Ge.

Tests of Harrison’s predicted AFE,’s with measured values reveal that the
model reaches a reasonable accuracy, certainly better than the original electron
affinity rule. This accuracy has been improved by refinements, due to Harrison as
well as to other authors.® The model, however, is affected by a limitation similar to
the electron affinity rule. It calculates AE, entirely in terms of bulk parameters of
the component semiconductors, without taking into account the specific electronic
structure of the interface.

More exactly, the electron affinity rule does not entirely neglect the interface
electronic structure, since it uses electron affinities which are measured at interfaces
between each semiconductor and vacuum, and are affected by surface effects. In a
sense, therefore, the electron affinity rule tries to simulate the microscopic interface
effects with a linear combination of similar effects affecting semiconductor-vacuum
interfaces. As we have seen, the experimental evidence suggests that this attempt
is not successful.

The magnitude of the microscopic interface effects was not known a priort,
and some lines of reasoning suggested that they are small. Therefore, Harrison’s
approach of simply neglecting them was quite plausible. The debate about the
importance of the microscopic interface charge distribution in the band lineups
has been quite lively for several years. At present, however, most authors seem
to converge towards the conclusion that such effects cannot be neglected. The
experimental evidence in favor of this conclusion is discussed in the next sections
and, in particular, in reprint R31.

A second, fundamental class of heterojunction band lineup models in-
cludes theories based on the metal-induced (or semiconductor-induced) gap states
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(MIGS) and on the charge neutrality conditions. The origin of these theories
can be traced back to Heine’s landmark work on metal-semiconductor interfaces.®
Heine suggested that the metal wave functions, tailing into the semiconductor gap,
produce effects similar to those of localized states. In particular, they can affect
and in fact determine the interface position of the Fermi level, Er, in the gap of
the semiconductor. In reprint R20, Jerry Tersoff applies Heine’s hypothesis, and
derives the concept of “midgap energy point”. This is the energy in the gap of
each semiconductor for which the character of the MIGS changes from valence-like
to conduction-like. The midgap energy determines also, at least in first approxi-
mation, the interface position of Er — and the Schottky barrier height.

The next reprint, R21, is Tersoff’s extension of this approach to heterojunc-
tion interfaces. Tersoff simply argues that the two midgap energy points of the
component semiconductor cannot be displaced with respect to each other with-
out creating an interface dipole, which would cost much energy. Thus, the band
lineup is a byproduct of the alignment of the two midgap energy points. If each
midgap energy point is referred to the valence band edge of the corresponding
semiconductor, then AE, is given by the difference of the two midgap energies.

Tersoff’s approach does not neglect the microscopic interface charge distribu-
tion like Harrison’s model.F?! On the contrary, it is considered the most important
factor in the band lineup. In essence, this approach identifies the microscopic in-
terface charge distribution effects with the effects of the MIGS. In this way, the
microscopic effects have general chacteristics, that make it possible to formulate
a “universal” theory like Tersoff’s model — rather than calculating the specific
charge distribution of each interface.

Tersoft’s approach has generated a great deal of controversy. The comparison
between its predictions and the measured AFE,’s shows that the model reaches
better accuracy than other kinds of theories. Tersoff actually underestimated the
accuracy of his results, by limiting the comparison between theory and experiment
to a small number of interfaces.?*! A more extensive comparison, reported in
reprint R22, fully reveals the accuracy of the predicted values.

As we have seen, one of the most controversial points in Tersoff’s approach
was the magnitude and role of the interface dipoles. After a long controversy, an
article by Harrison and Tersoff (reprint R23) presented a clarification of this issue.
At the same time, it explained the links and the differences between tight-binding
theories and MIGS theories. This article, therefore, has fundamental importance
in the development of heterojunction theory.

Tersoff’s midgap-energy model is not the only theory in the general class
generated by Heine’s work.® In particular, Flores and Tejedor published in 1979
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an article (reprint R24), that contained the elements of a MIGS theory of het-
erojunctions. The reader is cautioned about a possible wrong interpretation of
this fundamental work as a mere correction of the electron affinity rule. A careful
examination of the article reveals that its foundations are similar to those of the
Heines-Tersoff approach. Furthermore, it clarifies the nature of Tersoff’s midgap-
energy point in terms of the charge neutrality condition.

The reprint R25 presents a very interesting new point of view in this class
of models. In this article, Cardona and Christensen consider the problem of cal-
culating screening effects on the hydrostatic deformation potentials. They argue
that the screening response can be calculated by using the average of the con-
duction and valence energies at the Penn gap, also called the dielectric midgap
energy or DME. The DME is related to the Tersoff-Heine-Flores midgap energy
(charge-neutrality) point. Thus, DME’s can be used, with an approach similar to
that of Ref. R21, to calculate heterojunction band discontinuities. The work of
Cardona and Christensen provides a deep insight into the physics of this class of
theories, and therefore its importance goes well beyond that of a simple refinement
of previous MIGS approaches.

The third, general class of heterojunction band lineups eliminates, at least in
principle, all problems, by calculating directly the electronic structure of the inter-
face. Readers not familiar with solid-state theory might ask why approximations
such as the tight-binding and MIGS theories have been developed, rather than us-
ing the straightforward approach of this third class of theories. The answer is that
realistic calculations of local electronic structures are very complicated, and are
not — or perhaps not yet — able to solve the problem by brute force. The complica-
tions notwithstanding, realistic calculations of heterojunction interface electronic
structures have produced fundamental advances.

The reprint R26 is one of the pioneering works in this area. It presents a
self-consistent pseudopotential calculation of the ZnSe-Ge system by Pickett, Louie
and Cohen. The model predicts, in particular, the formation of interface electronic
states (see Fig. 6 in Ref. R26), for which experimental evidence was provided by
subsequent photoemission studies.!®

The next two reprints, R27 and R28, demonstrate the advances made by
interface electronic structure calculations in the past ten years. These works are
a sample of a series of recent, sophisticated papers in this area. The first reprint
presents a general band lineup theory developed by Van de Walle and Martin.
These authors first develop self-consistent density-functional calculations, using
ab initio non-local pseudopotentials, to estimate the parameters of several hetero-
junction interfaces, including AFE,. Based on these results, the authors argue that
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their results are not inconsistent, within their accuracy, with an approach like that
proposed by Frensley and Kroemer. Then they proceed with the formulation of
an advanced version of such an approach. This work, therefore, is an interesting
hybrid between a realistic calculation of the interface electronic structure, and a
general-purpose model similar to the tight-binding or MIGS theories.

Reprint R28 presents some of the most sophisticated calculations the band
lineups at GaAs-AlAs interfaces using a local-density scheme. The authors, Mas-
sidda, Min and Freeman, use core-level binding energies to calculate AE,. This
approach is somewhat similar to the approach used for many photoemission band
lineup measurements. The results are closely related to the charge density inter-
face distribution, and provide not only numerical estimates of the discontinuities,
but also information on their nature. Quite interestingly, the results disagree
with the common-anion rule, and therefore are in agreement with its experimental
breakdown.

The reprints and the other articles discussed in this section by no means
exhaust the list of important theoretical works on the band lineup problem. In
particular, I would like to call the reader’s attention to the work of Ruan and
Ching'! and to the dielectric electronegativity approach of J. A. Van Vechten.!?
For a different, more device-oriented point of view, one should also consider the
work of Nussbaum and co-workers.!® In general, we must conclude that no current
theory appears able to reach the accuracy required for technological applications.
A specific discussion of this point, based on the available experimental data, will
be presented in the next section.

Empirical and Semi-Empirical Considerations

The two previous sections should have made clear that simplistic hypotheses fail
to explain the heterojunction properties, and that full theories are quite complex.
This has stimulated several authors to formulate empirical or semi-empirical solu-
tions for the band lineup problem, or to find empirical ways to clarify some of its
aspects.

Among the semi-empirical approaches, one of the most important is the deep-
level model, formulated by Alex Zunger and his co-workers,'* and, independently,
by Langer and Heinrich.!® The theoretical foundation of this model is provided by
reprint R29. This article reveals that the deep energy levels produced by a given
impurity in different semiconductors of the same family (e.g., the III-V family) are
independent of the materials, as long as they are measured from the vacuum level.
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This interesting observation has several interesting implications.??® In particular,
the deep impurity levels provide an empirical substitute for the vacuum level.

This implies that the absolute position of the band edges of each semiconduc-
tor correspond, at least in first approximation, to their distances in energy from
each impurity level. If we consider a given impurity, and take the distance in energy
between its impurity levels and the valence band edge in two different semicon-
ductors, the difference of these two distances should provide a first-approximation
estimate of AFE, for the corresponding heterojunction. In that regard, the deep
impurity levels measured with respect to the valence band edge are empirical re-
placements for the tight-binding or pseudopotential edge positions discussed in the
previous section. The accuracy reached by this approach is remarkably good.!*1®
However, the approach only considers the “natural” lineup, related to the relative
positions of the band edges on an absolute scale — and it neglects the specific
interface phenomena.

As we have seen, the relative weights of these two factors, absolute edge
positions and microscopic interface contributions, is a fundamental problem for
virtually all band lineup theories. Some theories simply neglect the interface
contributions, assuming that their magnitude is small. This is a rather strong
assumption, if one considers the small magnitude of kT at room temperature.
Several authors addressed the fundamental question of the magnitude of the in-
terface contributions in a purely empirical way, and the results indicate that the
interface contributions are not, or not always, negligible on a scale of 10 meV.

The key for this empirical approach is the linearity of the theories which ne-
glect interface contributions. Although these theories differ substantially from each
other, they are all based on a hypothesis of linearity, i.e., that AE, (or AE,) can
be expressed as the difference of parameters determined by the two semiconduc-
tors. Consider, for example, Harrison’s tight-binding theory — AE, is expressed
as the difference of the tight-binding edge positions of the two semiconductors.?!?
Similarly, the electron affinity rule expresses AFE, as the difference of the electron
affinities. Note that some of the theories which do not neglect interface contribu-
tions are also linear theories, e.g., the MIGS models.

The hypothesis of linearity can be easily tested. For example, one of its
implications is the transitivity of AE,. For three semiconductors A, B and C, the
transitivity requires that:

AE*B L AEP¢ + AEC4 =, (7)

where AEXY is the discontinuity for the interface between the semiconductors
X and Y, and the signs are determined using the conventions discussed before.
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In the simpler case of two materials, a similar rule says that the discontinuity is
independent of the deposition sequence.

These implications of the hypothesis of linearity have been tested using ex-
perimental results. Reprint R30 discusses one of the first results of this empirical
approach. The authors compared Eq. 7 to the measured discontinuities of the
interfaces involving Ge, GaAs and CuBr. They found that the sum of the discon-
tinuity deviated from zero by more than six tenths of an electronvolt.

In 1983, Katnani and Margaritondo (see reprint R31) used a more extensive"
data base, obtained with synchrotron-radiation photoemission, to test the hypoth-
esis of linearity, based on Eq. 7 and on some of its other implications. The results
of these tests were that the hypothesis of linearity fails on the scale of 0.1-0.2 eV
per interface. Specifically, Ref. R31 estimated that such a hypothesis implies a
built-in accuracy limit for the AFE,’s predicted by all theories which adopt it, and
this limit is, on the average, 0.15 eV per interface. This average limit does not pre-
vent a given theory to reach better accuracy in predicting AE, for a given interface
— but it makes it impossible to reach better accuracy for all interfaces. This is a
sobering conclusion, since 0.15 eV is much larger than kpT at room temperature.
Of course, each linear theory does not necessarily reach this accuracy limit, since
its own accuracy is affected by the specific assumptions and approximations. An-
other important point is that the average accuracy limit of 0.15 eV is much worse
than the average experimental accuracy of the data used for the tests.

The conclusions of Ref. R31 apply to all linear theories. In particular, they
apply to all theories which neglect interface contributions, or treat them with
strong approximations (e.g., the electron affinity rule). Therefore; 0.15 eV is also
a reasonable estimate for the average magnitude of such contributions. It should
be emphasized that this magnitude, although large on the “technological” scale
set by kgT, is not very large a more “fundamental” scale, whose magnitude is
set by that of the semiconductor gaps. On this scale, the best linear theories do
reasonably well in estimating the band discontinuities, reaching an accuracy not
much worse than one tenth of an electronvolt. Actually, most linear theories have
accuracies worse than the 0.15 eV limit, but this limit is reached by the theories
of Ref. 11 and R21 (see Ref. R22).

The reprint R31 also proposes an empirical approach to the solution of the
band lineup problem. This approach is, again, based on the hypothesis of linearity.
Specifically, it assumes that AEXY can be written:

AEXY = EX — EY, (8)

where EX and EY are the positions in energy of the valence band edges of the
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two semiconductors. The same equation was used, for example, in Harrison’s
model.B® In this case, however, the valence band edge positions are not calculated
using theory, but empirically derived from the experimental data on the band
discontinuities.

Table II is a recent version of the list of empirical valence band edge posi-
tions, which uses the band edge of germanium as the reference point. With these
empirical values, Eq. 8 provides values of AFE, with an average accuracy at the
limit for linear models. Of course, this approach is not a theory, since it derives
the band-edge terms from the data rather than from a theoretical model. As such,
it does not provide any insight into the nature of band lineups, except a general
confirmation of the built-in accuracy limits caused by the hypothesis of linearity.

Table II
Valence Band Edge Positions
(referred to the Ge edge)

Semiconductor E, (eV) | Semiconductor E, (eV)
Ge 0.00 ~ CdS -1.74
Si -0.16 CdSe -1.33

a-Sn 0.22 CdTe -0.88
ZnSe -1.40
AlAs -0.78 InTe -1.00
AlSb -0.61
GaAs -0.35 PbTe -0.35
GaP -0.89 HgTe -0.75
GaSb -0.21 CuBr -0.87
InAs -0.28 GaSe -0.95
InP -0.69 CulnSe, -0.33
InSb -0.09 CuGaSe, -0.62
ZnSnP, -0.48

The relation between Schottky barriers and heterojunctions is perhaps the most
important issue explored with empirical approaches. The implications of this issue
are far-reaching — a link between the two problems could clarify both of them,
and pave the way for a generalized theory of semiconductor interfaces. It could
also provide a clear-cut test for theories, either in favor of those that predict such
a link or in favor of those which rule it out.
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Consider, for example, the basic predictions of the electron affinity rule, Eq.
4, and of the Schottky model of metal-silicon interfaces, Eq. 2. If one takes two
n-type semiconductors and the Schottky barriers between them and a given metal,
#. and ¢?2, then these equations imply that, for an interface between these two
semiconductors:

AE, = 6% — ). (9)
A similar equation links AE, and p-type Schottky barriers:

AE, = ¢ — ¢} (10)

These relations are also predicted by the MIGS models for heterojunctions and
Schottky barriers. The question is — are such relations experimentally observed?

This question is still controversial. For example, evidence against such a
correlation has been presented for the GaAs-Ge system,!® whereas data supporting
it have been published by Heiblum et al. for the Al;_.Ga,As-GaAs system.!” In
reprint R32, a test of Eq. 10 is described, based on an extensive data base. As it
can be seen from Fig. 1 in Ref. R32, the data suggest a correlation qualitatively
similar to that predicted by Eqs. 9 and 10. However, there are also significant and
systematic deviations with respect to the line of “perfect agreement” with Eq. 10.

This discrepancy has been analyzed by Tersoff,!® and it could provide an
interesting step towards a generalized theory of semiconductor interfaces. The
element of a possible generalized theory are the following. Consider the Schot-
tky model, Eq. 2. For many semiconductors, this equation disagrees with the
experimental data, and the Schottky barrier, i.e., the interface position of Ep, is
determined by other factors. Omne of these possible factors is the Tersoff-Flores
midgap-energy, Eg. Another possible factor is the pinning of Er by defect states,
as predicted by the unified defect model.!® Furthermore, even when a linear de-
pendence of the Schottky barrier on the metal work function, ®,,, is observed, the
proportionality factor, S, deviates from unity, the value predicted by Eq. 2. This
factor is related to the reciprocal of the optical dielectric constant, and therefore
to the midgap-energy. '

In a pure MIGS model, the Schottky barrier would only be determined by
MIGS. By adding to this term a “Schottky” term like that of Eq. 2, corrected for
the factor S, Tersoff was able!® to explain the deviations from Eq. 10, reported in
Ref. R32. This approach is a first step towards a unified theory of semiconductor
interfaces. A further step was made by Winfried Moénch, with the work described
in the reprint R33. We invite the reader to examine in detail this article and
its conclusions. The main message is that metal-semiconductor interfaces can be
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roughly divided in two groups, those dominated by MIGS and those dominated
by defects. The discriminating element is the density of interface defects. For
the first group, the main factor determining the Schottky barrier is the midgap
energy. For the second group is the pinning position of Er by defects. For both
groups, the main factor is corrected by a Schottky-like dependence on the metal
work function, with slope S.

The results of Ref. R32, and their explanation by Tersoff,'® indicate that a
similar, unified approach can possibly be extended to heterojunctions. In such a
unified picture, defects, MIGS and Schottky terms all can play a role in the het-
erojunction band lineups and in the Schottky barrier heights — and the relative
weights are determined by the parameter S (i.e., by the optical dielectric constant),
and by the density of interface defects. In particular, defects can play a funda-
mental role in the heterojunction band lineups, when their density is sufficiently
large.

The reader must be cautioned that the experimental evidence in favor of
this unified picture is still limited. The picture is quite appealing and provides
a coherent explanation of many existing data. However, its final acceptance — or
rejection — must be delayed until sufficient experimental tests have been performed.

As we have seen, empirical and semi-empirical approaches are making strong
contributions to the understanding of the physics of heterojunction band lineups,
and to the development of practical methods for estimating band discontinuities,
and for testing heterojunction theories. Particularly important, among the latter,
is the work described in reprint R34. This article describes an experimental and
theoretical study of the pressure dependence of heterojunction band lineups. The
study was performed on InAs-GaSh.

The authors argue that the observed pressure dependence is a powerful test
of the band lineup theories. As we have seen, many different kinds of band lineup
theories are able to predict band discontinuities with reasonable accuracy. The rea-
son for this is probably that different theoretical approaches are based on electronic
states which, although different in nature, are all directly or indirectly related to
the band structures of the two components. The estimates of band discontinuities
are obtained by taking energy differences between the two materials, and these dif-
ferences probably tend to be more similar than the absolute terms. Therefore, even
physically wrong models can accidentally produce reasonable estimates. Thus, the
accuracy of a model in predicting band discontinuities is not a very sensitive test.
On the contrary, the success or failure in predicting the dependence of the band
discontinuities on external perturbations ¢s a sensitive test.

These considerations explain the importance of the work of Ref. R34, which
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was performed using magneto-optical techniques. These results reveal that the
offset between the valence-band edge of GaSb and the conduction-band edge of
InAs decreases at a rate of 5.8 meV/KBar. This decrease cannot be entirely ex-
plained by the pressure dependence of the gaps of the two materials, and indicates
that AE, and AE, are pressure dependent. Although the authors are careful not
to overinterpret their data, it is quite clear that the results rule out some of the
models, and in particular theories entirely based on tight-binding calculations of
the band edge positions. Tersoff’s version of the MIGS model®®! appears able to
justify the observed pressure dependence.

Control of Band Lineups

The final aim of heterojunction research is the production of new devices with per-
formances which cannot be obtained from other devices. The band discontinuities
are an important factor in the design of novel heterojunction systems, as we have
seen from reprints R2-R6. This is a powerful motivation for the research on the
band lineup mechanism. Of course, the flexibility in designing new heterojunction
devices would be tremendously increased by the capability of controlling the band
discontinuities.

The band discontinuity control is, in fact, a fundamental objective for het-
erojunction research — and for condensed matter research in general. This is, in
particular, the underlying objective of the efforts devoted to the understanding
of the nature of band lineups. For many years, however, it was not even clear
if the band discontinuities between two given semiconducting materials could be
modified at all. Many theoretical models calculated the discontinuities based only
on the bulk parameters of the two semiconductors. The magnitude of the micro-
scopic interface contributions to the band lineup, which could be potentially used
to control the discontinuities, has been controversial. The recent indications that
such contributions are not small on the scale of kgT at room temperature also
implied that band lineup control is feasible.

The uncertainty about such a feasibility was definitely removed by two series
of experiments, which established that band lineups can, indeed, be modified and
potentially controlled. The first approach, due to Capasso et al., is described in
the reprint R35. This approach takes advantage of the increasing sophistication
of the overlayer deposition techniques, specifically MBE. The authors fabricated
heterojunction interfaces with a controlled doping profile. This introduces a doping
interface dipole (DID) which, in turn, effectively modifies the band discontinuities
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and their influence on the interface behavior. The article discusses the practical
implementation of this approach, the properties of the corresponding structures,
and some applications.

The second approach is based on the deposition of ultrathin intralayers be-
tween the two sides of the interface. Ultrathin intralayers had already been used to
modify the properties of metal-semiconductor interfaces.?’ The empirical attempts
were motivated by the fact that intralayers can modify the charge distribution at
the interface, and therefore affect the interface dipoles and the band lineup. The
reprint R36 reports the success of this approach in modifying the valence band
discontinuity of ZnSe-Ge and ZnSe-Si interfaces. Aluminum intralayers, of thick-
ness ranging from 0.5 to 1 A, caused increases in AE, by up to 0.3 eV, measured
with photoemission techniques.

The empirical success reported in Ref. R36 did not, of course, remove all
problems related to band lineup control. First, it was not clear if the approach
could be used in practical devices. This point must still be clarified. Second,
the mechanism of the intralayer-induced band lineup modifications was not iden-
tified — and still is not, to some extent. In principle, intralayers can modify the
band lineups with different mechanisms. For example, they can act as barriers
or activators for microdiffusion processes of charged impurities, which in turn can
produce interface dipoles. The chemical bonds involving the intralayer atoms can
be another cause of interface dipoles.

The work described in the reprint R37 provides some clarification of the latter
problem. This article describes very large modifications in the Si-SiO, valence band
discontinuity, caused by cesium or hydrogen intralayers. The modifications occur
in opposite directions for the two kinds of intralayers. Similarly large — although
qualitatively different — modifications have been reported by Grunthaner et al.?!
The magnitude of these effects definitely established the use of intralayers as a
feasible technique to modify band lineups.

Reference R37 also outlines a simple explanation of the phenomena, based on
the charge-transfer dipoles associated to the chemical bonds at the interface. Ba-
sically, a non-diffusive intralayer replaces chemical bonds between the two sides of
the interfaces with chemical bonds involving the intralayer atoms. The correspond-
ing changes in the interface dipoles are estimated by using a simple approach to
calculate the charge transfers due to the formation of chemical bonds. This model
is remarkably successful in predicting the sign and magnitude of the observed
changes in AE,,; for Si0,-Si as well as for other interfaces.

Recent photoemission results?? lend further support to this simple-minded
approach. The experiments included successful tests of the non-diffusive character
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of Al intralayers. Then they found that the Al-Se chemical bonds formed by an Al
intralayer between ZnSe and Ge are consistent with an Al,Se;-like configuration.
This implies that the changes of AF, increase with the intralayer thickness, d, up
to d’s corresponding to approximately one-third of a monolayer — “one monolayer”
being defined as one intralayer atom per ZnSe substrate atom. The experimental
plot of the AFE, changes as a function of d indicates, indeed, saturation at d’s
well below one monolayer, and consistent with the predicted 1/3 monolayer. This
result can be observed in Fig. 3.

These facts indicate that simple charge transfers due to local chemical bonds
can explain the intralayer-induced band lineup changes. A more sophisticated
theoretical approach?® indicates that the local charge re-distribution effects can
be interpreted in terms of a change of the midgap-energy point, which in turn
affects the band lineups within the framework of MIGS theories. Of course, these
results cannot be automatically extended to all kinds of interfaces. In particular,
diffusive interfaces can be affected by entirely different mechanisms. Nonetheless,
these results are steps ahead towards the understanding of the intralayer-induced
phenomena and, perhaps, towards their eventual practical use.

Some Considerations on Future Heterojunction Research

The reprints presented in the previous sections clearly show that heterojunction
research, initiated because of practical considerations, now deals with questions at
the foundations of condensed matter science. For example, the band lineup prob-
lems touch our very understanding of the nature of the electronic states in solids.
Therefore, the present research on heterojunction is justified by fundamental as
well as by practical motivations. Such motivations are likely to be present, and
probably to be enhanced, in future years.

The previous sections have illustrated a series of recent breakthroughs, which
are likely to affect future heterojunction research. The implementation of new, so-
phisticated growth techniques makes it possible to fabricate heterojunction struc-
tures with very advanced design characteristics. Current examples are doping-
profile structures and quantum-well structures involving very thin, high-quality
layers. '

The fabrication of bond-strectched overlayers is another exciting development
in growth technology.?* These are thin films of a given material grown on top of
a substrate with substantial lattice mismatch. In general, the lattice mismatch
between substrate and overlayer is compensated by misfit dislocations. In several
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cases, however, it has been demonstrated that the overlayer grows free of misfit
dislocations through strain accomodation up to a certain critical thickness. The
overlayer atoms are in the positions corresponding to the substrate lattice, with
their chemical bonds stretched with respect to a normal crystal. Thus, it becomes
possible, in the plane parallel to the interface, to grow crystals of a given compound
in the structure of another compound. When repeated layers of this type are
grown, one obtains a strained-layer superlattice.

1.7+ Saturation

/—_. —————— Value
L6+ ﬁ

L5

AEy (V)

ZnSe-Al-Ge

141~

|

1

2

Monolayers of Aluminum

Fig. 3 — The measured changes in AF, at a ZnSe-Ge interface,
caused by an Al intralayer, as a function of the intralayer thick-
ness. The horizontal arrow shows the saturation value for these
changes. The saturation occurs for an intralayer thickness well be-
low one monolayer, and consistent with the theoretically predicted
1/3 monolayer (dashed line).

These advanced growth techniques are the tools to implement novel ideas
in heterojunction technology. The breakthroughs in the control of band lineups
suggest that such techniques could be used to fabricate devices with controlled
interface properties. Of course, much more work in research and development is
necessary before achieving this exciting objective — or even determining if it is
achievable. For example, the recent progress notwithstanding, our understanding
of the band lineup control mechanisms is still very limited. The future research on
heterojunctions must expand our knowledge of the systems that have already been
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explored in part. Furthermore, we must extend these studies to other systems, and
in particular to diffusive intralayers. In essence, the first experiments in this area
were “shots in the dark”, which produced an excellent return. It is quite probable
that further empirical explorations will discover new phenomena, potentially useful
for the control of interface parameters.

Paradoxically, the interface control is being achieved even if we do not really
understand the band lineup problem. The complete clarification of this problem
remains, however, a central objective of heterojunction research. In this author’s
opinion, the “unified” approach for metal-semicondutor and heterojunction sys-
tems, discussed above, is the most promising direction for a complete understand-
ing of heterojunction band lineups, as well as of other semiconductor interface
properties. This approach is based on common sense and on basic physical intu-
itions. I repeat, however, that its final acceptance is subject to extensive experi-
mental verification. This verification is a major objective for future heterojunction
research. The perturbation-induced changes in band discontinuities are likely to
play an important role in these tests, following the precedent recently established
with pressure dependence studies.?*

These considerations make it easy to predlct to a certain extent, the future
developments in heterojunction research. The predictive capabilities are Lmited,
however, in a field that continuously produces novel and — to some extent — un-
expected results. Who, for example, would have predicted five years ago the
breakdown of the common-anion rule for binary semiconductors? Or the success-
ful modifications of band discontinuities by up to half an electronvolt? Or the
highly sophisticated level reached by the bond-stretched systems? It is prudent,
therefore, to expect that a large part of heterojunctiion research will take place in
areas not predictable at the present time. This uncertainty enhances the interest
of this already exciting field, which has been for more than twenty-five years at
the forefront of condensed matter science.
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Abstract—The electrical characteristics of Ge-GaAs heterojunctions, made by depositing Ge
epitaxially on GaAs substrates, are described. I~V and electro-optical characteristics are consistent
with a model in which the conduction- and valence-band edges at the interface are discontinuous.
The forbidden band in heavily doped (n-type) germanium appears to shift to lower energy values.

Résumé—Les caractéristiques électriques des hétérojunctions de Ge~GaAs produites en déposant
le Ge épitaxiallement sur les couches inférieures de I’AsGa sont décrites. Les caractéristiques -V
et électrooptiques sont consistantes avec un modéle dans lequel les bords des bandes de conduction
et de valence a I'interface sont discontinus. La bande défendue dans le germanium (type-n) forte-
ment dopé semble se déplacer vers des valeurs a énergie plus basse.

Zusammenfassung—Die elektrischen Kenngrdssen von Ge-GaAs Hetero-Ubergingen, die man
durch epitaxiale Ablagerung von Ge auf GaAs-Substraten herstellt, werden beschrieben. I-V und
elektro-optische Kenndaten entsprechen einem Modell, in dem die Rinder des Leitungs- und
Valenzbandes an der Grenzfliche diskontinuierlich sind. Das verbotene Band in stark dotiertem

(n-Typ) Germanium scheint sich nach niedrigeren Energiewerten zu verlagern.

1. INTRODUCTION

JuxcTioNs between two semiconductors of the
same element but with different impurities present
have been studied extensively. These junctions
are reasonably well understood. The periodicity
of the lattice is not disturbed at the junction and
so the properties of the semiconductors at the
junction can be expected to be the bulk properties.

Metal-semiconductor contacts, on the other
hand, are not well understood. The chief difficulty
is usually attributed to interface effects. Even
though the semiconductor and the metal may
each be monocrystalline, the crystal structures
and lattice constants in general are different and
so an expitaxial contact is not formed. Because of
the abrupt change in the structure and periodicity
of the lattice and the resultant disorder in the
region near the interface, material properties are
not the same here as they are in the bulk.

The theoretical voltage—current characteristic
of a p—n junction or a metal semiconductor contact

* Now at the Department of Electrical Engineering,
Syracuse University, Syracuse, New York.

is derived for most models to be of the form®

I = Iexp(gV/kT)—1] (1)

where [ is the current due to an applied voltage V,
Iy is the saturation current or the current for large
negative voltage, g is the electronic charge, % is
Boltzmann’s constant and 7T is the absolute
temperature. The value of Ip is reasonably
independent of voltage in most derivations.
The diode formula is often written in the form

I = Iolexp(gV/nkT)—1] @)

where 7 is an empirical factor which describes the
disagreement between simple theory and experi-
ment for forward bias (V' > 0). The value of 7 is
commonly about 2-3 for gallium arsenide p-n
junctions, is between 2 and 4 in Ge point-contact
diodes and approaches the theoretical value of
unity only in Ge p-n junctions (and in silicon
p-n junctions at elevated temperatures). The
variation of current with reverse voltage is usually
accounted for by permitting the term o to vary
slowly with voltage. These deviations from the
theory have not been adequately explained.
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Little work has been done on junctions between
two semiconductors. GUBANOV has suggested that
the I-V characteristics of copper oxide rectifiers
might be indicative of semiconductor-semi-
conductor contacts.* SHOCKLEY® and KrROMER@
suggested using a semiconductor with a wide
forbidden region as an emitter for a transistor
which has base and collector of a narrower-gap
semiconductor. The purpose of this is to obtain a
high injection efficiency. JENNY® has described
attempts to fabricate a GaP-GaAs wide-gap

emitter by diffusing phosphorus into gallium

arsenide. Little success has been reported.

This paper discusses the electrical characteristics
of junctions formed between Ge and GaAs. These
junctions are contained within a monocrystal.
Ge was deposited epitiaxially onto GaAs seeds by
the Iodide Process.®-8 These two materials have
similar crystal structure, and virtually equal
lattice constants (5-62 A). As a result, it is expected
that strain at the interface is negligible.

Junctions between two dissimilar materials
will be referred to as ‘‘heterojunctions” in contrast
to “homojunctions” where only one semiconductor
is involved.

2. ENERGY-BAND PROFILE OF HETERO-
JUNCTIONS

Consider the energy-band profile of two isolated
pieces of semiconductor shown in Fig. 1. The two
semiconductors are assumed to have different
band gaps (E,), different dielectric constants (e),
different work functions (¢) and different electron
affinities (6). Work function and electron affinity
are defined, respectively, as that energy required
to remove an electron from the Fermi level (Ef)
and from the bottom of the conduction band (E¢)
to a position just outside of the material (vacuum
level). The top of the valence band is represented
by E,. The subscripts 1 and 2 refer to the narrow-
gap and wide-gap semiconductors, respectively.

In Fig. 1, the band-edge profiles (E¢1, Ecg, Ep1,
E2) are shown to be ‘“horizontal”. This is
equivalent to assuming that space-charge neu-
trality exists in every region. The difference in
energy of the conduction-band edges in the two
materials is represented by AE. and that in the
valence-band edges by AE,.

* For a review of Gubanov’s work see Ref. 2.
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A junction formed between an n-type narrow-
gap semiconductor and a p-type wide-gap semi-
conductor is considered first. This is referred to
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Fic. 1. Energy-band diagram for two isolated semi-
conductors in which space-charge neutrality is assumed
to exist in every region.

as an n—p heterojunction. The energy-band
profile of such a junction at equilibrium is shown
in Fig. 2.

Within any single semiconductor the electro-
static potential difference between any two points
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Fi1G. 2. Energy-band diagram of n—p heterojunction at
equilibrium.

can be represented by the vertical displacement
of the band edges between these two points, and
the electrostatic field can be represented by the
slope of the band edges on a diagram such as
Fig. 2. Then the difference in the work functions
of the two materials is the total built-in voltage
(V'p). Vp is equal to the sum of the partial built-in
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voltages (Vp1+ Vps) where Vp1 and Vpg are the
electrostatic potentials supported at equilibrium
by semiconductors 1 and 2, respectively. Since
voltage is continuous in the absence of dipole
layers, and since the vacuum level is parallel to
the band edges, the electrostatic potential difference
() between any two points is represented by the
vertical displacement of the vacuum level between
these two points. Because of the difference in
dielectric constants in the two materials, the
electrostatic field is discontinuous at the interface.

Since the vacuum level is everywhere parallel
to the band edges and is continuous, the dis-
continuity in conduction-band edges (AE) and
valence-band edges (AE,) is invariant with doping
in those cases where the electron affinity and band
gap (Ey) are not functions of doping (i.e. non-
degenerate material).

Solutions to Poisson’s equation, with the usual
assumptions of a Schottky barrier,* give, for the
transition widths on either side of the interface for
a step junction,

(Fo= ) = [2 &‘ILV))]I (32)

; Npi(exNp1+e2N a2
2 Npeweo(Vp—V) 142
____<__L] (3b)
g Na2(exNpy+e2N 42)

and the total width W of the transition region is

W = (Xz - X()) + (Xo — ‘Yl)

(-0 =

[qug(VD— V)(N.~12+ND1)2]1"2 @
(ge1Np1+ €2N 42)Np1V 42

The relative voltages supported in each of the
semiconductors are

Vbi—V1i  N.ases
Vpe—V2  Npia

®)

where V1 and Ve are the portions of the applied
voltage V supported by materials 1 and 2 respect-
ively. Of course Vi+ Vs = 1. Then (Fpi— V1)
and (Vpg— V) are the total voltages (built in plus
applied) for material 1 and material 2, respectively.
We can see that most of the potential difference

* See Ref. 9 for details for calculations for homo-
junctions.
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occurs in the most lightly doped region for nearly
equal dielectric constants.

The transition capacitance is given by a general-
ization of the result for homojunctions:

gNp1N g2¢e1€2 1 12
C= [ ] (6)
2(e1Np1+€2N 42) (Vp—V1)

It can be seen from Fig. 2 that the barrier to.
electrons is considerably greater than that to
holes, and so hole current will predominate.

The case of an n-n junction of the above two
materials is somewhat different. Since the work
function of the wide-gap semiconductor is the
smaller, the energy bands will be bent oppositely
to the n—p case (See Fig. 3). However, there are
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Fi1c. 3. Energy-band diagram of n-n heterojunction at
equilibrium.

a negligible number of states available in the
valence band and so the excess electrons in the
material of greater work function will occupy
states in the conduction band. Since there are a -
large number of states available in the conduction
band, the transition region extends only a small
distance into the narrow-band material and the
voltage is supported mainly by the material with
the smaller work function.

The voltage profile in the interface region can
be determined by solving for the electric field
strength (F) on either side of the interface and
using the condition that the electric displacement
(D = €F) is continuous at the interface. Assuming
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Boltzman statistics in region 1,

kT Vo=V
aFi(Xo) = {zqum [——(expM——l) - 1)
g\ kT

\

~wn-)||” %)

In region 2 the electric displacement at the inter-

face is
e2Fo(Xo) = [2e2gNpe(Vpe— Vo) /2 8)

Equating equations (7) and (8) gives a relation
between (Vp;— V1) and (Vpg— V) which is quite
complicated. However, it is reasonably easy to
get an upper limit of (V' py— V1). If the exponential
in equation (1) is expanded in a Taylor series,
the following inequality is obtained:

2kT esNpo
qg ealNp1

1/2
(Vo= V1) < [ (Vo Vg)] ©)

From equation (9) we can see that the electro-
static potential will be supported mainly by semi-
conductor 2 unless Npe > Np;, or for high
forward bias.

For #n-n  heterojunctions the transition
capacitance is difficult to calculate. However,
except for the cases mentioned above, the
capacitance of a metal-semiconductor contact
is a good approximation.

In the heterojunctions discussed here, the energy
gap of the wide-gap material (Ga-As) “‘overlaps”
that of the narrow-gap material, and the polarity
of the built-in field (and of rectification) is
dependent on the conductivity type of the wide-
gap semiconductor. Fig. 4 shows the equilibrium
energy-band diagrams for p-n and p—p hetero-
junctions.

Ge
e e ——— 3
Ey f
VDIITA_E GaAs
v
k-
L
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3. PREDICTED -V CHARACTERISTICS

Because of the discontinuities in the band
edges at the interface, the barriers to the two types
of carriers have different magnitudes, and so
current in a heterojunction will in most cases
consist almost entirely of electrons or of holes.

The variation of current with applied voltage
for these heterojunctions (neglecting generation-
recombination current) is

I=4 exp(—quz/kT)—B eXp(—qVBl/kT)
(10)
where Vp; is the barrier that carriers in semi-
conductor 1 must overcome to reach semiconductor
2, and Vpe is the barrier to the carriers moving
the opposite direction. The coefficients 4 and B
depend on doping levels, on carrier effective mass
and on the mechanism of current flow.
In the junctions depicted in Fig. 24, Vg
exists for the predominant current carrier and so

I = Aexp[—q(Vm)/kT]

[exp(¢Ve/kT)— exp(—qV1/kT)]

where Vp and V) are those portions of applied
voltage appearing in materials 2 and 1, respectively.
The first term in the brackets is important for
forward bias and the second for reverse bias. If
Vo = V/[n then V1 = (1—1/9)V and the current
varies approximately exponentially with voltage
in both forward and reverse directions. It should
be noticed however that at increased reverse
voltage Vp1 disappears, ie. (Vpi—V) > AE,
(for the case of the p—n junction), and the current is
expected to saturate. If Vp; > AE, (again for a
p-n heterojunction—see Fig. 5), Vg, = 0 and the

‘TJ)Z
Vory iAEC GaAs
‘T T Ge__ ____ E
eE__— 27
v BE NV
v

Fic. 4. Energy-band diagrams in the interface region for p-n and p-p
heterojunctions. Electron energy is plotted vertically.
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F1G. 6. Cross-sectional view of a wafer of GaAs on which Ge has been deposited.
The thickness of the deposit is about 0-03 cm.
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FiG. 7. Plot of photovoltage and thermoelectric voltage against distance normal to the surface
for an n—p Ge—-GaAs heterojunction. The surface is indicated by the extreme left of each trace.
The junction position is indicated by a zero thermoelectric voltage.
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Fic. 8. Region near interface of Fig. 4 on expanded scale. The shape of the photovoltage plot
indicates the transition region to be predominantly in the gallium arsenide.
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Fic. 9. V-I characteristics of a Ge-GaAs n-n heterojunction. The
ordinate scale is 0-1 mA/div while the abscissa scale is 1-0 V/div.
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EXPERIMENTS ON Ge-GaAs HETEROJUNCTIONS

entire applied voltage is effective in varying
barrier height:

I=4 e:xp[—q(VD—AEC)/lﬁaT][exp(qV/lzT)-—g2

Above a critical forward voltage in such a diode,
Vg1 will become finite [(Vp1—71) < AE] and
the current will vary exponentially with V3 = V/y
(see Section 4.2).

Since in the n—p heterojunction, the current is
limited by the rate at which holes can diffuse in
the narrow-gap material, 10

A= XanAz(Dp/Tp)l/z

where the transmission coefficient X represents
the fraction of those carriers having sufficient
energy to cross the barrier which actually do so.

(13a)

Fic. 5. Band diagram of p—n heterojunction in which no

barrier exists for electrons going from Ge to GaAs (solid

line) and for applied forward bias where now the barrier

does exist (dashed line). The expected I-V characteristics
are considerably different in the two regions.

Dy and 7p are diffusion constant and lifetime,
respectively, for holes in the narrow-gap material,
and a represents junction area.

The case of the p—n heterojunction is analogous.

In the case of n—n and p—p heterojunctions,
since Vp; and V; are small with respect to Ve
and V3, respectively, and because the current
is carried by majority carriers, we have, in analogy
with the emission theory for metal-semiconductor

diodes, 11
kT

1/2
2mrm* )

where Ny and m* are, respectively, net impurity
density and carrier effective mass in semiconductor

2.

4= Xang( (13b)
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The above formulae would be modified some-
what by  generation-recombination®  and
‘““leakage” currents, by image and tunnel effects,
and by interface states.

4. EXPERIMENTAL RESULTS

In this section the electrical characteristics of
n—p, n—-n, p-n and p—p heterojunctions are reported
and interpreted with respect to the theory of
Sections 2 and 3. It must be emphasized that the
junctions reported here were made in two de-
positions. The n-type germanium in the n—p and
n—n junctions is expected to be similar since this
Ge (phosphorus doped) was deposited simultan-
eously on n- and p-type GaAs. Likewise the
p-type Ge (gallium doped) in the p-n and p—p
junction is expected to be similar. The p-type
GaAs seeds in the z—p and p—p heterojunctions
were cut from adjacent slices of a monocrystal.
The same is true for the n-type GaAs seeds in the
n-n and p-n junctions. Fig. 6 shows a cross-
sectional view of a GaAs substrate surrounded by
deposited Ge.

To fabricate a diode from such a wafer, the
deposited Ge was removed from one side, and the
wafer was then broken into chips. Ohmic contacts
were made to both sides of the chip, and the
chip was then mounted in a transistor header and
etched to remove surface damage.

All heterojunctions tested showed rectification.
For forward bias, the GaAs was biased negative
(with respect to the Ge) for the n-n and p-n
junctions and positive for #—p and p—p junctions.
This is in agreement with the proposed model.

The junctions studied can be classified as being
“good” diodes or ‘‘bad” diodes. The good units
of each junction type all behave very nearly
identically. The built-in voltages are equal and the
electrical characteristics vary only slightly among
units. The bad units, however, all appear to have
somewhat lower built-in voltages which vary
from unit to unit. Although the bad units have not
been studied as intensively as the good units, it
appears that if the reduced built-in voltage is
taken into account, the electrical characteristics
are similar to those of the good units. It is thought
that the bad units contain defects at the interface
which lower the barrier height. Many such bad
units were transformed into good units by reducing
the junction area and presumably eliminating
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defects. Only the good units will be discussed
further.

That rectification actually occurs at the interface
was determined by probing the material. @3 Fig. 7
shows a plot of thermoelectric and of photovoltaic
potential versus distance from germanium surface
of an n—p heterojunction. The germanium surface
position is represented by the extreme left of
either trace. The thermoelectric voltage null is
indicated to be about 46-8 n below the germanium
surface. In the photovoltage plot, the position
46-8 u from the Ge surface is asindicated. That this
position indeed corresponds to the interface can
be seen from Fig. 8 where the transition region is
expanded to show that the junction (position of
maximum slope in the photovoltage plot) is as
indicated in Fig. 7. For the case of the #n—n or p—p
junctions, a similar method was used. Instead of
the change in polarity for the thermoelectric
voltage, an abrupt change in magnitude was
observed at the junction.

The deposited n-type Ge (in the n—p-and n-n
junctions) was much more heavily doped than was
the GaAs. The net donor concentration in the Ge
was determined by resistivity measurements and
was found to be about 101%/cm3. Capacitance
measurements on 7n—p and p—p heterojunctions
indicate that the net acceptor concentration in the
GaAs is constant for distance from the junction
greater than 0-25p and is equal to 1-5x1016
atoms/cm3. This is in agreement with Hall-effect
data. In the #—n heterojunctions, capacity measure-
ments indicate a net donor concentration in the
GaAs varying as x47 where x is the distance
from the interface. At the edge of the transition
region at equilibrium, the net donor concentration
is about 4 x 1016 atoms/cm3. The resistivity of the
p-tvpe Ge (in p—n and p—p heterojunctions) was
not measured. However, electrical characteristics
indicate a net acceptor concentration in the
neighborhood of 1016 atoms;cm3.

In the #—n and p—p junctions, the space charge in
the Ge is composed of mobile carriers and so the
voltage supported at the junction is expected to be
almost entirely in the GaAs in these cases.
However, since the n-type Ge is more heavily
doped than the GaAs, and the p-type Ge is more
ligktly doped, the built-in voltage and transition
region occur predominantly in the GaAs for n—p
junctions and in the Ge for p—n junctions. This

R. L. ANDERSON

can be seen for an #—p junction in a plot of photo
voltage ©s. position (see Fig. 8) where the position
of maximum slope indicates an undetectable
voltage is supported by the Ge.

4.1 Alignment of bands at interface

The built-in voltages at room temperature as
determined from /-7 and from C-V character-
istics are presented (Table 1) for representative
n-n, n—p, p-p and p-n heterojunctions. The

Table 1
Vp
Heterojunction I-v Cc-v
n-n 047 + 0-02 0-48 + 0-05
n—-p 062 + 0-02 0-85 + 0-05
b 056 + 0-03 0:70 % 0-05
pn 0-53 + 0-03 0-55 + 0-05

agreement between methods is good for #n-n and
p-n junctions but not for n—p or p—p hetero-
junctions.

Since similar germanium was used for n-n and
n—p junctions, the model proposed predicts that
the sum of the built-in voltages (7'p) for the two
types of junctions plus the energy between the
appropriate band edge and the Fermi level
(A¢, Ay) adds up to the band gap of the GaAs.
The same is true for p—n and p—p junctions. The
values of A, and A, are calculated to be 0-19 and
0-07 eV assuming the magnitude of the hole
effective mass is equal to that of a free electron
(mo) and using the published value of 0-078myg
for the electron effective mass.14

Then, with Vp obtained from I-V data,

0:624-0-4740-19+0-07 = 1-35 eV
for n—p and n—n junctions and
0-53+0-564-0-194-0-07 = 1-35 eV

for p—p and p-n junctions, which is in good
agreement with the published value of 1-36 eV for
the band gap of GaAs.

The magnitude of AE, and AE, can be obtained
only approximately from the data, because the
position of the Fermi level with respect to the
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conduction band edge and the band gap of this
degenerate germanium can only be estimated.
If the density of states in the conduction band for
degenerate Ge is that for non-degenerate Ge, and if
the band gap of this Ge is assumed to be 0-48 eV
as suggested by PANKOVE, 1% values of 0-56 and
0-32 eV are obtained for AE,; and AE,, respectively,
for degenerate n-type Ge and non-degenerate
GaAs.

A calculation of the band edge discontinuities
for non-degenerate p-type Ge and non-degenerate
GaAs gives valuesof 0-15 and 0-55 eV, respectively,
for AE; and AE,. These measurements indicate
that with increased doping of germanium with
phosphorus, the entire forbidden band is depressed
to lower energies.

4.2 I-V characteristics

The heterojunctions studied have static I-V
characteristics reasonably typical of those reported
for homojunctions. The forward current varies
approximately exponentially with applied voltage,
and the reverse characteristics show a soft break-
down. The n—p junctions show an additional abrupt
breakdown which is believed to be due to the
avalanche effect. Fig. 9 shows the I-V character-
istics of an z#-n heterojunction at room temperature.

The I-V characteristics can generally be
written as in equation (2) where the value of 75
indicates the deviation from ideal forward rectifier
characteristics. For n-n and p—p junctions, the
applied voltage is supported almost entirely by
the GaAs, and as a result the factor 7 is expected to
approach unity. The value of 7 is also expected to
approach unity for the #—p junctions, because the
Ge is so much more heavily doped than is the
GaAs so that again the applied voltage is almost
entirely supported by the GaAs.

However, in the p-n heterojunctions studied,
the relative dopings indicate that n should equal
unity for Vpi—Vi > AE. and approach V/V3
for Vp1—V1 < AE.. The plot of InIvs. V is
shown for respective junctions of these four classes
in Fig. 10. The data was taken at elevated tempera-
tures to reduce the influence of surface leakage
and generation-recombination currents.

The plots of the #n—n, n—p and p—p junctions can
all be expressed by equation (2) where 7 is just
slightly greater than unity as is expected. The
I-V characteristic for the p-n heterojunction,
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FiG. 10. Forward I-V characteristics for p-n, n-n, n—p
and p-p heterojunctions. The indicated value of 7 is
found by empirically fitting the expression

I = Io exp(qV[nkT). :

however, has a “sloppy” characteristic’ and a
value of 7 of approximately 3-5, although it is
not a constant. At 78°K the I~V characteristics of
this diode are as shown in Fig. 11. There are three
straight-line regions of this plot corresponding
to three distinct values of 5 (equation 2). In region
a, for applied voltage V' < 0-16 V, 5 = 2-1. In
the range 0:16 < V' < 0-7 V (region ), equation
(2) is satisfied with n = 16-7. For V >0-7V
(region c¢), the value of 5 doubles and becomes
n = 8:3. These characteristics are interpreted as
follows:

The barrier is decreased by the amount of the
applied voltage in region a. A value of y = 2-1
results from recombination of carriers in the
transition region. In regions 4 and ¢, the con-
duction-band edge in the Ge is lower than its
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peak in the GaAs (see Fig. 5). As a result, only that
portion of applied voltage (73) appearing in the
GaAs lowers the barrier. Then effectively 7 is
increased. The halving of 7 at about ¥V = 0-7V
results from the predominance of injected current
above this voltage.

=1

o S T N N DAY SR NN S N B
01 02 03 04 05 06 07 08 09 I0
Forward Volts

Fi1c. 11. Forward I-V characteristics at 78°K for p-n
heterojunction having p-Ge less heavily doped than
n-GaAs.

It must be pointed out that the value of AE,
as determined earlier would be expected to result
in a change from region a to region b of the I-V
characteristic at about 0-66 V, or, conversely, a
value of AE_ of about 0-5 ¢V would be required to
interpret the data as we have done. The reverse
electrical I-V characteristics of representative
n—n, n—p, p—p and p-n heterojunctions are shown
in Fig. 12. Although the data was taken at elevated
temperatures to minimize ‘generation-recombina-
tion current, the reverse current does not saturate.
The origin of this excess current is not known.
From the magnitude of the current at a given
voltage, the values of 4 in equations (11) and (12)
can be experimentally determined. Comparing
these values with equations (13a, b) give values
of transmission coefficients (X) of about 10-3

R. L. ANDERSON

for the n—p and p—p homojunctions, and about
106 for the n—n junction. The value of X for the
p—n junction was more difficult to determine.
However, a value less than 103 with a value of
AE_ in the neighborhood of 0-5 eV seems necessary
to explain the experimental results.

162 p-n 20

10 ' n-n 36

Amperes

167 | 1 | { 1
o] 2 4 6 8 10 12

Volts

Reverse

F1G. 12. Reverse I-V characteristic for p-n, n-n, p—p
and n-p heterojunction at elevated temperatures. Soft
breakdown is observed.

If the interpretation is correct, the small value of
transmission coefficient X is a result of the
radically different Bloch waves on either side of
the interface. For the particular case of the n-n
junctions discussed here, if it is assumed that all
electrons in the Ge are reflected at the interface
except those centered around the K = (0, 0,0)
minimum, and that all these are transmitted, a
value of X = 3x10-3 results. The actual trans-
mission factor would be expected to be smaller
than this because of additional reflection due to
the discontinuities in band edges and in the
periodicity of the potential-energy function at
the interface.

4.3 Response to monochromatic radiation
A p-n heterojunction, which the electrical
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characteristics suggest has a band profile as in
Fig. 5, was illuminated with monochromatic
‘radiation normally incident to the GaAs surface.
The resultant photocurrent response is shown in
Fig. 13 where the short-circuit photocurrent per
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sufficiently low energy, the photons cannot excite
electrons in the Ge and the current is again zero.
It is noticed that both the direct and the
indirect absorption edges of the Ge are visible,
although the data is not sufficiently accurate to
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G. 13. Short-circuit photocurrent of a p-n heterojunction per incident photon

vs. photon energy (see text).

incident photon is plotted against the photon
energy.

The response shows a broad maximum between
about 0-83 and 1-4eV. This response may be
explained as follows: the higher-energy photons
are absorbed near the surface of the GaAs and do
not contribute to the photocurrent. However, the
GaAs is transparent to photons having energy
less than that of the forbidden gap and these
photons are transmitted to the interface. These
photons having sufficient energy will excite
carriers in the Ge and those which excite carriers
in the transition region or within a carrier diffusion
length of the transition region will contribute
to the photocurrent. It is these photons which
produce the photocurrent (see Fig. 5). At

6

see much “fine structure”. The “flat-top” of
this figure probably indicates that the incident
radiation is entirely utilized in producing photo-
current or else that the absorption coefficient is
reasonably constant in this energy range. The
decrease to zero in photocurrent in the high-energy
region occurs at a value of about 1-55 eV instead
of the expected value of the GaAs band gap
(1-36 eV). This result is not understood.

5. HETEROJUNCTIONS AS DEVICES
The static I-V characteristics of the diodes
studied are in general poorer than obtainable in
homojunctions—principally because of the soft
reverse breakdown. It is expected that this
characteristic may be improved with more work.
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An interesting effect in the pulse response is
expected from certain heterojunctions. When a
diode is abruptly switched from a state of forward
bias to a state of reverse bias, no effects on the
current due to minority carrier storage are expected.
For the n-n and p—p junctions, this is because
current is by majority carriers. For p—n and n—p
junctions, however, minority-carrier storage exists
as in homojunctions. Here, however, the dis-
continuity at the interface prevents the injected
minority carriers from re-entering the GaAs when
the diode is abruptly reverse biased.

Preliminary measurements on heterojunctions
have detected no effects on the pulse response
attributable to storage effects.

A heterojunction can be used as a photocell
with a built-in filter, as indicated in Section 4.3.
The cell is sensitive for only a narrow band of
photon wavelengths.

With the GaAs as emitter, and Ge as base and
collector, a wide-gap-emitter transistor seems
possible. Such a transistor would be expected to
have a high injection efficiency independent of
impurity concentration ratio in base and collector.
Attempts to construct such a transistor have not
been successful.

Although the measurements reported above are
on units made from two single depositions of Ge
on GaAs, other depositions have been made.
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Fic. 14. I-V characteristics of a Ge-GaAs ‘tunnel n—p
heterodiode. The ordinate scale is 50 mA/div and the
abscissa scale 0-1 V/div.

Degenerate n-type Ge was deposited on de-
generate p-type GaAs and diodes were fabricated
from this material.* The I-V plots of these units

* This work was carried out by J. C. MARINACE and
F. H. DiLL.
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show the typical tunnel-diode characteristic
(see Fig. 14). The value of I'p lies between the
values obtained in Ge and in GaAs tunnel diodes
and is approximately what would be expected
from a consideration of the proposed band
picture. Fig. 15 depicts the band picture suggested
for a tunnel “heterodiode”. Tunneling takes
place between the Ge conduction band and the
GaAs valence band as in tunnel “homodiodes”.

The peak-to-valley current ratios for the tunnel
heterodiodes at room temperature have been
observed to be in excess of 20. Because of the
magnitude of the built-in voltage Vp, the valleys
are “wider”’ than the Ge units.

| Ec2

I GaAs

F1G. 15. Energy-band diagram of an n—p tunnel hetero-
diode at equilibrium.

SUMMARY

Germanium has been deposited on gallium
arsenide by a process involving germanium-—
iodine compounds. The resultant structure is a
monocrystal in which the junction between the
Ge and GaAs is abrupt.

These junctions rectify. Probing of the junction
region shows that the rectification occurs at the
interface.

The electrical characteristics of these hetero-
junctions are roughly what is expected, assuming
the conduction and valence band edges are dis-
continuous at the interface. For the case of de-
generate Ge and non-degenerate GaAs, these
discontinuities are approximately 0-56 and 0-32 eV
respectively. The forbidden band in Ge appears
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to move to a region of higher energy as the doping
decreases. The discontinuities for non-degenerate
Ge and non-degenerate GaAs appear to be 0-15
and 0-55 eV, respectively. There is some evidence,
however, which suggests that the discontinuity
in conduction band is somewhat larger than this.

All the diodes tested had lower rectification
ratios than have available homodiodes. However,
unlike the case of homodiodes, no minority-
carrier storage effects were observed for these
heterojunctions upon switching from a state of
forward to reverse bias.

The short-circuit current as a function of input
photon energy shows the Ge absorption spectrum.

Tunnel heterodiodes have been fabricated which
have I~V characteristics between those of Ge and
GaAs tunnel homodiodes.
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Growth of Microstructures by Molecular Beam
Epitaxy
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Abstract—Molecular beam epitaxy is the most widely currently used
technique for the growth of semiconductor microstructures. Multilay-
ers with thicknesses and smoothness controlled near the monolayer level
are being produced, including, recently, quantum wells with special
shapes, quantum wells to which electric fields may be applied, new
structures with enhanced carrier mobilities, structures for tunneling
injection of carriers, and possible structures for achievement of quan-
tum wires and dots. New crystal systems and new growth techniques

are ding the range of ible microstructures.

[. INTRODUCTION

EMICONDUCTOR heterostructures are composed of

materials which may have different bandgaps, electron
affinities, and indexes of refraction, and thus can sepa-
rately confine light and electrons in different regions of a
crystal. The first principal application of heterostructures
was in semiconductor heterostructure lasers, comprised of
layers with thicknesses of the order of optical wave-
lengths. They were made possible by the development of
liquid phase epitaxial growth techniques which could grow
layers with 1000 A thicknesses of controlled composition
and doping and with good purity and crystal perfection.
Subsequently, molecular beam epitaxy and metal-organic
chemical vapor deposition crystal growth techniques were
developed which can grow layers with finer dimensions,
down to and including single monolayer thicknesses. They
can also produce controlled doping profiles and good
crystalline quality and are being widely used in the prep-
aration of materials for quantized confinement of elec-
trons and the quantum well studies described in this issue.
It is the purpose of this paper to present recent develop-
ments in microstructure growth by molecular beam epi-
taxy, which is currently the most widely used means of
preparation of quantum wells. Several books covering the
subject of molecular beam epitaxy and heterostructures
have recently been published [1], [2], and this author has
previously reviewed the MBE growth of superlattices in
thin films [3]. The field is developing rapidly, and many
new structures have been produced and several new
growth techniques have appeared, which are reviewed
here.

II. MBE PROCESSES
Molecular beam epitaxy is an evaporation process
which is carried out in an ultrahigh vacuum environment.
Manuscript received April 22, 1986.
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The evaporated constituents which control the crystal
growth rate in most semiconductor MBE stick to whatever
surfaces they strike. Thus, the beam flux which emanates
from a molecular beam oven can usually be interrupted
abruptly by insertion of a baffle or shutter into the path of
the molecular beam (Fig. 1). Furthermore, the back-
ground pressure in the ultra high vacuum of an evapora-
ting species which adheres to the surfaces of the growth
apparatus and has a low vapor pressure at the temperature
of the surfaces can be very low. These features make it
possible to abruptly start and stop such molecular beams
and their deposition en a crystal surface in molecular beam
epitaxy. If the beams can be interrupted in times less than
the deposition time for one monolayer, which is often of
order one second, and the beam transit times, which are
much less, then deposition can be controlled at monolayer
thicknesses. The process is intrinsically repeatable and is
suitable for computerized control.

The MBE crystal growth process is a two-step phenom-
enon in which the first step involves the incident atom
sticking to the crystal surface and the second step involves
motion on the surface to the point of incorporation into
the crystal. These steps are species-dependent, tempera-
ture-dependent and crystal surface-dependent. At low
temperature, motion on the surface is slow, and rough or
noncrystalline growth may occur. At ideal temperatures,
lateral motion occurs to atomic step edges where the atom
is bound. The crystal surface may be strongly smoothed
at the atomic level because growth proceeds more rapidly
at the lowest points on the surface. At high temperatures,
reevaporation from the surface becomes more important,

0018-9197/86/0900-1649301.00 © 1986 IEEE
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Fig. 2. Transmission electron microscope image of a cross section of a
(GaAs),(AlAs), alternate bilayer deposition on a (111) face of GaAs
(courtesy of P. M. Petroff).

and surface roughening and interlayer interdiffusion may
occur. Since MBE growth is produced in an ultrahigh vac-
aum, the surface is available for surface analysis and elec-
tron diffraction which can shed light on these processes
and assist in the development of microstructures with good
quality interfaces.

These features of the MBE process are the most critical
elements for the growth of microstructures. Growth of a
number of these microstructures is discussed in the fol-
lowing section.

III. MICROSTRUCTURE GROWTH
A. Alternate Monolayer Structures

The ultimately fine microstructure is one in which the
individual layers have monolayer thickness. This is within
the capability of molecular beam epitaxy and multilayered
crystals containing thousands of such layers have been
grown. Growth of (GaAs),(AlAs), alternate monolayer
depositions in which alternate monolayer composition
modulation was detected by X-ray and electron diffraction
[3] has been extended to other crystals. (InAs),(GaAs),
structures have been grown by MBE [4] and by MOCVD
[5]. (AlSb),(GaSb), g multilayers have been grown by
MBE and their structures studied by X-ray diffraction [6].
A transmission electron microscope image of a cross sec-
tion of a (GaAs),(AlAs), alternate bilayer deposition on a
(111) face of GaAs is shown in Fig. 2. Although the dif-
fraction patterns show missing intensity at the alternate
single monolayer scale, these structures demonstrate the
possibility of growth of layers even thinner than needed

\

for electron quantum well confinement or tunneling. Evi-
dence that some of the superlattice structures may have
energies lower than the energies of random alloys of
equivalent average composition has come from observa-
tions of spontaneous superlattice ordering under some
growth conditions [7]. The tendency to spontaneous order
may thus actually tend to stabilize abrupt interfaces.

B. Surface and Interface Smoothness

The smoothness of a crystal surface during epitaxial
growth can be qualitatively measured by high-energy re-
flection electron diffraction. Such measurements have re-
cently shown that the surface smoothness after commenc-
ing or stopping growth is time dependent, and reflection
electron diffraction intensity oscillations are an active field
of study [8], [9]. Under many growth conditions, surface
roughness varies periodically upon commencing growth
with the roughness period equal to the deposition time for
one monolayer. Maximum roughness occurs at half-com-
pleted monolayers. Upon stopping growth, the surface
becomes smoother. This behavior is a result of the pro-
cesses in which atoms move laterally on the growth sur-
face to incorporate at the edges of islands or terraces [10].

The smoothness of quantum well interfaces and the uni-
formity of quantum well thicknesses may be gauged by
the quantum confinement energies of electrons in quan-
tum wells. Interband quantum well exciton absorption
spectra are broadened inhomogeneously by - interface
roughness and layer thickness nonuniformity. The reflec-
tion electron diffraction oscillations mentioned above have
suggested that smoother interfaces could be produced by
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Fig, 3. Photoluminescence emission and excitation spectra of single 100
/_\ GaAs quantum wells grown on (a) 1 um Al, ;Ga, ;As layer. (b) 200
A Al ;Gag ,As layer. (c) 1 um superlattice of alternate 200 A GaAs
and Alp 3Ga, ,As layers. Emission is higher and more intrinsic, and ex-
citation peaks are sharper in (b) and (c) [14].

growing quantum well layers with integral number of
monolayers thickness and by stopping crystal growth at
each quantum well interface. Narrow emission peaks with
energy splittings corresponding to monolayer fluctuations
in quantum well widths have recently been seen in quan-
tum wells grown with growth interruption [11]. But in no
case have single lines with narrow widths been seen, so
the goal of quantum well interfaces without monolayer
fluctuations is not yet achieved. The narrowest widths for
either continuous [12] or interrupted [11] growth can cor-
respond to less than a monolayer width fluctuation by vir-
tue of the fact that the exciton wavefunction averages over
steps and islands smaller than the exciton diameter.
Growth interruption may have deleterious effects, how-
ever, and has been reported to lead to incréased incorpo-
ration of acceptors at interfaces and decreased quantum
well luminescence efficiency [13].

C. Prelayers and Superlattices for Interface
Improvement

Single quantum wells of GaAs grown on relatively thick
(>1000 A) (Al,Ga)As barrier layers frequently show
higher impurity concentrations and rougher interfaces than
wells grown on thinner barrier layers or in multiple quan-
tum well sequences. Similarly, modulation-doped GaAs
channels in which a doped, thick (Al,Ga)As barrier layer
is grown before the GaAs channel often show stronger
impurity effects than structures grown in the reverse or-
der. These impurity effects and roughness are reduced by
growth of a superlattice or of thin GaAs prelayers in the
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Fig. 4. Effect of thin GaAs prelayers on photol € of single GaAs
100 A quantum wells. (a) No prelayer. (b) 10 A GaAs prelayer sepa-
rated from 100 A GaAs quantum well by 100 A Al 3Gay 7As. (¢) 50
A GaAs prelayer. Peak marked QW comes from the 100 A quantum
wells, peaks marked S come from substrate [14].

144

(Al,Ga)As barrier layer just before the active GaAs quan-
tum well [14] or channel [15] (Figs. 3 and 4).

The improvement is apparently produced by gettering
of impurities at interfaces or cleaning and smoothing of
the surface during GaAs prelayer growth. It demonstrates
that multiple-layer structures may be grown with optical
and electrical quality as high or higher than thicker layer
structures.

D. Specially-Shaped Quantum Wells

Since thin-layer structures have strongly structure-de-
pendent bandgaps and electron energy levels, they form a
useful medium for tailoring of complex potential profiles
with high purities. This has been illustrated recently by
growth of pseudoparabolic-shape quantum wells in the
(Al,Ga)As system. The pseudoparabolic wells were
formed by alternate GaAs and Al 3Ga, ;As depositions in
which the relative thicknesses of GaAs and Al ;Gag ;As
layers in each layer pair were adjusted to yield an average
composition profile which is parabolic in shape [16]. The
structures show sharp spectral peaks in emission and ex-
citation with high luminescence efficiency. Their energy
level spacings have the characteristic linear spacing of a
parabolic potential well. The structure, energy levels and
excitation spectrum are shown in Fig. 5. Related struc-
tures which consist of half parabolic potential wells have
also been grown and studied and showed characteristic
spectra [17]. The pulsed beam growth techniques offers
essentially complete generality in the shape of quantum
well potential shapes which can by synthesized.
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Fig. 5. Pseudoparabolic potential well bandedges, energy levels and pho-
toluminescence excitation spectrum. The well consists of a GaAs-
Al 3Gag ;As superlattice with a period of 25 A and a quadratically var-
ied duty cycle. Energy levels are for electrons in conduction band and
heavy and light holes in valence band. The excitation spectrum was taken
at 5 K for emission at the lowest intrinsic quantum well exciton transition
from a sample with 10 wells separated by Al ;Ga, ;As barriers of 240
A width.

E. Structures for Application of Electric Fields

Other special quantum well structures produced re-
cently with molecular beam epitaxy allow application of
electric fields perpendicular to quantum wells [18]-[20].
They are produced by forming quantum wells in an un-
doped portion of the epitaxial structure, surrounded by n
type and p type layers between which a reverse voltage
may be applied. The n and p layers may contain wider
bandgap, lower index materials which serve as window
layers to transmit light or as layers to guide light. As dis-
cussed elsewhere in this issue, they are of importance in
electrooptic studies and devices wherein the change in
quantum well energy levels with electric field produce
marked spectral changes. The structures are operable as
optical modulators, lasers, and detectors and have the in-
herent potential for optical integration [21]. They require
smooth, pure layers and low background doping in the
updoped region containing the quantum wells in order to
produce sharp optical transitions unscreened by back-
ground charge. Use of short-period superlattices for
cleaning and smoothing the structures has proven to be
useful [19], [20]. The structure of a sample used for elec-
tric-field experiments on quantum well excitons is shown
in Fig. 6.
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Fig. 6. Structure of multiple quantum well (MQW) sample used for optical
studies under perpendicular electric ficld. MQW active region contains
100 GaAs quantum wells of thickness 95 A with 98 A Al ;,Gag 43As
barriers. Superlattice (SL) buffer and contact regions comprise thirty and
twenty periods respectively of 29 A GaAs layers alternating with 69 A
AlGaAs layers. The electric field distribution upon application of V = 8
V and 0 V for a background doping of 2 X 10'* cm™? is shown at the
bottom of the figure.

F. High-Carrier-Mobility Structures

Modulation doping of semiconductor microstructures is
an extensively used means of obtaining high-mobility two-
dimensional charge systems, and has been reviewed in
[22]. A principal recent development in modulation dop-
ing has been the enormous increase in hole mobilities pro-
duced with modulated acceptor doping of Be in AlGaAs
barrier layers in the GaAs quantum well system [23] (Fig.
7). Mobilities in excess of 200 000 cm?/V - s have been
reported at GaAs/AlGaAs selectively doped interfaces
[24]. In addition to allowing high-speed p type and com-
plementary transistor circuits, the high-mobility holes
show the integral and fractional quantum Hall effects [25]
and create the possibility for optical observation of hole
heating, long minority-carrier lifetimes and high lumi-
nescence efficiencies from hole-containing layers as well
as observation of electron-hole interaction phenomena not
previously accessible.

G. Structures For Transport Across Layers

Molecular beam epitaxy can grow several species of
structure in which the transport of charge between layers
can be varied. These vertical transport structures are re-
ceiving increasing emphasis. In one type, electrons pass
between layers by tunneling through thin barrier layers,
often or order ten atom layers thick. When two such bar-
riers are placed close together they form a sort of electron
Fabry-Perot resonator, and resonant electron tunneling
has been observed in such structures [26]. When such a
penetrable array is used as a base in a transistor structure,

52



GOSSARD: GROWTH OF MICROSTRUCTURES BY MBE

SUBSTRATE

Fig. 7. Modulated acceptor doping structure for high hole mobilities. Two-
dimensional hole gas is formed at GaAs-(Al,Ga)As interface by ioniza-
tion of Be acceptors in doped (Al,Ga)As region [23].

electrons are injected and cross the base at high temper-
ature [27]. Superlattice structures with many penetrable
barriers have been fabricated and permit study of electron
systems with progressively more three-dimensional be-
havior, as in the case of study of the quantized Hall effect
in the presence of three-dimensional coupling [28].

In a second type of vertical transport structure, the en-
ergy bandedge profiles are tailored so they may be mod-
ified by external electric fields. This is accomplished with
graded potential steps produced either by use of planar
impurity doping [29] or by use of compositional grading
of the bandgaps [30]. It has, for example, recently been
applied in structures for study of hot electron transport
across thin GaAs layers [31] where one barrier serves as
an injector of monoenergetic hot electrons and a second
barrier is used as an energy analyzer for the electrons tra-
versing the layers (Fig. 8).

H. Production of Fine Lateral Structures

The formation of microstructures with fine lateral res-
olution is only beginning to be developed. These struc-
tures will be especially interesting when dimensions small
enough to produce lateral quantum confinement are
achievable, providing quantum wires and, for confine-
ment in three dimensions, quantum dots. Approaches
which have been used to date are electron beam lithog-
raphy, followed by reactive ion etching of epitaxial mul-
tilayer structures [32], photolithographic production of
narrow ridges in multilayer structures with subsequent re-
growth of an epitaxial confining cover layer [33] (Fig. 9),
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Fig. 8. Structure for hot electron spectroscopy. Injector, transit region,
and base are formed by Si-doped n type GaAs layers. Barriers are formed
by 100 A p* Be doped layers within undoped GaAs layers. Hot electron
spectrum for a sample with a 650 A transit region is shown at bottom.
Peak near 0.1 V analyzer voltage results from nearly ballistic electron
transit [31].
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Fig. 9. Layer configuration, processing steps, and overgrowth employed
in formation of quantum well wire structure [33].

and enhancement of interdiffusion in selected areas of
multilayer structures by ion bombardment [34]. Ap-
proaches which have been proposed but for which exper-
imental realization is not yet available are: 1) the induc-
tion of charge in a one-dimensional channel by epitaxial
overgrowth of a doped barrier layer onto the edge of an
undoped quantum well layer [35] and 2) the growth of
sequential submonolayer coverages on an off-axis stepped
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Fig. 10. Structure formed by alternate half-monolayer GaAs and AlAs
depositions in terrace growth mode on an off-axis substrate [36].

substrate surface in a manner to produce monolayer-thick
ribbons stacked in registry above each other to form quan-
tum wires [36] (Fig. 10).

IV. NEw CRYSTAL SYSTEMS

Although a preponderance of microstructure growth and
fabrication has used the closely matched GaAs-AlAs sys-
tem on GaAs [100] oriented substrates, microstructures
are also being developed in a number of other systems
with less closely matched components and on other crys-
tal faces. Modulation-doped GaAs-AlGaAs structures
have recently been demonstrated on (110), (111), and a
number of (N11) surface orientations with enhanced mo-
bilities and high optical quality [37]. In these structures,
the sign of the doping type for Si doping is found to re-
verse for some growth face crystal orientations, allowing
a possible new degree of freedom in microstructure design
[38]. Growth of nonlattice-matched heterostructures and
strained-layer superlattices have been achieved with in-
teresting results in III-V systems, such as GaP/InAs/GaAs
[39], in group IV systems, such as Si/Ge [40], in group
II-VI systems such as HgTe/CdTe [41], and with amor-
phous semiconductor layers [42]. Epitaxy also has been
achieved for layers of compound semiconductors grown
on elemental semiconductor substrates [43]. This. offers
interesting possibilities for the integration of GaAs and Si
technologies on a single chip of material. These accom-
plishments with various new crystal systems are resulting
in a considerable expansion of the scope of semiconductor
microstructures.

V. New GROWTH TECHNIQUES

Growth techniques for molecular beam microstructure
fabrication have also expanded recently. Of special inter-
est are the development of gas-source MBE [44] and
metalorganic MBE [45] in which gaseous compound
sources replace the evaporation beam sources used in more
conventional MBE. This is of particular importance in
simultaneously generating beams of arsenic and phospho-
rus for use in precision growth of mixed arsenide and
phosphide compounds such as GaAs, _, P, [44] and in re-
ducing defects generated by liquid gallium sources in
GaAs MBE growth [45]. With the development of these
techniques and of low pressure MOCVD, the gap between
molecular beam epitaxy and MOCVD (Fig. 11) has effec-
tively been converted to a continuum of growth methods.
A further interesting development is the means of shut-
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Fig. 11. Schematic illustration of metal-organic chemical vapor deposition

apparatus (courtesy of R. D. Dupuis).

tling substrates between different vapor streams in the va-
por deposition techniques, which also will provide en-
hanced capabilities for microstructure growth by those
technologies.

We conclude that the capabilities of molecular beam
epitaxy for growth of smooth and thin crystal layers is
leading to a wide variety of new microstructures in the
GaAs system. Growth is being extended to other crystal
systems as ways are developed to circumvent limitations
of lattice-matching and crystal-group matching. Modifi-
cations to the MBE growth technique are being made
which will increase the range of accessible materials and
structures.
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A Bird’s-Eye View on the Evolution of
Semiconductor Superlattices and Quantum Wells
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Abstract—Following the past seventeen-year developmental path in
the research of semiconductor superlattices and quantum wells, sig-
nificant are pr d with h on experi in-
vestigations in the device physics of reduced dimensionality performed
in cooperation with the materials science of heteroepitaxial growth.

I. INTRODUCTION

N 1969, research on semiconductor superlattices was

initiated with a proposal by Esaki and Tsu [1], [2] for
a one-dimensional potential structure ‘‘engineered’’ with
epitaxy of alternating ultrathin layers. In anticipation of
advancement in technology, two types of superlattices
were envisioned: doping and compositional, as shown at
the top and bottom of Fig. 1, respectively.

The superlattice idea occurred to us while examining
the feasibility of structural formation by epitaxy for po-
tential barriers and wells, thin enough to exhibit resonant
electron tunneling through them [3]. Such resonant tun-
neling arises from the interaction of electron waves with
potential barriers. If the thickness of potential wells is 50
A, the calculated bound state energies of electrons in the
wells are 0.08 eV for the ground state and 0.32 eV for the
first excited state from the equation, X\ = h(2m*E)~'"?
where A is the deBroglie wavelength, A is Planck’s con-
stant and the effective mass m* is assumed to be 0.1m,,.
Thus, the corresponding voltages required for observation
of resonant tunneling fell in a desirable range. Then, we
attempted the formidable task of engineering such quan-
tum structures which warranted serious effort. The super-
Jlattice was considered a natural extension of double- and
multiple-barrier structures.

In general, if characteristic dimensions such as super-
lattice periods and well widths are reduced to less than
the electron mean free path, the entire electron system
will enter a quantum regime of reduced dimensionality in
the presence of nearly ideal interfaces. Our effort for the
semiconductor nanostructure [4] was intended to search
for novel phenomena in such a regime with precisely en-
gineered structures.

It was theoretically shown that superlattice structures
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Fig. 1. Spatial variation of the conduction and valence bandedges in two
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Fig. 2. Comparison of the density of states in a superlattice with those in
the three-dimensional (3-D) and two-dimensional (2-D) electron sys-
tems.

possess unusual electronic properties of quasi-two-dimen-
sional character [1], [2]. The introduction of the super-
lattice potential clearly perturbs the band structure of the
host materials. Since the superlattice period is much
longer than the original lattice constant, the Brillouin zone
is divided into a series of minizones, giving rise to narrow
subbands, separated by forbidden regions, analogous to
the Kronig-Penney band model [S] for the conduction
band or the valence band of the host crystal. Fig. 2 shows
the density of states'p(E) for electrons in a superlattice in
the energy range including the first three subbands: E,
between a and b, E, between c¢ and d, and E; between e
and f (indicated by arrows in the figure). The parabolic

0018-9197/86/0900-1611$01.00 © 1986 IEEE
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curve for a three-dimensional electron system and the
staircase-like density of states for a two-dimensional sys-
tem are also shown for comparison.

The electron dynamics in the superlattice direction was
analyzed for conduction electrons in narrow subbands of
a highly perturbed energy-wave vector relationship with
a simplified path integration method [6]. This calculation
predicted an unusual current-voltage characteristic in-
cluding a negative differential resistance, and even the oc-
currence of ‘‘Bloch oscillations [2].”” The calculated
Bloch frequency fis as high as 250 GHz from the equation
f = eFdih, for an applied field F and a superlattice period
d of 10> V/cm and 100 A, respectively.

In 1970, Esaki, Chang, and Tsu [7] reported an exper-
imental result on a GaAs-GaAsP superlattice with a pe-
riod of 200 A synthesized with CVD (chemical vapor
deposition) by Blakeslee and Aliotta [8]. Although trans-
port measurements failed to show any predicted effect,
this system probably constitutes the first strained-layer su-
perlattice [9] having a relatively large lattice mismatch
(1.8 percent) between GaAs and GaAsg sP,s. Early ef-
forts for epitaxial growth of Ge,_,Si, as well as
Cd, _,Hg,Te superlattices, in our group were soon aban-
doned because of rather serious technological problems.
However, the recent successful growth of such superlat-
tices has received much attention because of their attrac-
tive properties.

In 1972, Esaki ez al. [10] found that a MBE (molecular
beam epitaxy)-grown GaAs-GaAlAs superlattice exhib-
ited a negative resistance in its transport properties, which
was, for the first time, interpreted in terms of the above-
mentioned superlattice effect.

Our early efforts focussed on transport measurements.
Nevertheless, Tsu and Esaki [11] calculated nonlinear
respone of conduction electrons in a superlattice medium,
leading to optical nonlinearity. It is worthwhile mention-
ing here that, in 1974, Gnutzmann and Clauseker [12]
pointed out an interesting possibility; namely, the occur-
rence of a direct-gap superlattice made of indirect-gap host
materials because of Brillouin-zone folding as a result of
the introduction of the new superlattice periodicity. The
idea suggests the synthesis of new optical materials.

The field of semiconductor superlattices and quantum
wells in the interdisciplinary environment has proliferated
widely since the first proposal and early experiments [13].
That makes a coherent, comprehensive review next to im-
possible. Here, I shall attempt to tread the developmental
path and then survey achievements selected with empha-
sis on recent experimental studies in the physics of re-
duced dimensionality and the materials science of hetero-
epitaxial growth.

II. EpITAXY AND SUPERLATTICE GROWTH

Heteroepitaxy is of fundamental interest for the super-
lattice growth. Steady improvements in growth tech-
niques such as MBE [14] or MOCVD (metalorganic
chemical vapor deposition) during the last decade have
made possible high-quality heterostructures having de-
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Fig. 3. Plot of energy gaps at 4.2 K versus lattice constants.

signed potential profiles and impurity distributions with
dimensional control close to interatomic spacing and with
virtually defect-free interfaces, -particularly, in a lattice-
matched case such as GaAs-Ga, _, Al, As. This great pre-
cision has cleared access to a quantum regime. The dy-
namics of the MBE growth process have been studied in
detail [15]. The semiconductor superlattice structures have
been grown with III-V, II-VI and IV-VI compounds, and
elemental semiconductors as well as amorphous mate-

‘rials. In addition to MBE and MOCVD, new or uncon-

ventional techniques such as GS (gas source) MBE [16],
LP (low pressure) MOCVD [17], CBE (chemical beam
epitaxy) [18], HWE (hot wall epitaxy) [19], and ALE
(atomic layer epitaxy) [20] have been explored for this
purpose.

Fig. 3 shows the plot of energy gaps at 4.2 K versus
lattice constants [21] for zinc-blende semiconductors to-
gether with Si and Ge. Joining lines represents ternary
alloys except for Si-Ge, GaAs-Ge and InAs-GaSb. MnSe
and MnTe are not shown here because their stable crystal
structures are not zinc-blende. Superlattices and quantum
wells or heterojunctions grown with pairs selected from
those materials, include InAs-GaSb(-AlSb), InAlAs-
InGaAs [22], InP-lattice matched alloys [23]-[26], Ge-
GaAs [27], [28], CdTe-HgTe [29]-[31], PbTe-PbSnTe
[32], [33], ZnS-ZnSe [19], [34], and ZnSe-ZnTe [35].
The introduction of II-VI compounds apparently ex-
tended the available range of energy gaps in both the high
and the low direction: that of ZnS is as high as 3.8 eV
and all the Hg compounds have a negative energy gap or
can be called zero-gap semiconductors. The magnetic
compounds, CdMnTe [36], [37] and ZnMnSe [38], are
newcomers in the superlattice arena.

In Fig. 3, it should be noted that the energy gap gen-
erally decreases with an increase in the lattice constant or
the atomic number [39], and also, that all the binary com-
pounds fall into five distinct columns shown by the shaded
areas, suggesting that the lattice constants are alike as long
as the mean atomic-numbers of the binary constituents are
the same. Following this rule, for instance, CdSe, InAs,
GaSb, and ZnTe belong to the same column. AlSb and
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Fig. 4. Discontinuities of bandedges energies at four kinds of hetero-in-
terfaces: band offsets (left), band bending and carrier confinement (mid-
dle). and superlattices (right).

HgSe are also added to this column since Ga and Cd can
be substituted by Al and Hg, respectively, with no appre-
ciable change in the lattice constant due to the fact that
Ga and Al and also Cd and Hg have nearly equal values
of tetrahedral radii.

Semiconductor hetero-interfaces exhibit an abrupt dis-
continuity in the local band structure, usually associated
with a gradual band bending in its neighborhood which
reflects space-charge effects. According to the character
of such discontinuity, known hetero-interfaces can be
classified into four kinds: Type I, Type Il-staggered,
Type II-misaligned, and Type III, as illustrated in Fig.
4(a)-(d): band offsets (left), band bending and carrier
confinement (middle), and superlattices (right). The
conduction band discontinuity AE, is equal to the dif-
ference in the electron affinities of the two semiconductor.
Case (a), called Type I, applies to the GaAs-AlAs, GaSb-
AlSb, GaAs-GaP systems, etc., where their energy dif-
ference AE, = AE, + AE,. On the other hand, Cases (b)
and (c), Type II, apply to pairs of InAs-GaSb,
(InAs), - ,(GaAs),-(GaSb), _ , (GaAs), 1401, InP-
Al 45lng 5,As [26], etc., where their energy-gap differ-
ence AE, = |AE. — AE,| and electrons and holes are
confined in the different semiconductors at their hetero-
junctions and superlattices. Particularly, in Case (c), Type
1I-*‘misaligned,’’ the top of the valence band in GaSb is
located above the bottom of the conduction band in InAs
by the amount of E;, differing from Case (b), Type II-
‘‘staggered,’” as shown in Fig. 4. Type III in Case (d) is
exemplified by HgTe-CdTe where one constituent is
semimetallic. This type of superlattice can not be formed
with III-V compounds.

The bandedge discontinuities at the hetero-interfaces ob-
viously command all properties of quantum wells and su-
perlattices, and thus constitute the most relevant param-
eters for device design [41]. Recently, considerable efforts
have been made to understand the electronic structure at
interfaces of heterojunctions [42]-[45]. Even in an ideal
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situation, calculation of the discontinuity is a formidable
theoretical task: propagating and evanescent Bloch waves
should be matched across the interface, satisfying conti-
nuity conditions on the envelope wave functions [46],
[47]. For the fundamental parameters AE, and AE, the
predictive qualities of most of the theoretical models are
not satisfactory and accurate experimental determination
requires great care. In this regard, the GaAs-GaAlAs sys-
tem is most extensively investigated with both spectro-
scopic and electrical measurements [48]. Recent experi-
ments have revised early established values of AE/AE,,
85 percent, and AE,/AE,, 15 percent, [49], [50] to about
60 percent and 40 percent, respectively [51]-[55]. The
AlAs-AlGaAs system is quite unlike the above: Dawson
et al. [56] recently presented optical evidence that the
band alignment in AlAs-Alg 3,Gag ¢3As quantum wells is
indeed Type II-staggered, as shown in Fig. 4(b), because
of the crossover between the direct I' and indirect X min-
ima.

Later, I shall mention studies of other superlattice
types different from lattice-matched compositional super-
lattices, which include doping, amorphous, and strained-
layer superlattices, and other structures.

III. RESONANT TUNNELING AND QUANTUM WELLS

Our superlattice concept arrived while seeking resonant
tunneling. In 1973, Tsu and Esaki [57] computed the res-
onant transmission coefficient T*T as a function of elec-
tron energy for double, triple, and quintuple barrier struc-
tures from the tunneling point of view, as shown in Fig.
5, leading to the derivation of the current-voltage char-
acteristics. Note that the resonant energies for the triple-
barrier case consist of a doublet, and those for the quin-
tuple barrier are a quadruplet. In the double-well case,
each single-well bound state is split into a symmetric
combination and an asymmetric one. The superlattice
band model previously presented, assumed an infinite pe-
riodic structure, whereas, in reality, not only a finite num-
ber of periods is prepared with alternating epitaxy, but
also the electron mean free path is limited. Thus, this
multibarrier tunneling model provided useful insight into
the transport mechanism and laid the foundation for the
following experiment.

In early 1974, Chang, Esaki and Tsu [58] observed res-
onant tunneling in double barriers, and subsequently,
Esaki and Change [59] measured quantum transport prop-
erties for a superlattice having a tight-binding potential.
The current and conductance versus voltage curves for a
double-barrier with a well of 50 A and two barriers of 80
A made of Gag 3Alp ;As are shown in Fig. 6. The sche-
matic energy diagram is shown in the inset where the two
bound states, E; and E,, are indicated. Resonance is
achieved at such applied voltages as to align the Fermi
level of the electrode with the bound states, as shown in
Cases (a) and (c). The energies of the bound states can be
obtained from such resonant curves: half of the voltages
at the current peaks correspond to the bound energies. The
measured values were in good agreement with the calcu-
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lated E, and E,. This experiment, together with the quan-
tum transport measurement [59], probably constitutes the
first observation of man-made bound states in both single-
and multiple-potential wells.

The technological advance in MBE for the last de-
cade resulted in dramatically-improved resonant-tunnel-
ing characteristics [60] which renewed interest in such
structures, possibly for applications. Recent reports are as
follows: quantum well oscillators at frequencies up to 18
GHz [61]; room-temperature negative resistance [62];
persistent photocarriers in quantum well resonators [63];
calculations of two-body effects in tunneling currents [64];
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Fig. 8. Tunneling probability versus energy of a particle incident on a dou-
ble-barrier structure. The calculation was done for a 50 A-50 A-50 A
structure with 0.55 eV potential barrier, for two different masses: 0.6
myg (continuous line) and 0.1 my (discontinuous line). The inset shows the
valence-band alignment for a AlAs-GaAs-AlAs heterostructure with the
ground light-hole and heavy states sketched in the GaAs quantum states.

and a proposal for a three-terminal resonant-tunneling
structure [65). Capasso er al. [66] observed sequential
resonant tunneling through a multiquantum well superlat-
tice. Méndez et al. [67) reported resonance magnetotun-
neling up to 22 T at low temperatures where electron tun-
neling through Landau levels manifests itself as a periodic
modulation of the conductance-voltage characteristics, as
shown in Fig. 7, with the period proportional to the elec-
tron cyclotron energy. The observation of resonant tun-
neling in p type double barrier structures [68] revealed
fine structure corresponding to each bound state of both
heavy and light holes, confirming, in principle, the cal-
culated tunneling probability shown in Fig. 8. In a spe-
cific configuration, Davies et al. [69] measured tunneling
between coupled superlattices.

IV. OPTICAL ABSORPTION, PHOTOCURRENT
SPECTROSCOPY, PHOTOLUMINESCENCE, AND
STIMULATED EMISSION

Optical investigation on the man-made structures dur-
ing the last decade has revealed the salient features of
quantum confinement. Dingle et al. [49], [50] observed
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pronounced structure in the optical absorption spectrum,
representing bound states in isolated [49] and double
quantum wells [50]. For the former, GaAs well widths in
the range between 70 A and 500 A were grown by MBE.
The GaAs wells were separated by Ga, -, Al, As barriers
which were normally thicker than 250 A.ln low-temper-
ature measurements for such structures, several exciton
peaks, associated with different bound-electron and
bound-hole states, were resolved. For the latter study. a
series of structures, with GaAs well widths in the range
between 50 A and 200 A and Ga, _ Al As(0.19 < x
<0.27) barrier widths between 12 A and 18 A, were
grown on GaAs substrates. The spectra at low tempera-
tures clearly indicate the evolution of resonantly split,
discrete states into the lowest subband of a superlattice.
From analysis of such spectra, the electron and hole well
depths were mistakenly determined to be 85 percent and
15 percent of the total energy-gap difference, respec-
tively. As mentioned before, recent photoluminescence
measurements on both parabolic and square quantum wells
by Miller er al. [51], [52] revised the band offsets in the
GaAs-GaAlAs system.

Tsu er al. [70] made photocurrent measurements on
GaAs-GaAlAs superlattices subject to an electric field
perpendicular to the well plane via a semitransparent
Schottky contact. It was confirmed that a series of peaks
in the photocurrent spectrum correspond to transitions be-
tween quanium states in the valence and conduction
bands. The photocurrent-voltage curve exhibited a pro-
nounced negative resistance when the energy difference
between the adjacent wells exceeded the superlattice band-
width.

van der Ziel er al. [71] observed optically pumped laser
oscillation from GaAs-GaAlAs quantum-well structures
at 15 K. In 1978, Dupuis et al. [72] and Holonyak er al.
[73] succeeded in room-temperature operation of quan-
tum-well GaAlAs-GaAs laser diodes with a well width of
200 A prepared by MOCVD. Recently, Tsang [74] suc-
ceeded in attaining a threshold current density Jth as low
as 250 A/cm? in MBE-grown GaAlAs-GaAs laser diodes
with a multiquantum-well structure. This was achieved as
a result of utilizing the beneficial effects ariding from the
two-dimensional density of states of the confined carriers
(Fig. 2). It is generally observed that, in multiquantum-
well lasers, the beam width in the direction perpendicular
to the junction plane, and also the temperature depen-
dence of Jth, are significantly reduced in comparison with
the regular double-heterostructure lasers. More recently,
GalnAs-InP [75] and InGaAsP-InP [76] multiquantum-
well laser diodes operating at 1.53 pym and 1.3 pm, re-
spectively, were reported.

In undoped high-quality GaAs-GaAlAs quantum wells
grown either by MBE [77], [78] or by MOCVD [79], the
main photoluminescence peak was attributed to the exci-
tonic transition between two-dimensional electrons and
heavy holes. In 1982, Méndez er al. [80] studied the field-
induced effect on the photoluminescence in such quantum
wells: The electric field, for the first time in luminescence
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measurements, was applied perpendicular to the well
plane with the use of a Schottky-barrier configuration, as
shown in Fig. 9 where the widths of Lg and L are 100 A
and 20 ~ 35 A, respectively. Pronounced field-effects
were discovered, as shown in Fig. 10: The spectra indi-
cate two peaks associated, respectively, with exciton and
impurity-related recombination; with increasing field, the
peak position shifts to lower energies and the intensity
decreases, with the excitons structure decreasing at a much
faster rate, and becoming completely quenched at a field
of a few tens of kV/cm. The results were interpreted as
being caused by induced separation of confined carriers
and modification of the quantum states. Miller and Gos-
sard [81] studied similar field-effect in Be-doped quantum
wells. Picosecond luminescence studies [82], [83] of
quantum wells in such field-induced regime were re-
ported.

60



1616

Chemla et al. [84] observed a large shift of the exci-
tonic absorption peak by applied electric fields, even at
room temperature; Miller et al. [85] attempted to explain
the phenomenon that the exciton resonances remain re-
solved for shifts much larger than the zero-field binding
energy. Using such shifts of the absorption edge, an op-
tical modulator [86] and a bistable optoelectronic device
[87] were demonstrated with quantum wells in a p-i-n
diode structure. DC photocurrent spectroscopy and the
dynamics of photo-excited carriers were studied with ap-
plied fields by Polland er al. [88], Collins er al. [89],
Matsumoto er al. [90], and Vifa et al. [91], Alibert et al.
[92] made electroreflectance measurements of field-in-
duced energy-level shifts in quantum wells. The field-in-
duced effects were investigated theoretically by several
authors [93], [94]. In a different context, Capasso er al.
[95] observed a large photocurrent gain in a forward-
biased superlattice p-n junction.

V. RAMAN SCATTERING

Manuel er al. [96] reported the observation of enhance-
ment in the Raman cross section for photon energies near
electronic resonance in GaAs-Ga, _ Al As superlattices
of a variety of configurations. Bath the energy positions
and the general shape of the resonant curves agree with
those derived theoretically, based on the two-dimen-
sionality of the quantum states in such superlattices. Later,
however, the significance of resonant inelastic light scat-
tering as a spectroscopic tool was pointed out by Burstein
et al. [97], claiming that the method yields separate spec-
tra of single particle and collective excitations which will
lead to the determination of electronic energy levels in
quantum wells as well as Coulomb interactions. Subse-
quently, Abstreiter et al. [98] and Pinczuk er al. [99] ob-
served light scattering by intersubband single particle ex-
citations between discrete energy levels of two-
dimensional carriers in GaAs-Ga,_, Al,As quantum
wells. The technique also provided information on the
dispersion of collective intrasubband as well as intersub-
band excitations [100] in such structures.

Meanwhile, Colvard et al. [101] reported the observa-
tion of Raman scattering from folded acoustic longitudi-
nal phonons in a GaAs(13.6 A)-AlAs(11.4 A) superlat-
tice. The superlattice periodicity leads to Brillouin zone
folding (as previously mentioned), resulting in the ap-
pearance of gaps in the phonon spectrum for wave vectors
satisfying the Bragg condition. Prior to this observation,
Narayanamurti ez al. [102] showed selective transmission
of high-frequency phonons due to narrow band reflection
determined by the superlattice period. Recently, Jusser-
and et al. [103] reported the folded acoustical zone-center
gaps by Raman scattering measurements and their analy-
sis. Furthermore, Raman scattering revealed confined op-
tical phonons [104]-[106], interface vibrational modes
[107], as well as resonant impurity states [108]-[110].

VI. MobuLAaTIiON DoPING

It is usually the case that free carriers, electrons and
holes created in a semiconductor by impurities inevitably
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Fig. 11. Modulation doping for a superlattice (top) and a heterostructure
with Schottky junction (bottom).

suffer from impurity scattering. There are a few excep-
tions, i.e., Si MOSFET’s (metal-oxide-semiconductor
field-effect transistor) where electrons or holes are in-
duced by applied gate voltages. InAs-GaSb heterostruc-
tures are another example where electrons and holes are
produced solely by electron transfer, as described later.

Now, in superlattices, it is possible to spatially separate
free carriers and their parent impurity atoms by doping
impurities in the region of the potential hills. Though this
concept was expressed in the original article, [1] Dingle ef
al. [111] successfully implemented such a concept in
modulation-doped GaAs-GaAlAs superlattices, as illus-
trated at the top of Fig. 11, achieving electron mobilities
far exceeding the Brooks-Herring predictions. Modula-
tion doping was performed by synchronizing the silicon
(n-dopant) and aluminum fluxes in the MBE, so that the
dopant was distributed only in the GaAlAs layers and was
absent from the GaAs layers. Soon after, Stormer et al.
[112] reported a high-mobility two-dimensional electron
gas in modulation-doped GaAs-GaAlAs heterostructures.
These heterostructures were used to fabricate a new high-
speed field-effect transistor [113], [114] called MODFET
(modulation-doped field-effect transistor) (its band energy
diagram is shown at the bottom of Fig. 11). The device,
if operated at 77 K, exhibited a performance three times
faster than that of the conventional GaAs MESFET
(metal-semiconductor field-effect transistor). Hall mobil-
ities in the dark at 4.2 K for confined electrons in high-
quality heterostructures exceeded 1 000 000 cm?/V - s,
[115]-[117] where a low-temperature persistent photo-
conductive effect was noticed [118], [119]. Such persis-
tent photoconductivity was also reported in InGaAs-InP
heterostructures [120]. Recently, an experiment of field-
induced mobility modulation for a two-dimensional elec-
tron gas was reported [121].

Subsequently, a similar technique was used to form a
two-dimensional hole gas at hetero-interface [122], re-
sulting in p channel MODFET’s [123]. Such a hole gas,
however, was found to be involved in the complexity of
band mixing as well as the effect of inversion symmetry
[124]-[126]). Wang et al. [54] achieved a high-quality p
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channel and deduced a valence-band offset of 210 + 30
meV for GagsAlysAs — GaAs heterojunctions, corre-
sponding to AE,/AE, = 0.62 + 0.05. More recently, high
hole mobilities [127] at low temperatures were reported,
reaching a value of 380 000 cm®/V - s at 0.4 K. Theo-
retical calculations were made on the hole subbands [128],
the effective masses [129], and band mixing [130].

VII. QuaNTIZED HALL EFFECT AND FRACTIONAL
FILLING

In 1980, Klitzing et al. [131], [132] demonstrated the
interesting proposition that quantized Hall resistance could
be used for precision determination of the fine structure
constant «, using two-dimensional electrons in the inver-
sion layer of a Si MOSFET. Subsequently, Tsui and Gos-
sard [133] found modulation-doped GaAs-GaAlAs het-
erostructures desirable for this purpose, primarily because
of their high electron mobilities, which led to the deter-
mination of « with great accuracy; i.e., ot =
137.035965(12) (0.089 ppm) [134].

The quantized Hall effect in a two-dimensional electron
or hole [123] system is observable at such high magnetic
fields and low temperatures as to locate the Fermi level in
the localized states between the extended states. Under
these conditions, the parallel component of resistance p,,
vanishes and the Hall resistance p,, goes through pla-
teaus. This surprising result can be understood by the ar-
gument that the localized states do not take part in quan-
tum transport [135]. At the plateaus, the Hall resistance
is given by p,, = h/e’v = poc/2va = 25,813 Q/v where
v is the number of filled Landau levels; & Planck’s con-
stant; e the electronic charge; po the vacuum permeabil-
ity; and ¢ the speed of light in vacuum. Recently, the
quantized Hall effect was also observed in a superlattice
[136] which is not purely two-dimensional, as illustrated
in Fig. 2.

In 1982, Tsui, Stérmer, and Gossard [137] discovered
a striking phenomenon: The existence of an anomalous
quantized Hall effect, a Hall plateau in p,,, and a dip in
p.. at a fractional filling factor of § in the extreme quan-
tum limit at temperatures lower than 4.2 K. This discov-
ery has spurred a large number of experinfental and the-
oretical studies. Laughlin [138] explained such fractional
filling by presenting variational ground- and excited-state
wave functions to describe the condensation of a two-di-
mensional electron gas into a new state of matter, an in-
compressible quantum fluid. The elementary excitations
of this quantum fluid are fractionally charged, and this
elegant theory predicts a series of ground states charac-
terized by the variational parameter m (m = 3,5 + - -),
decreasing in density and terminating in a Wigner crystal
[139]. Mendez et al. [140], [141] attempted to explore
the extreme quantum limit with magnetotransport mea-
surements up to 28 T for a dilute two-dimensional elec-
tron gas. Activation energies in the fractional quantum
Hall effect [142], [143] were measured, being generally
smaller than theoretical predictions [144]. The fractional
quantum Hall effect was also found in a two-dimensional
hole system [145].
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To my knowledge, two experiments: AC conductance
measurements [146] and magnetocapacitance [147] for
GaAs-GaAlAs structures, claimed the observation of
fractional quantization which does not depend on the
measurement of the Hall effect in a two-dimensional car-
rier system.

VIII. InAs-GaSb SYSTEM

In 1977, while searching for a.superlattice where the
introduction of the periodic potential provides a greater
modification to the host bandstructure than that in the
GaAs-AlAs system, the InAs-GaSb system was the can-
didate selected because of its extraordinary bandedge re-
lationship at the interface, called Type II-*‘misaligned’’ in
Fig. 4(c). It was observed that, in the study of
(InAs), _ (GaAs),-(GaSb), _,(GaAs), p-n heterojunc-
tions, [40] the rectifying characteristic changes to nonrec-
tification as both x and y approach zero, implying the
change-over from the ‘‘staggered’’ heterojunction to the
‘‘misaligned’” one. Such unusual nonrectifying p-n junc-
tions are the direct consequence of ‘‘interpenetration’’ be-
tween the GaSb valence band and the InAs conduction
band. At the heterointerface, electrons which *‘flood”’
from the GaSb valence band to the InAs conduction band,
leaving holes behind, produce a dipole layer consisting of
two-dimensional electron and hole gases, as shown in the
center of Fig. 4(c).

First, a one-dimensional calculation [148] and, subse-
quently, the LCAO band calculation [149] for InAs-GaSb
superlattices were performed, indicating a strong depen-
dence of the subband structure on the period. The semi-
conducting energy gap decreases when increasing the pe-
riod, becoming zero at 170 A, corresponding to a
semiconductor-to-semimetal transition. In these calcula-
tions, the misaligned magnitude E; [seen in Fig. 4(c)],
was set at 0.15 eV; a value which had been derived from
analysis of optical absorption [150]. Recently, Altarelli
[151] performed self-consistent electronic structure cal-
culations in the envelope-function approximation with a
three-band k - p formalism for this superlattice.

The electron concentration in superlattices was mea-
sured as a function of InAs layer thickness [152]; it ex-
hibited a sudden increase of an order-of-magnitude in the
neighborhood of 100 A Such increase indicates the onset
of electron transfer from GaSb to InAs which is in good
agreement with theoretical prediction. Far-infrared mag-
neto-absorption experiments [153], [154] were performed
at 1.6 K for semimetallic superlattices which confirmed
their negative energy-gap.

MBE-grown GaSb-InAs-GaSb quantum wells have been
investigated where the unique bandedge relationship al-
lows the coexistence of electrons and holes across the two
interfaces, as shown in Fig. 12. Prior to experimental
studies, Bastard et al. [155] performed self-consistent cal-
culations for the electronic properties of such quantum
wells, predicting the existence of a semiconductor-to-
semimetal transition as a result of electron transfer from
GaSb at the threshold thickness of InAs; this is somewhat
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Fig. 12. Energy-band diagram of ideal GaSb-InAs-GaSb quantum wells
for electrons and holes.
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Fig. 13. Mobilities (top) and densities (bottom) for both electrons (in InAs)
and holes (in GaSb) as a function of InAs well width at 4.2 K.

similar to the mechanism in the InAs-GaSb superlattices.
Such a transition was accurately determined by recent ex-
periments carried out by Munekata et al. [156], as shown
in Fig. 13: the threshold thickness was found to be 60 A.
In quantum wells when their InAs layer thickness exceeds
100 A, the electron and hole mobilities are 1 ~ 3 x 10°
em?/V - sand 1 ~ 2 X 10* cm?/V - s and their corre-
sponding densities are ~10'2 cm™? and 3 X 10'' cm™2,
respectively, at 4.2 K. Those mobilities are the highest
ever reported for InAs and GaSb.

Since the electron and hole densities are not the same,
probably because of the existence of some extrinsic elec-
tronic states, magnetotransport measurements [157], [158]
show rather complex structure. Recent analysis [159] for
such a two-dimensional electron-hole gas elucidated, for
the first time, the fact that the quantum Hall effect is de-
termined by the degree of uncompensation of the system.
Fig. 14 shows (a) magnetoresistivity at three.tempera-
tures, and (b) Hall resistivity at 0.56 K, versus magnetic
field. Although Shubnikov-de Haas oscillations due to
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electrons are shown at low fields in Fig. 14(a), the em-
phasis is on high fields, when both electrons and holes are
in the quantum regime. The arrows indicate the fields at
which the Fermi level is simultaneously between electron
and hole magnetic levels and the labels above them give
the corresponding filling factors. The broken lines in (b)
indicate the theoretical values A/ve?, for v = 2, 3, 6; the
filling factor, determined by the quantum Hall effect, rep-
resents the ‘‘difference’” between the electron and hole
filling factors.

IX. OTHER SUPERLATTICES

The periodic structure called ‘‘n-i-p-i,”” an outgrowth
of a doping superlattice in the original proposal [1], [2]
was pursued by Déhler [160] and Ploog et al. [161]. As
shown in Fig. 1, the periodic rise and fall of the band-
edges is caused by a periodic variation of impurity dop-
ing. If this superlattice is illuminated, extra electrons and
holes are attracted to minima in the conduction band and
to maxima in the valence band, respectively. Thus, those
extra carriers are spatially separated, resulting in anoma-
lously long lifetimes. An interesting consequence of this
fact is that the amplitude of the periodic potential is re-
duced by the extra carriers, leading to a crystal which has
a variable energy gap [162]. Recently, Vojak et al. [163]
attributed photopumped laser emission at low energies to
donor-to-acceptor transitions that occur after a GaAs dop-
ing superlattice is excited to a flat-band condition. Schub-
ert et al. [164] reported a new doping-superlattice injec-
tion laser. Doping superlattices were also grown with InP
[165] and PbTe [166].
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Amorphous materials are clearly not suitable for obser-
vation of electron confinement and other superlattice ef-
fects. Nevertheless, Abeles and Tiedje [167] pioneered
the development of amorphous superlattices with thin lay-
ers of hydrogenated silicon, germanium, silicon nitride,
and silicon carbide. In these structures, Tiedje er al. [168]
recently found the enhancement of photoluminescence
when the layer thickness is reduced. Santos et al. [169]
observed folded-zone acoustical phonons by Raman scat-
tering in amorphous superlattices.

Some degree of the lattice-mismatch, however small,
at hetero-interfaces is inevitable because of the joining of
two different semiconductors. It is certainly desirable to
select a pair of materials closely lattice-matched in order
to obtain defect- and stress-free interfaces. However, het-
erostructures lattice-mismatched to some extent, 1 or 2
percent, can be grown with essentially no misfit diloca-
tions, if the layers are sufficiently thin because the mis-
match is accommodated by uniform lattice strain [170].
On the basis of such premise, Osbourn [171} and his co-
workers [172] prepared strained-layer superlattices from
lattice-mismatched pairs, claiming their relatively high-
quality suitable for some applications. Recent activities
include the observation of the reversal of the heavy- and
light-hole bands due to the strain effect [173], Raman
scattering [174] and free-exciton luminescence [175] in
GaSb-AlSb superlattices; quantum size effects [176] and
lasing transitions [177] in GaAs-GaAsP; injection lasers
[178] and optical investigation on energy-band configu-
rations [179] in GaAs-GalnAs.

Kasper et al. [180] pioneered the MBE growth of Si-
SiGe strained-layer superlattices, and Manasevit et al.
[181] observed unusual mobility enhancement in such
structures. The recent growth of high-quality Si-SiGe su-
perlattices [182] attracted much interest in view of pos-
sible applications as well as scientific investigations. A
large number of recent reports on such superlattices in-
clude Raman spectroscopy [183] for determination of
built-in deformation, modulation doping [184], band
alignments [185], confined electronic states [186], etc.
There exist technological problems inherent to strained
layers, i.e., critical layer thickness for degradation [187],
stability [188], [189], and thermal relaxation [190].

Dilute-magnetic superlattices [191], such as CdTe-
CdMnTe and ZnSe-ZnMnSe are recent additions to the
superlattice family, and have already exhibited promising
magneto-optical properties.

In 1976, Gossard et al. [192] achieved epitaxial struc-
tures with alternate atomic-layer composition modulation
by MBE; these structures were characterized by transmis-
sion electron microscope as well as optical measure-
ments. Recently, short-period superlattices of binary
compounds were used for barrier of cladding layers,
claiming the improved quality of quantum wells [175],
[193], [194]. Ishibashi et al. [195] studied Raman scatter-
ing in such superlattices. .

The superlattice synthesis so far has been limited to
the dual-constituent system. Esaki et al. [196] proposed
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the introduction of a third constituent, AISb in the InAs-
GaSb system: this triple-constituent system offers an ad-
ditional degree of freedom.

X. CONCLUSION

We have witnessed remarkable progress of an interdis-
ciplinary nature on this subject. A variety of ‘‘engi-
neered’’ structures exhibited extraordinary transport and
optical properties; some of them, such as ultrahigh carrier
mobilities, semimetallic coexistence of electrons and
holes, and large electric field-induced effects on the op-
tical properties, may not even exist in any ‘‘natural*‘ crys-
tal. Thus, this new degree of freedom offered in semicon-
ductor research through advanced material engineering
has inspired many ingenious experiments, resulting in ob-
servations of not only predicted effects but also totally
unknown phenomenon such as fractional quantization
which require novel interpretations. Activities in this new
frontier of semiconductor physics, in turn, give immea-
surable stimulus to device physics, leading to unprece-
dented transport and optoelectronic devices or provoking
new ideas for applications. Figure 15 illustrates a pattern
of such interdisciplinary research where beneficial cross
fertilizations are prevalent.

I hope this article, which cannot possibly cover every
landmark, provides some flavor of the excitement in this
field. Finally, I would like to acknowledge many partic-
ipants in and out of superlattice research for their contri-
butions, T. P. Smith III for his critical reading, and the
ARO'’s partial sponsorship from the very beginning of our
investigation.
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Introduction

This paper reviews the electronic transport properties of compositionally
graded materials. Band gap grading is a powerful tool for engineering the
energy band diagram of a device and thus modifying its electrical transport
properties (band gap engineering) (1). The most interesting property, which
has far reaching consequences for devices made of these materials, is that
electrons and holes experience different electric forces so the transport
properties of the two types of carriers can be independently tuned.

With the advent and rapid development of molecular beam epitaxy
(MBE) (2) in recent years, graded-gap materials can presently be grown
with controlled compositional variations over distances of <100 A. In
addition, different functional forms of grading (linear, parabolic, etc.) can
be obtained by accurately controlling the temperature and/or the opening
of the cells in the MBE system. High electron velocities (> 107 cm/sec) have
recently been measured in heavily doped p-type graded-gap Al,Ga,_,As.

Ultrahigh-speed phototransistors and transistors with a graded-gap base
have been reported. Heterojunction bipolar transistors (HBT’s) with a
graded emitter-base interface have also been studied in different material
systems ; for example, parabolic-grading eliminates the collector-emitter
offset voltage and maximizes the injection efficiency. Unipolar single and
multiple sawtooth graded-gap structures have shown interesting physical
properties and device applications. For example, because of the lack of
reflection symmetry, sawtooth superlattices can be electrically polarized
or used as rectifying elements. Grading of the high field region in avalanche
photodiodes has been used to enhance the ionization rates ratio. One of
the most exciting recent applications of graded materials is the “staircase”
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potential, which can be used as a solid-state photomultiplier and a repeated
velocity overshoot device.

Quasi-Electric Fields in Graded-Gap Materials

Kroemer (3) first considered the problem of transport in a graded-gap
semiconductor. As a result of compositional grading, electrons and holes
experience “quasi-electric” fields, F, of different intensities,

dE,
Fo=- dz
=+ 1
P d :

where E.(z) and E,(z) are the conduction and valence band edges. In
addition, the forces resulting from these fields push electrons and holes in
the same direction. This is illustrated in Figure la for the case of an
intrinsic material. Such a graded material can be thought of as a stack of
many isotype heterojunctions of progressively varying band gap. If the
conduction and valence band edge discontinuities AE, and AE, of such
heterojunctions are known and depend little on the alloy composition (as
in the case of Al,Ga,_,As heterojunctions), then one can also expect that
for the structure in Figure 1a the ratio of the quasi-electric fields F./F;, will
be equal to AE,/AE,.

For a p-type graded-gap material the situation is different; the energy
band diagram is shown in Figure 15. The valence band edge is now
horizontal so no effective field acts on the holes, while the effective field
for the electrons is F, = — dE,/dz, which can be significantly greater than
in the intrinsic case. In other words, all the band gap grading is transferred
to the conduction band. This can be interpreted physically using the
following heuristic argument.

SN T

Fh ______

(a) (b) (c)
Figure 1 Energy band diagram of compositionally graded materials: (a) intrinsic, (b)
p-type, and (c) n-type.
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Consider the effect of p-type doping on an initially intrinsic material of
the type in Figure la. The acceptor atoms will introduce holes, which
under the action of the valence band quasi-electric field will be spatially
separated from their negatively ionized parent acceptor atoms. This sep-
aration produces an electrostatic (space-charge) field. Holes accumulate
(on the right-hand side of Figure 15) until this space-charge field equals
the magnitude of, and cancels, the hole quasi-electric field, F;, thus achiev-
ing the thermodynamic equilibrium configuration (flat valence band) of
Figure 15. Note, however, that as a result of this process the equilibrium
hole density is spatially nonuniform. The electrostatic field of magnitude
|dE,/dz| produced by the separation of holes and acceptors adds instead
to the conduction band quasi-electric field to give a total effective field
acting on an electron of

dE, dE, dE,
F°__<dz+dz>__riz_' 2

Thus in a p-type material the conduction band field is made up of a
nonelectrostatic (quasi-electric field) and an electrostatic (space-charge)
contribution.

For an n-type material the same kind of argument can be applied to
electrons ; which yields the band diagram of Figure 1¢ and to the same
effective field acting on the hole as given by Equation 2. Consider, for
example, the case of an Al,Ga,_,As graded-gap p-type semiconductor.
If we recall that in an Al,Ga,_,As heterojunction 62% of the band gap
difference is in the conduction band (4), it follows that 62% of the effective
conduction band field F = — dE,/dz will be quasi-electric in nature and
the rest (38%) electrostatic. The opposite occurs in the case of an n-type
Al,Ga,_,As graded material, where 62% of the valence band effective
field is electrostatic in nature.

So far we have only considered quasi-electric fields arising from band
gap grading. When the composition of the alloy is changed, however, the
effective masses m* and mjf of the carriers also change, giving rise to
additional quasi-electric fields for electrons and holes. These are given, in
the case of intrinsic materials (5), by

d|3
— - *
F,= = [2 kT In(m? /mo)] 3.
d|3 .
=—|= 4.
F, & [sz In (mh/mo)]
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In the case of n- and p-type graded-gap materials one can repeat the
previous reasoning and obtain the following expression for the quasi-field
due to effective mass gradients:

d | 3kT
F,,= e [T In (m;"m;{‘/m?,)] . S.

The quasi-electric fields in direct-band-gap-graded composition
Al,Ga,_,As are primarily due to band gap grading; the quasi-electric
fields due to the effective mass gradients are negligible in this case (5).
However, effective mass gradients can make a substantial contribution to
the quasi-electric field for Al,Ga,_,As graded materials in which the
composition x is varied through the direct-indirect transition at x = 0.45.
This is because the effective mass of the electron varies by about one order
of magnitude in the direct-indirect transition region. Similar considerations
are also thought to apply to other III-V alloys.

Electron Velocity Measurements

Quasi-electric fields are particularly important because they can be used
to enhance the velocity of minority carriers that would otherwise move by
diffusion (a relatively slow process) rather than by drift. In fact, Kroemer
(3) first proposed the use of a graded-gap p-type layer (Figure 15) for the
base of a bipolar transistor to reduce the minority carrier (electron) transit
time in the base. Recently Levine et al (6, 7), using an all-optical method,
measured for the first time the electron velocity in a heavily p*-doped
compositionally graded Al,Ga,_,As layer grown by molecular beam
epitaxy.

The energy band diagram of the sample is sketched in Figure 2 along
with the principle of the experimental method. The measurement technique
is a “pump and probe” scheme. The pump laser beam, transmitted
through one of the AlGaAs window layers, is absorbed in the first few
thousand angstroms of the graded layer. Optically generated electrons
under the influence of the quasi-electric field drift towards the right in
Figure 2 and accumulate at the end of the graded layer. This produces a
change in the refractive index at the interface with the second window
layer. This refractive index variation produces a reflectivity change that
can be probed with the counter-propagating laser beam. This reflectivity
change is measured as a function of the delay between pump and probe
beams using phase-sensitive detection techniques. The reflectivity data (6)
are shown in Figure 3 for a sample with a 1-um-thick transport layer
graded from Al,,Ga,,As to GaAs and doped to p 2 x 10'8 cm~>.
This corresponds to a quasi-electric field of 1.2 kV/cm. The laser pulse
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WINDOW LAYER WINDOW LAYER
Rlg 46ag gAS Al g ,Ga, gAs

Eg

GRADED TRANSPORT LAYER
Alg16aggAs — GaAs
um
Figure 2 Band diagram of sample used for electron velocity measurements and schematic
illustration of the pump-and-probe measurement technique.

width was 15 ps, and the time zero in Figure 3 represents the center of
the pump pulse as determined by two photon absorption in a GaP crystal
cemented near the sample. The approximate transit time is given by
the shift of the half height of the reflectivity curve from zero, which is
7 = 33 ps. The drift length is taken as the thickness of the graded layer

1.2

04 r

NORMALIZED REFLECTIVITY
[e]
o
T

02r

[o] L 1 s I s ! s 1 L 1 s ! " '
-20 (o] 20 40 60 80 100 120

TIME DELAY (psec)
Figure 3 Normalized experimental results for pump-induced reflectivity change versus time
delay obtained in 1-um-thick, graded-gap, p* AlGaAs at a quasi-electric field F = 1.2 kV/cm.
(From Reference 6.)
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minus the absorption length of the pump beam (1/x 2 2500 A), and one
finds a minority carrier velocity of v ~(L—a~')/t ~ 2.3 x 10® cm/sec.
In this relatively thick sample carrier diffusion is important and causes
a spread in the electron arrival time at the end of the sample, which is
roughly the rise time of the reflectivity curve from 10 to 90%, i.e. 63 ps.

Itisinteresting to note that the drift mobility obtained from the measure-
ment is g = v/F = 1900 cm?/V sec, which is comparable with the usual
mobility of 2200 cm?/V sec at the doping level of the graded layer in GaAs.

Electron velocity measurements were also made in 2 0.42-um-thick,
strongly graded (F, = 8.8 kV/cm), highly doped (p =4 % 10'® cm~3)
Al,Ga,_,As layer graded from Al ;Ga,;As to GaAs. A transit time of
only 1.7 ps was measured, more than an order of magnitude shorter
than that for F = 1.2 kV/cm, which corresponds to a velocity of roughly
ve >~ 2.5 x 107 cm/sec (7). The velocity can be obtained rigorously and
accurately (4 10% error) from the reflectivity data, by solving the drift
diffusion equation and taking into account the effects of the pump absorp-
tion length (especially important in the thin sample) and the partial pen-
etration of the probe beam into the graded material. If one includes all
these effects, one finds that the reflectivity data can be fitted using only
one adjustable parameter, the electron drift velocity (7). This velocity
is v, = 2.8 x 10° cm/sec for F=1.2 kV/cm and p =2 x 10'® cm~3, and
v. = 1.8 x 107 cm/sec for F= 8.8 kV/cmand p =4 x 10" cm~3.

We see that when we increase the quasi-electric field from 1.2 to 8.8 kV/
cm (a factor of 7.3) the velocity increases from 2.8 x 106 to 1.8 x 107 cm/s
(a factor of 6.4). That is, we observe the approximate validity of the
relation v = uF. Using u = 1700 cm?/ Vs (for p =4 x10'® cm~%) we
calculate v = 1.5 x 107 cm/s for F = 8.8 kV/cm, which is in reasonable
agreement with the experimental results. The measured velocity of 1.8 x
107 cm/s (in the quasi-electric field) is significantly larger than that of
undoped GaAs, in which v = 1.2 x 107 cm/s for an ordinary electric field
of F = 8.8 kV/cm. Our measured high velocity is comparable to the peak
velocity reached in GaAs for F = 3.5 kV/cm before the transfer from the
I" to the L valley occurs. Our measured velocity is also comparable to
the maximum possible phonon-limited velocity in the I' minimum of
GaAs. This is given by v, = [(E,/m*) tanh (E,/2kT)]"* = 2.3 x 107 cm/s,
where E, = 35 meV is the optical phonon energy and the effective mass
m* = 0.067 m,.

This high velocity can be understood without reference to transient
effects because the transit time is much larger than the momentum relax-
ation time of 0.3 ps. The high velocity results from the fact that the
electrons spend most of their time in the high velocity central I" valley
rather than in the low velocity L valley. This may result from the injected
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electron density being so much less than the hole doping density that
strong hole scattering can rapidly cool the electrons without excessively
heating the holes. Furthermore, the electrons remain in the I' valley
throughout their transit across the graded layer since the total conduction
band edge drop (AE, = 0.37 eV)is comparable to the GaAs I'-L separation
(AEr = 0.33 eV), and therefore they do not have sufficient excess energy
for significant transfer to the L valley.

High-Speed Graded-Base Transistors

The first device to utilize the high electron velocity found in p-type graded
materials was reported by Capasso et al (8). The structure was a photo-
transistor with an AlGaAs graded-gap base with a quasi-electric field of
about 10* kV/cm. The device was grown by molecular beam epitaxy on a
Si-doped (~4 x 10'® cm~3), n*-type GaAs substrate. A buffer layer of
n*-type GaAs was grown first, followed by a Sn-doped, n-type (~10'°
cm~3), 1.5-um-thick GaAs collector layer. The 0.45-um-thick base layer
was compositionally graded from GaAs (on the collector layer side)
to Aly,GaggAs (E,=1.8 eV) and was heavily doped with Be
(p* >~ 5% 10'® cm~3). The abrupt wide gap emitter consisted of an
Alg 4sGay ssAs (E, = 2.0 eV), 1.5-um-thick, window layer n-doped with
Sn in the range of 2 x 10'% to 5 x 10!% cm~3. Figure 4b shows the energy
band diagram of the phototransistor.

Figure 4 Band diagram of graded-gap base bipolar transistor : (a) with graded emitter-base
interface, and (b) with ballistic launching ramp for even higher velocity in the base.
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To study the effect of grading in the base on the speed of the device,
4-ps laser pulses were used. The wavelength (4 = 6400 A) was chosen so
that the light could only be absorbed in the base layer. The incident
power was kept relatively high (100 mW) to minimize the effective emitter
charging time. Under these conditions the speed-limiting factors are the
RC time constant and the base transit time. Figure 5 shows the pulse
response of the device as monitored by a fast sampling scope. In the lower
part of Figure 5 the response was signal averaged ; note the symmetrical
rise and fall time and the absence of long tails, which are normally very
difficult to achieve in picosecond photodetectors. From the observed 10—
90% response time of 30 ps, a sum-of-squares approximation was used to
estimate an intrinsic detector response time of about 20 ps. In the absence
of a quasi-electric field in the heavily doped p* base, a broadened response
followed by a tail with a square root of time dependence (due to slow
diffusion) is expected. The diffusion time ¢y is given by W?/2D, where
W is the base thickness and D is the diffusion coefficient. For a GaAs photo-
transistor with a base of p* = 10'® cm~3 D is approximately 16 cm?/s.
In our structure D is likely to be smaller because AlGaAs has a lower
mobility than GaAs, and because of the higher doping. For our structure
tp 2 50 ps. The fact that the expected broadening is not observed indicates
that the quasi-electric field in the base sweeps out the electrons in a time
much shorter than the diffusion time. From the velocity measurements
previously discussed we know that the base transit time is about 2 ps,
which is indeed much less than z,. Thus the pulse response of this device
is consistent with Kroemer’s prediction (3) and is the first experimental
verification of this effect (8).

Finally, the combination of the graded-gap base and the abrupt wide
gap emitter (Figure 4b) suggests a new high-speed ballistic transistor (8, 9).
In fact, the conduction band discontinuity can be used to ballistically
launch electrons into the base with a high initial velocity ; the quasi-electric
field in the base will maintain an average velocity substantially higher than
107 cm/s. If no electric field were introduced in the base, ballistic launching
alone, using the abrupt base emitter heterojunction, would not be sufficient
to achieve a very high velocity in the base because collisions with plasmons
or coupled plasmon-phonon modes in the heavily doped base would rap-
idly relax the initial forward momentum and velocity. It is sufficient for
an initial high velocity that the conduction band discontinuity used for the
launching be a few kT (typically 50 mV at 300 K).

Recently the first bipolar transistor with a compositionally graded base
was reported (10, 11). Incorporation of a graded-gap base gives much
faster base transit times because of the induced quasi-electric field for
electrons, which allows a valuable tradeoff against the base resistance. To
understand this last point consider a base of width W linearly graded from
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Figure 5 Pulse response of graded-gap base AlGaAs/GaAs phototransistor to a 4-ps laser
pulse displayed on a sampling scope (fop), and after signal averaging the sampling scope
signal (bottom). (From Reference 8.)

one alloy with a band gap of E,, to another with a band gap of E,. The
quasi-electric field for electrons (E,, — E,,)/eW results in a base transit time
(neglecting diffusion effects) of

eWw?

ﬂ(Egl _Egl) )
We have made use of the experimental fact that the velocity in the graded
base nearly equals uF,, where F, is the quasi-electric field (7). This time
must be compared with the diffusion-limited base transit time of a tran-
sistor with an ungraded GaAs base of the same thickness and doping level
W

T2

6.

T =

Ty 7.

where D is the ambipolar diffusion coefficient. If we compare Equations
6 and 7 and use the Einstein relationship D = ukT/e, we find that the base
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transit time is shortened by the factor

Ty Eg] —Egz

bl e 8.

o 2kT °

using a graded-gap base. Although Equation 8 is rigorous only in the limit
E, —E,; » kT, it can be employed as a useful “rule of thumb” in cases
where E,, — E,;, is several times kT. Thus the band gap difference must be
made as large as possible without exceeding the intervalley energy sep-
aration AEr;, which would greatly reduce the electren velocity. Using
E, —E, = 0.2 eV, the transit time is reduced by a factor of about four at
300 K relative to an ungraded base of the same thickness. This allows a
valuable tradeoff against the base resistance (R,), since the base thickness
can be increased to reduce R, while still keeping a reasonable base transit
time. Finally, an added advantage of the quasi-electric field is the increased
base transport factor that comes about because the short transit time
reduces minority carrier recombination in the base.

Devices (10) grown by MBE on an n* substrate had a 1.5-um GaAs
buffer layer followed by a 5000-A-thick collector doped to n = 5 x 10'¢
cm~3. The p-type (2 x 10'® cm~?) base was graded from Ga, 43Al, ,AS
to Ga, gAl, ,As over 4000 A. This grading corresponds to a field of about

5.6 kV/cm. The lightly doped (n =2 x 10'¢ cm~3), wide gap emitter
consisted of an Al 3sGag ¢sAs layer 3000 A thick and a region adjacent
to the base graded from Ga, 3Alg,As to Ga, ¢5Alp 35As over 500 A. This
corresponds to a base/emitter energy gap difference of approximately
0.18 eV. This grading removes a large part of the conduction band spike,
allowing most of the band gap difference to fall across the valence band
and blocking the unwanted injection of holes from the base (12). Figure
4q shows the energy band diagram of the structure in the equilibrium
(unbiased) configuration.

These devices had a current gain of 35 at a base current of 1.6 mA,
and the collector characteristics were nearly flat with minimum collector-
emitter offset voltage. More recently, high current gain, graded base
bipolars with good high-frequency performance have been reported
(Malik et al 12). The base layer was linearly graded over 1800 A, from
x = 0 to x = 0.1, which resulted in a quasi-electric field of 5.6 kV/cm, and
was doped with Be to p = 5 x 10'® cm~3. The emitter-base junction was
graded over 500 A from x = 0.1 to x = 0.25 to enhance hole confinement
.in the base. The 0.2-um-thick Al,,sGa,;sAs emitter and the 0.5-um-
thick collector were doped n-type at 2 x 10'” cm~3 and 2 x 10'6 cm~3,
respectively. The Al,Ga, _,As layers were grown at a substrate temperature
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of 700°C. It was found that this high growth temperature resulted in better
Al,Ga,_,As quality, as determined by photoluminescence. However, it is
known that significant Be diffusion occurs during MBE growth at high
substrate temperatures and at high doping levels (p > 10'® cm~3). Sec-
ondary ion mass spectrometry (SIMS) data also indicated that the p-n
junction was misplaced into the wide band gap emitter at 700°C. It was
determined empirically that the insertion of an undoped setback layer of
200-500 A between the base and emitter compensated for the Be diffusion
and resulted in significantly increased current gains. Zn diffusion was used
to contact the base and provided a low base contact resistance.

With a dopant setback layer in the base of 300 A the maximum differ-
ential dc current gain was 1150, obtained at a collector current density of
J. = 1.1 x 10* Acm~2, a-higher gain than previously reported for graded-
gap base HBT’s. These gains can be compared with those found in previous
work, which were consistently <100 in HBT’s without the set-back layer
(10, 11). Several transistor wafers were processed with undoped setback
layers in the base of 200-500 A, and all exhibited greater current gains.

Graded-gap base HBT’s were fabricated for high-frequency evaluation
using the Zn diffusion process. A single 5-um-wide emitter strip contact
with dual adjacent base contacts was used. The areas of the emitter and
collector junctions were approximately 2.3 x 10-¢ cm? and 1.8 x 10?3
cm?, respectively. The transistors were wire bonded in a microwave pack-
age, and automated s-parameter measurements were made with an HP
8409 network analyzer. The transistor has a current gain cutoff frequency
of fr & 5 GHz and a maximum oscillation frequency of f,., = 2.5 GHz.
Large signal pulse measurements indicated rise times of 7, ~ 150 ps and
pulsed collector currents of 7, > 100 mA, suitable for high-current laser
driver applications.

Emitter Grading in Heterojunction Bipolar Transistors

The essential feature of the heterojunction bipolar transistor is the use of
part of the energy band gap difference between the wide band gap emitter
and the base to suppress hole injection. This allows the base to be more
heavily doped than the emitter, which leads to the low base resistance and
low emitter-base capacitance necessary for high-frequency operation while
still maintaining a high emitter injection efficiency (9). In this section
we discuss in detail the grading problem in heterojunction bipolars. The
performances of recently developed Al, 45In, 5,As/Gag 47In, s3As bipolars
with graded and ungraded emitters are compared (13), and the optimum
grading of the emitter is discussed.

Most of the work on MBE-grown heterojunction bipolar transistors
has concentrated on the AlIGaAs/GaAs system. Recently the first verti-
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cal Npn Al 45Ing s,As/Gag 47In, 5;As heterojunction bipolar transistors
grown by MBE with high current gain have been reported by Malik et al
(13). The (Al,In)As/(Ga,In)As layers were grown by molecular beam
epitaxy (MBE) lattice-matched to an Fe-doped semi-insulating InP
substrate. Two HBT structures were grown: the first with an.abrupt
emitter of Alg45Ing s,As on a Gag 47Ing s;As base, and a second with a
graded emitter comprising a quaternary layer of AlGalnAs 600 A wide
and linearly graded between the two ternary layers. Grading from
Ga 47Ing s3As to Al 45Ing s,As was achieved by simultaneously lowering
the Ga and raising the Al oven temperatures in such a manner as to keep
the total Group III flux constant during the transition. It should be noted
that this is the first use of a graded quaternary alloy in a device structure.

The energy band diagram for the abrupt and graded emitter transistors
are shown in Figure 6a and b, respectively. The effect of the grading is to
eliminate the conduction band notch in the emitter junction. This in turn

(a) ABRUPT EMITTER

(b) GRADED EMITTER °

Figure 6 Band diagrams under equilibrium of heterojunction bipolar with (a) an abrupt
emitter and (b) a graded emitter. Note that the conduction band notch is eliminated through
the use of a graded emitter and the increase of the emitter-base valence band barrier. (From
Reference 13.)
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leads to a larger emitter-base valence band difference under forward bias
injection. The following material parameters were used in both types of
transistors. The Al 45Ing s,As emitter and Ga, 47In, 5;As collector were
doped n-type with Sn at levels of 5 x 10!7 cm~3 and 5 x 10'¢ cm~?,
respectively. The Ga, 47In, 5;As base was doped p-type with Be to a level
of 5 x 10'® cm~3. Recent experimental determination of the band edge
discontinuities in the Al, 45Ing s,As/Gag47Ing s3As heterojunction indi-
cates AE, =~ 0.50 eV and AE, ~ 0.20 ¢V (14). This value of AE, is large
enough to allow the use of an abrupt Al 45In, 5,As/Gag 47Ing 53As emitter
at 300 K. Nevertheless, a current gain increase by a factor of two (from
B = 200 to B = 400) is achieved through the use of the graded-gap emitter,
which is attributed to a larger valence band difference between the emitter
and base under forward bias injection.

The common emitter characteristic of HBT’s exhibits a relatively large
collector-emitter offset voltage. This voltage is equal to the difference
between the built-in potential for the emitter-base p-n junction and that
of the base-collector p-n junction. Therefore no such offset is present in
homojunction Si bipolars.

We have recently shown that by appropriately grading the emitter near
the interface with the base such offset can be reduced and even totally
eliminated (15). The other advantage of grading the emitter is of course
that the potential spike in the conduction band can be reduced, thus
increasing the injection efficiency. The conduction band potential has
two components : the electrostatic potential ¢., equal to Vy; (the built-in
potential) — V. (the base/emitter voltage), which varies parabolically, and
the grading potential ¢,. If linear grading is used there is always unwanted
structure in the conduction band (spikes or notches, see Figure 7). The
“notches” can reduce the injection efficiency by promoting carrier recom-
bination. It has now become obvious that such structures can be eliminated
by grading with the complementary function of the electrostatic potential
in the emitter region (1-¢.,) over the depletion layer width at a forward
bias equivalent to the base band gap (Figure 8). In this case if the base
emitter junction is forward biased at 1.42 eV, the two potentials (grading
and electrostatic) give rise to a smooth conduction band edge and one
attains the flat band condition with a built-in voltage for the base emitter
equivalent to the band gap in the base (1.42 eV).

A HBT with such a parabolic grading has been fabricated, using MBE,
with a Ga,;Al3As emitter and a GaAs base and collector (15). The
emitter/base junction was graded from x =0 to x = 0.3 on the emitter
side over a distance of 600 A ; the parabolic grading function was approxi-
mated by linear grading over nine regions. It was found that collector-
emitter offset voltage is very small (about 0.03 V).
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Figure 7 Conduction band edge versus distance from the p*-n base-emitter junction for
three different linear grading widths at different base emitter forward bias voltages. (From
Reference 15.)

Graded-Gap Lasers, Solar Cells, and Avalanche
Photodiodes

If the active layer of a conventional double heterostructure laser is reduced
to a thickness where the quantum size effect becomes important, i.e. less
than 400 A, the structure lases at a very high threshold current density
because the overlap of the photon and electron populations is very small.
To increase this overlap a separate optical cavity with graded composition
is grown around the quantum well active layer. Here the electrons are
“funnelled” into the quantum well region by the quasi-electric field of the
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Figure 8 Conduction band edge versus distance from the p*-n junction, using a para-
bolically graded layer 500 A wide at different forward bias voltages. (From Reference 15.)

graded composition layers and therefore have a higher probability of
capture by the quantum well. This device is known as the GRINSCH
(graded-index separate confinement heterostructure) laser after Tsang (16),
who first combined the quantum well laser (17) with the graded optical
confinement region, which had been proposed by Kazarinov & Tsarenkov
(18).

In solar cells, band gap grading in the top layer has been used to
efficiently collect carriers optically generated near the surface, before they
recombine through surface states. High-efficiency Al,Ga, _,As-GaAs solar
cells have been fabricated by Woodall & Hovel (19) using this scheme.

Graded gaps can also be used to enhance the ratio of ionization
coefficients («/f) in avalanche photodiodes (20). The ionization coefficient
a(pB) is defined as the number of secondary pairs created per unit length
along the direction of the field by an electron (hole) by impact ionization.
The value «/f plays a crucial role in the signal-to-noise ratio of an ava-
lanche photodiode (21). The «/f ratio must be either very large or very
small to minimize the avalanche excess noise.

Recently Capasso et al (20) proposed and demonstrated experimentally
a new avalanche detector in which a/f is enhanced with respect to the bulk
value of the alloys constituting the graded-gap material. The struc-
ture, grown by MBE, consists of a nominally intrinsic region, graded
from GaAs to Aly 45Gag ssAs (E, = 2.0 eV) and sandwiched between n*
and p* regions. We demonstrated that the effective a/f ratio of this
structure is significantly increased over 1 (o/f = 5-7.5) if the width of the
graded layer is <0.5 um. The principle of the device is illustrated in Figure
9. The electrons have a lower ionization energy than the holes because
they are moving towards lower gap regions. The effect is a significant
increase in the o/f ratio when the grading exceeds 1 eV/um. Another
important property of this structure is the soft breakdown, which can lead
to much greater gain stability compared to ungraded diodes. This is due
to the fact that avalanche multiplication is always initiated in the low gap
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Figure9 Band diagraia of graded band gap
avalanche photodiode showing impact ion-
ization by the initial electron-hole pair 1-1".
(From Reference 20.)

regions and then spreads out to the higher gap regions as the electric field
is increased.

Multilayer Sawtooth Materials

In this section we examine the electronic transport properties of sawtooth
structures obtained by periodically varying the composition of the alloy
in an asymmetric fashion. The key feature of such structures is the lack of
reflection symmetry (22). This has several important consequences ; for
example, these devices can be used as rectifying elements or, under suitable
conditions, one can optically generate in these structures a macroscopic
electrical polarization that gives rise to a cumulative photovoltage across
the uniformly doped sawtooth material. In addition, under appropriate
bias they give rise to a staircase potential which has several intriguing
applications.

RECTIFIERS The basic principle of sawtooth rectifiers, recently demon-
strated by Allyn et al (23, 24), is shown in Figure 10. A sawtooth-shaped
potential barrier is created by growing a semiconductor layer of
graded chemical composition followed by an abrupt composition dis-
continuity. The -adjoining layers, with which contact is made, are of
the same conductivity type. In the present case, the barrier material is
aluminum gallium arsenide (Al,Ga,_,As) in which the aluminum content
is graded and the adjoining layers are n-type GaAs. Near zero bias,
conduction in the direction perpendicular to the layer is inhibited by the
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barrier. When the device is biased in the forward direction (as shown in
Figure 10c) the voltage drop initially occurs across the graded layer,
reducing the slope of the potential barrier, and allowing increased therm-
ionic emission over the reduced barrier. When the applied voltage exceeds
the barrier height, the device will conduct completely, as in the case of a
Schottky barrier. In the reverse direction (Figure 10d) electrons will be
attracted to, but inhibited from passing through, the abrupt potential
discontinuity at the sharp edge of the sawtooth. The width of the interface
and potential discontinuity is known to be only 5-10 A. Thus, the primary
reverse current-carrying mechanism will be tunnelling. The barrier can be
either doped or undoped, although depletion of carriers from within the
barrier (in the case of doped barriers) leads to band bending, which reduces
the equilibrium height and width of the barrier. Multiple sawtooth barriers
with five periods were also fabricated (23). These showed a turn-on
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Figure 10 (a) Compositional structure of a sawtooth barrier rectifying structure, (b) poten-
tial distribution for band-edge conduction electrons at zero bias (undoped barrier case),
(¢) potential distribution under forward bias, and (d) potential distribution under reverse
bias. (From Reference 23.)
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voltage equal to five times that of the single barrier, thus demonstrating
the additivity of the technique.

ELECTRICAL POLARIZATION EFFECTS IN SAWTOOTH SUPERLATTICES  The lack
of planes of symmetry in sawtooth superlattice material, compared to
conventional superlattices with rectangular wells and barriers, can lead to
electrical polarization effects. Recently Capasso et al (25) reported for the
first time on the generation of a transient macroscopic electrical polar-
ization extending over many periods of the superlattice. This effect is a
direct consequence of the above-mentioned lack of reflection symmetry in
these structures.

The energy band diagram of a sawtooth p-type superlattice is sketched
in Figure 11a, in which we have assumed a negligible valence band offset.
The layer thicknesses are typically a few hundred angstroms, and a suitable
material is graded-gap Al,Ga,_,As. The superlattice is sandwiched
between two highly doped p* contact regions.

Let us assume that electron-hole pairs are excited by a very short light
pulse, as shown in Figure 11a. Due to the grading, electrons experience a
higher quasi-electric field than do holes. For this reason, and because

©)

Figure 11 Formation and decay of the macroscopic electrical polarization in a sawtooth
superlattice. (From Reference 25.)
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of their much higher velocity, electrons separate from holes and reach
the low gap side in a subpicosecond time (~10~'? sec). This sets up
an electrical polarization in the sawtooth structure, which results in the
appearance of a photovoltage across the device terminals (Figure 115).
The macroscopic dipole moment and its associated voltage subsequently
decay in time by a combination of (a) dielectric relaxation and (b) hole
drift.

The excess hole density decays by dielectric relaxation to restore a flat
valence band (equipotential) condition, as illustrated in Figure 11c. Note
that in this final configuration holes have redistributed to neutralize the
electrons at the bottom of the wells. Thus the net negative charge density
on the low gap side of the wells decreases with the same time constant
as the positive charge packet (the dielectric relaxation time). The other
" mechanism by which the polarization decays is hole drift caused by the
electric field created by the initial spatial separation of electrons and holes.

The graded-gap superlattice structure shown in Figure 11 and the under-
lying p*-GaAs buffer layer were grown by MBE. A total of ten graded
periods were grown with a period of & 500 A. The layers are graded from
GaAs to Al ,GaggAs. A heavily doped GaAs contact layer of ~700 A
was grown on top of the 1-um-thick Aly45Gagss (p~ 5 x 10'® cm~3)
window layer. Unbiased devices were mounted in a microwave stripline
and illuminated with short light pulses (4 ps) of wavelength A = 6400 A.
The absorption length is ~3500 A. In this particular wafer the carrier
concentration was 10' cm 3. It was found that the rise time of the pulse
response is <25 ps, while the fall time (at the 1/e point) is 2200 ps. Unlike
conventional detectors, the current carried in this photodetector is of a
displacement rather than a conduction nature since it is associated with a
time-varying polarization. This current, by continuity, equals the con-
duction current in the external load.

STAIRCASE STRUCTURES Recently Capasso et al introduced the concept
of a staircase potential (26-30). This innovative structure has several
interesting applications. We shall concentrate on the staircase avalanche
photodiode (APD) (1, 26-30) and on the repeated velocity overshoot
device (31).

Staircase solid-state photomultipliers and avalanche photodiodes Figure
12a shows the band diagram of the graded-gap multilayer material
(assumed intrinsic) at zero applied field. Each stage is linearly graded in
composition from a low (E,,) to a high (E,,) band gap, with an abrupt step
back to low band gap material. The conduction band discontinuity shown
accounts for most of the band gap difference, as is typical of many ITII-V
heterojunctions. The materials are chosen for a conduction band dis-
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continuity comparable to or greater than the electron ionization energy
E,. in the low gap material following the step. The biased detector is shown
in Figure 12b. Consider a photoelectron generated near the p* contact:
The electron does not impact ionize in the graded region before the con-
duction band step because the net electric field is too low. At the step,
however, the electron ionizes and the process is repeated at every stage.
Note that the steps correspond to the dynodes of a phototube. Holes
created by electron impact ionization at the steps do not impact ionize,
since the valence band steps are of the wrong sign to assist ionization and
the electric field in the valence band is too low to cause hole-initiated
ionization. Obviously holes multiply since at every step both an electron
and a hole are created. The gain is M = (2—J)" where ¢ is the fraction of
electrons that do not ionize per stage. The noise per unit bandwidth on
the output signal, neglecting dark current, is given by <i?) = 2el,,M°F,
where I, is the primary photocurrent and F the avalanche excess noise
factor. For the staircase APD F'is given by (30)

o[1—(2—0)""]

F=1
Tt

\_n_
(b)

Figure 12 Band diagram of staircase solid-state photomultiplier. The arrows in the valence
band simply indicate that holes do not impact ionize. (From Reference 30.)
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Note that for small 6, F =~ 1 and is practically independent of the number
of stages. Thus, the multiplication process is essentially noise free. It is
interesting to note that the excess noise of this structure does not follow
the MclIntyre theory of conventional APD’s (21). In a conventional APD
the minimum excess noise factor at high gain (> 10) is two if one of the
ionization rates is zero. The fact that in the staircase APD the avalanche
noise is lower than in the best conventional APD’s (a/f = o) can be
understood as follows: In a conventional APD the avalanche is more
random because carriers can ionize everywhere in the avalanche region,
while in the staircase APD electrons ionize at well-defined positions in
space (i.e. the multiplication process is more deterministic). Note that,
similarly, in a photomultiplier tube the avalanche is essentially noise free
(Fx1).

Finally, the low voltage operation of this device with respect to
conventional APD’s should be mentioned. For a five stage detector and
AE, = E; = 1¢V, the applied voltage required to achieve a gain of about
32 is slightly greater than 5 V. Possible material systems for the imple-
mentation of the device in the 1.3-1.6 um region are AlGaAs/GaSb and
HgCdTe. In a practical structure one should always leave an ungraded
layer immediately after the step having a thickness of the order of a few
ionization mean free paths (4; =~ 50-100 A) to ensure that most electrons
ionize near the step.

In progress toward the staircase APD, which has not yet been
implemented, recently Capasso et al (32) demonstrated experimentally an
enhancement of the «/B (=8) in an AlGaAs/GaAs quantum well super-
lattice. The effect has been attributed to the difference between the con-
duction and valence band discontinuities (AE, > AE,). Thus electrons enter
the well with a higher kinetic energy than holes and have a higher prob-
ability of ionizing. Note that the staircase APD is the limiting case of
this detector since the whole ionization energy is gained at the band
discontinuity. The staircase devices are probably the best example of the
band gap engineering concept.

Repeated velocity overshoot devices Another interesting application of
staircase potentials has been proposed, the repeated velocity overshoot
device (31). This structure offers the potential for achieving average drift
velocities well in excess of the maximum steady-state velocity over dis-
tances greater than 1 um. Figure 13a shows a general type of staircase
potential structure. The corresponding electric field, shown in Figure 135,
consists of a series of high field regions of value E, and width d super-
imposed upon a background field E,. To illustrate the electrical behavior
and design considerations for a specific case, we consider electrons in the
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Figure 13 Principle of repeated velocity overshoot staircase potential and corresponding
electric field. The ensemble velocity as a function of position is also illustrated. (From
Reference 31.)

central valley of GaAs. The background field E, is chosen so that the
steady-state electron energy distribution is not excessively broadened
beyond its thermal equilibrium value, but at the same time the average
drift velocity is still relatively high. For GaAs, an appropriate value would
be around 2.5 kV/cm. At this field, the steady-state drift velocity is
1.8 x 107 cm/s and fewer than 2% of the electrons reside in the satellite
valley. The electron distribution immediately downstream from the high
field region is shifted to higher energy by an amount AW = E,d. (Note
that while the distribution is shifted uniformly in energy, it is compressed
in momentum in the direction of transport.) We choose d so that the
transit time across the high field region is shorter than the mean phonon
scattering time, which is about 0.13 ps in GaAs. The energy step AW is
chosen to maximize the average velocity of the distribution after the step
while still keeping most of the distribution below the threshold energy for
transfer to the satellite valley. In GaAs, the intervalley separation is about
0.3 eV, so an appropriate value of AW would be about 0.2 eV, resulting
in an average velocity of approximately 1 x 10® cm/s immediately after
the step. The momentum decays rapidly beyond the step due to scattering
by polar optical phonons, with the result that the velocity decreases roughly
linearly with distance, as shown in Figure 13¢. During this time the
distribution is broadened considerably in momentum. After the momen-
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Figure 14 Band diagram of a graded-gap repeated velocity overshoot device. (From Ref-
erence 31.)

(b)

tum (and velocity) have relaxed, the distribution requires additional time
to relax to its original energy. Thus, the spacing L between high field
regions must be large enough to allow sufficient cooling of the electron
distribution before another overshoot can be attempted. This is necessary
to avoid populating the high mass satellite valleys. The effect of the result-
ing repeated velocity overshoot shown in Figure 13c is that average drift
velocities greater than the maximum steady-state velocity can be main-
tained over very long distances. A practical way to achieve this device with
graded-gap materials is shown in Figure 14.

Superlattice Band-Gap Grading and Pseudo-Quaternary
Alloys

The growth of graded-gap structures of very short period represents a real
challenge for the MBE crystal grower. In addition to a computer-con-
trolled MBE system, new techniques to achieve very short distance com-
positional grading are necessary. One such technique is the recently intro-
duced pulsed-beam method (33). This technique can be used, for example,
to grow a variable gap alloy by alternately opening and closing the shutters
of aluminum and gallium ovens. The result is an AIAs/GaAs superlattice
with an ultrathin fixed period (~20 A) but a varying ratio of AlAs to
GaAs layer thicknesses. The local band gap is therefore that of the alloy
corresponding to the local average composition, determined by the thick-
nesses of the AlAs and the GaAs. Since the period of the superlattice is
much smaller than the de Broglie wavelengths of the carriers, the material
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behaves basically like a variable gap ordered alloy. Such techniques have
been used recently to grow parabolic quantum wells (34) (Figure 15).
Another interesting example of superlattice alloys are the pseudo-qua-
ternary materials introduced by Capasso et al (35). Such artificial structures
are capable of conveniently replacing GaInAsP semiconductorsin a variety
of applications. The concept of a pseudo-quaternary GalnAsP semicon-
ductor is easily explained. Consider a multilayer structure of alternated
Ga 47In, 53As and InP. If the layer thicknesses are sufficiently thin (typi-
cally a few tens of angstroms) one is in the superlattice regime. As a result,
this novel material has its own band gap, intermediate between that of
Ga, 47Ing 5;As and InP. In the limit of layer thicknesses of the order of a few
monolayers the energy band gap can be approximated by the expression

_ Eg(GaO. 4 7In 0.5 3AS)L(Ga 0.4 7In 0.5 3AS) + EE (InP)L(InP)
- L(Gag.47In, 53As)+ L(InP)

where the L’s are the layer thicknesses.

These superlattices can be regarded as novel pseudo-quaternary
GalnAsP semiconductors. In fact, like Ga,_,In,As,_,P, alloys, they are
grown lattice-matched to InP and their band gap can be varied between
that of InP and that of Ga, 4;Ing 5s;As. The latter is done by adjusting the
ratio of the Ga, 47In, 5;As and InP layer thicknesses. Pseudo-quaternary
GalnAsP is particularly suited to replace variable gap Ga,_,In,As,_,P,.
Such alloys are very difficult to grow since the mode fraction x (or y) must
be continuously varied while maintaining lattice matching to InP.

, 10.
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Figure 15 Compositional structure of parabolic quantum well versus distance from the well
center (only half of the well is shown). The parabolic compositional profile (solid line) is
obtained by growing a superlattice of alternated Al, ;Ga, ;,As and GaAs layers (dashed and
white regions respectively) of varying thicknesses. The numbers at the top of the figure are
the thicknesses of the Al, ;Ga, ;,As layers. (Courtesy of R. C. Miller.)
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Figure 16a shows a schematic of the energy-band diagram of undoped
(nominally intrinsic) graded-gap pseudo-quaternary GalnAsP. The struc-
ture consisted of alternated ultrathin layers of InP and Gag47Ing s3As
and was grown by a new vapor phase epitaxial growth technique, levita-
tion epitaxy (36). Other techniques, such as molecular beam epitaxy or
metallorganic chemical vapor deposition, may also be suitable to grow
such superlattices. From Figure 16a it is clear that the duty factor of the
InP and Gag 4;Ing 5;As layer is gradually varied, while the period of the
superlattice is kept constant. As a result the average composition and band
gap (dashed lines in Figure 16a) of the material are also spatially graded
between the two extreme points (InP and Ga, 4;,In, 5s;As). In our structure
both ten and twenty periods (1 period = 60 A) were used. The InP layer
thickness was decreased linearly with distance, from =50 Ato =54,

60p.471IN0 53AS

InpP

p* i n*tli n- n*
InP SUPERP—GOOA-,Ino.ssAS-—
® | LATTICE
|
|
|
|
w
[y
Q
o
-
(8]
w
T}
w
o DISTANCE

(©

Figure 16 (a) Band diagram of a pseudo-quaternary graded-gap semiconductor. The dashed
lines represent the average band gap seen by the carriers; (b) and (c) are the schematic
structure and the electric field profile of a high-low avalanche photodiode using the pseudo-
quaternary layer to achieve high speed. (From Reference 35.)
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while the corresponding Ga, 47In, s3As thickness was increased to keep
the superlattice period constant (=60 A).

The graded-gap superlattice was incorporated in a long-wavelength
InP/Ga, 4,In, 5;As avalanche photodiode, as shown in Figure 16b. This
device is basically a photodetector with separate absorption (Ga 47Ing 53As)
and multiplication (InP) layers and a high-low electric field profile
(HI-LO SAM APD). This profile (Figure 16¢) is achieved by a thin doping
spike in the ultralow doped InP layer and considerably improves
the device performance compared to conventional SAM APD’s (37). The
Ga, 47In, s3As absorption layer is undoped (n~ 1 x 10! cm~3) and
2.5 um thick. The n* doping spike thickness and carrier concentration
were varied between 500 and 200 A and 1 x 10!7 to 5 x 10'7 cm~3,
respectively (depending on the wafer), while maintaining the same carrier
sheet density (2.5 x 10'2 cm~2). The n* spike was separated from the
superlattice by an undoped 700 to 1000-A-thick InP spacer layer. The p*
region was defined by Zn diffusion in the 3-um-thick low carrier density
(n~ ~ 10' cm~?) InP layer. The junction depth was varied from 0.8 to
2.5 um. Similar devices without the superlattice region were also grown.

Previous pulse response studies of conventional SAM APD’s with
abrupt InP/Gag 47In, 5;As heterojunctions found a long (> 10 ns) tail in
the fall time of the detector due to the piling up of holes at the hetero-
interface (38). This is caused by the large valence band discontinuity
(=0.45 eV). It has been proposed that this problem can be eliminated by
inserting between the InP and Gag 4;Ing s5;As region a Ga,_,In,As,_,P,
layer of intermediate band gap (39). This quaternary layer is replaced in
our structure by the InP/Ga, 4,In, s;As variable gap superlattice. This not
only offers the advantage of avoiding the growth of the critical, inde-
pendently lattice-matched GalnAsP quaternary layer, but also may lead to
an optimum ‘“‘smoothing out” of the valence band barrier for reproducible
high-speed operation. This feature is essential for HI-LO SAM APD’s
since the heterointerface electric field is lower than in conventional
SAM devices.

For the HI-LO SAM APD pulse response measurement we used a 1.55-
um GalnAsP device driven by a pulse pattern generator. Figure 17
shows the response to a 2-ns laser pulse with (a) and without (b) a
1300-A-thick superlattice. Both devices had similar doping profiles and
breakdown voltage (=80 V) and were biased at —65.5 V. At this volt-
age the ternary layer was completely depleted in both devices, and the
measured external quantum efficiency was about 70%. The results of
Figure 17 were reproduced in many devices on several wafers. The long
tail in Figure 17b is due to the pile-up effect of holes, which is associated
with the abruptness of the heterointerface. In devices with the graded-gap
superlattice (Figure 17a) there are no long tails. In these cases the height

95



COMPOSITIONALLY GRADED SEMICONDUCTORS 289

Figure 17 Pulse response of a high-low avalanche detector with pseudo-quaternary layer
(top), and without (bottom), to a 2-ns, A = 1.55-um laser pulse. The bias voltage is —65.5 V
for both devices ; the time scale is 2 ns/div. (From Reference 35.)

of the barrier seen by the holes is no longer the valence band discontinuity
AE,, but

AE = AE,—e¢,L, 11.

where ¢, is the value of the electric field at the InP-superlattice interface
and L is the thickness of the pseudo-quaternary layer. The devices are
biased at voltage such that ¢, > AE,/eL so that AE = 0 and no trapping
occurs. In the devices with no superlattice instead AE is equal to AE, for
every &, so long tails in the pulse response are observed at all voltages.

Conclusions

The previous discussion has illustrated the tremendous flexibility intro-
duced by graded-gap material in heterostructure design. Band gap grading
allows one to literally design and tailor the important transport properties
to a given application (1). The most important characteristic of this band
gap engineering approach is that the electron and hole transport properties
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can be varied independently. Another characteristic is that the energy band
diagram and the associated transport properties can be varied continu-
ously. Thus the band gap can be considered, just as the doping or the layer
thicknesses, as an independent design variable.
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Abstract—New results on the physics of tunneling in qnan(um well
heterostructures and its device ications are di ing a
general review of the field in the Introduction, in the second Secll\.u
resonant tunneling through double barriers is investigated. Recent
cnnﬂlclmg mlerpretatuons of this effect in terms of a Fabry-Perot

or ling are r iled via an analysis of
scattering. It is shown that the rano of the intrinsic resonance width
to the total scattering width (collision broadening) determines which
of the two controls r t li The role of sym-
metry is quantitatively analyzed and two recently proposed resonant
tunneling transistor structures are discussed. The third section deals
with perpendicular transport in superlattices. A simple expression for
the low field mobility in the miniband conduction regime is derived;
localization effects, hopping conduction, and effective mass filtering
are discussed. In the following section, experimental results on tun-
neling superlattice photoconductors based on effective mass filtering
are presented. In the fifth section, negative differential resistance re-
sulting from localization in a high electric field is discussed. In the last
section, the observation of ling in superlat-
tices is reported. We point out a remarkable analogy between this phe-
and par ic spin r . New tunable infrared
semiconductor lasers and wavelength selective d s based on this
effect are discussed.

INTRODUCTION

ETEROJUNCTION superlattices and their transport

properties were first investigated by Esaki and Tsu in
1970 [1]. They predicted negative conductance associated
with electron transfer into the negative mass regions of
the minizone and Bloch oscillations. In 1971, Kazarinov
and Suris theoretically studied the current-voltage (/-V)
characteristic of multiquantum well structures with weak
coupling between wells (tight-binding superlattices) and
predicted the existence of peaks corresponding to reso-
nant tunneling (RT) between the ground and excited states
of adjacent wells [2], [3]. Calculations of RT through
multiple barriers were also presented by Tsu and Esaki
[4], followed in 1974 by the observation of RT through a
double barrier [5]. In 1974, Esaki and Chang observed
oscillatory conductance along the superlattice axis in an
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AlAs/GaAs multilayer unipolar structure [6]. The voltage
period of the oscillations was comparable to the energy
separation between the first two conduction minibands.
This effect was interpreted in terms of RT between adja-
cent quantum wells occurring within an expanding high-
field domain. The following year, Dohler and Tsu [7], [8]
predicted the existence of a new type of negative differ-
ential resistance (NDR) in a superlattice which occurs
when the potential drop across the superlattice period ex-
ceeds the miniband width and the transport mechanism
accordingly changes from miniband conduction to
phonon-assisted tunneling (hopping). Preliminary exper-
imental evidence of this effect was reported shortly after
by Tsu ez al. [9]. Tunneling injection of minority carriers
(electrons) into the resonances of a quantum well and a
superlattice were subsequently observed by Rezek et al.
[10] and by Vojak er al. [11], respectively.

In recent years, there has been a revival of interest in
RT and perpendicular quantum transport in superlattices,
in large part motivated by the impressive progress
achieved in molecular beam epitaxy (MBE). Low inter-
face states densities (<< 10''/cm?) can now be routinely
achieved as demonstrated by high-quality modulation-
doped heterojunctions exhibiting ultrahigh mobility [12].
Heterointerface abruptness is another important factor in
resonant tunneling heterostructures. The interface width
or abruptness (typically a monolayer) of MBE-grown het-
erostructures was shown to be limited by intralayer thick-
ness fluctuations in a pioneering paper by Weisbuch ez al.
[13]. Recently, there has been an important breakthrough
in this area. Madhukar er al. and Sakaki er al. [14], [15]
demonstrated that the interruption of growth between dep-
osition of layers can improve the morphological quality
of the interfaces by allowing the surface kinetic processes
to relax the growth front step density towards the gener-
ally lower step densities found for no growth III-V com-
pound semiconductor surfaces. Essentially, the interrup-
tion of the growth for a few seconds to a few tens of
seconds allows one to reduce the density of monolayer
terraces in the plane of the heterointerfaces. Intralayer
thickness fluctuations caused by such terraces can have a
detrimental effect on resonant tunneling by weakening the
coherence of the interfering electron waves reflected by

0018-9197/86/0900-1853$01.00 © 1986 IEEE
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the two barriers. Intralayer fluctuations, in addition, cause
fluctuations of the energy levels of the wells. As a result,
in a superlattice, the overlap between the states of neigh-
boring wells can be strongly reduced, leading to locali-
zation of the states and to hopping rather than miniband
conduction. Such interrupted growth techniques appear,
therefore, to have considerable potential for quantum de-
vices and are presently widely explored in many labora-
tories.

The static and high-frequency transport characteristics
of double barrier resonant tunneling diodes recently have
been under intense experimental [16]-[22] and theoretical
investigation [23]-[28] following the microwave experi-
ments of Sollner [16], [17]; NDR in chirped superlattices
[29] and in coupled superlattices [30], [31] has also been
reported.

In this paper, we discuss primarily our recent work in
the area of RT and perpendicular transport in superlat-
tices.

In the second section, we discuss the physics of RT.
The distinction between coherent (Fabry-Perot type) and
incoherent (sequential) RT, the role of symmetry and
scattering in determining which of the two RT mecha-
nisms is operational are analyzed quantitatively and sev-
eral RT transistor [32], [33] structures are presented. In
the third section, the different modes of perpendicular
transport in superlattices and the concept of effective mass
filtering [34], [35] are analyzed, along with a discussion
of localization effects. Experimental results on effective
mass filtering are presented and the performance of detec-
tors utilizing this phenomenon are discussed in the fourth
section. The last section deals with the observation of se-
quential resonant tunneling [36] in superlattices and its
applications to lasers and detectors.

II. RESONANT TUNNELING THROUGH DOUBLE BARRIERS

A. The Origin of Negative Differential Resistance
Resonant tunneling through a double barrier occurs
when the energy of an incident electron in the emitter
matches that of an unoccupied state in the quantum well
corresponding to the same lateral momentum. Negative
differential resistance arises simply from momentum and
energy conservation considerations and does not require
the presence of a Fabry-Perot effect. This has been clar-
ified recently by Luryi [25] and is illustrated in Fig. 1.
Consider the Fermi sea of electrons in the degenerately
doped emitter. Assuming that the barriers are free of im-
purities and inhomogeneities, the lateral electron momen-
tum (k,, k,) is conserved in tunneling. This means that for
Ec < Ey < Er (where E is the bottom of the conduction
band in the emitter and Ej is the bottom of the subband in
the QW), tunneling is possible only for electrons whose
momenta lie in a disk corresponding to k., = k, (shaded
disk in the figure) where h*k3/2m* = Eq — Ec. Only those
electrons have isoenergetic states in the QW with the same
k. and k,. This is a general feature of tunneling into a two-
dimensional system of states. As the emitter-base poten-
tial rises, so does the number of electrons which can tun-
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Fig. 1. Illustration of the operation of a double-barrier resonant-tunneling
diode. The top part shows the electron energy diagram in equilibrium.
The middle displays the band diagram for an applied bias ¥ when the
energy of certain electrons in the emitter matches unoccupied levels of
the lowest subband E, in the quantum well. The bottom illustrates the
Fermi surface for a degenerately doped emitter. Assuming conservation
of the lateral momentum during tunneling, only those emitter electrons
whose moments lie on a disk k. = k, (shaded disk) are resonant. The
energy separation between E, and the bottom of the conduction band in
the emitter is given by #k3/2m*. In an ideal diode at zero temperature,

, the resonant tunneling occurs in a voltage range during which the shaded
disk moves down from the pole to the equatorial plane of the emitter
Fermi sphere. At higher ¥ (when k3 < 0), resonant electrons no longer
exist. (From Luryi [25].)

nel: the shaded disk moves downward to the equatorial
plan¢ of the Fermi sphere. For k, = 0, the number of
tunneling electrons per unit area equals m*Eg/wh*. When
E rises above E, then at T = 0O temperature, there are
no electrons in the emitter which can tunnel into the QW
while conserving their lateral momentum. Therefore, one
can expect an abrupt drop in the tunneling current. Of
course, similar arguments of conservation of lateral mo-
mentum and energy leading to NDR apply also to systems
of lower dimensionality, e.g., to tunneling of two-dimen-
sional electrons through a quantum wire and to resonant
tunneling in one dimension.

B. Coherent (Fabry-Perot Type) Resonant Tunneling

Let us now consider the Fabry-Perot effect. In the pres-
ence of negligible scattering of the electrons in the well,
the above NDR effect is accompanied by a resonant en-
hancement of the transmission identical to that occurring
in an optical Fabry-Perot. Physically, what happens is
that the amplitude of the resonant modes builds up in the
quantum well to the extent that the electron waves leaking
out in both directions cancel the reflected waves and en-
hance the transmitted ones. This can lead to much higher
peak currents than in the case when phase coherence of
the electrons waves is destroyed by scattering. In the lat-
ter case, collisions in the double barrier region randomize
the phase of the electron waves and prevent the build up
of the amplitude of the wave function in the well by mul-
tiple reflections. No resonant enhancement of the trans-
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TABLE |
PEAK TRANSMISSION OF A DOUBLE BARRIER Al 3,Ga, 70As/GaAs RT
DIODE, BIASED AT RESONANCE, FOR DIFFERENT EXIT BARRIER THICKNESSES

(Lyg)
LeL Lw Ler TR
&) (&) &)
+50 50 60 osl
50 50 70 085
50 50 80 0994
50 50 100 065

mission is then possible, and the electrons must be viewed
as tunneling into and out of the well sequentially without
preserving the phase coherence of the incident wave.

One should distinguish, therefore, coherent (Fabry-
Perot like) RT from incoherent (sequential) RT. In the
case of coherent resonant tunneling, the peak transmis-
sion at resonance is equal to Tyin/Tax Where Ty, is the
smallest among the transmission coefficients of the two
barriers and Ty, is the largest [23]. It is clear, therefore,
that to achieve unity transmission at the resonance peak,
the transmission of the left and right barriers must be
equal, just like in an optical Fabry-Perot. This crucial
role of symmetry has been discussed in detail by Ricco
and Azbel [23]. Application of an electric field to a sym-
metric double barrier introduces a difference between the
transmission of the two barriers, thus significantly de-
creasing below unity the overall transmission at the res-
onance peaks. Unity transmission can be restored if the
two barriers have different and appropriately chosen
thicknesses; obviously, with this procedure, one can only
optimize the transmission of one of the resonance peaks.
We have theoretically investigated this optimization (see
Table I) in the case of resonant tunneling through the
ground state resonance of a structure consisting of a 50
A GaAs quantum well sandwiched between two
Al 3Gag ;As barriers. The barrier height in this case is 0.2
eV (taking AE. = 0.57AE, for the conduction band dis-
continuity). The ground state resonance lies at 69.04 meV
from the bottom of the quantum well. Consider electrons
at the bottom of the conduction band in themitter layer.
When a bias =2FE)/e is applied to the double barrier,
electrons can resonantly tunnel through the double bar-
rier. The peak transmission (as a function of voltage) is
not unity, but 0.343. This is because the exit barrier be-
comes lower, and therefore has a higher transmission, un-
der application of the electric field, than the input barrier.
Unity transmission can be restored by making the exit
barrier thicker as illustrated in Table I. Note that the
transmission at resonance increases as the exit barrier is
made thicker and reaches unity when the thickness is =80
A. :

C. The Role of Scattering: Incoherent (Sequential)
Resonant Tunneling

RT through a double barrier has been 1nvcst|gated ex-
perimentally by many researchers [5], [16]-[22]. All of
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these investigations assumed that a Fabry-Perot type en-
hancement of the transmission was operational in such
structures. However, as previously discussed, the obser-
vation of NDR does not imply a Fabry-Perot mechanism.
Other types of tests are necessary to show the presence of
a resonant enhancement of the transmission, such as the
dependence of the peak current on the thickness of the exit
barrier discussed in the previous section.

Scattering can considerably weaken the above enhance-
ment of the transmission. A lucid discussion of this point
has been recently given by Stone and Lee [37] in the con-
text of RT through an impurity center. Unfortunately,
their work has gone unnoticed among workers in the area
of quantum well structures. Their conclusions can also be
applied to the case of RT through quantum wells and we
shall discuss them in this context.

To achieve the resonant enhancement of the transmis-
sion (Fabry-Perot effect), the electron probability density
must be peaked in the well. Therefore, it takes a certain
time constant to build up the steady-state resonant prob-
ability density in the well, i.e., to achieve high transmis-
sion at resonance. This time constant 7, is on the order of
hIT, where T, is the full width at half maximum of the
transmission peak. Collisions in the double barrier tend
to destroy the coherence of the wavefunction, and there-
fore the electronic density in the well will never be able
to build up to its full resonant value. If the scattering time
7 is much shorter than 7, the peak transmission at reso-
nance is expected to be decreased by the ratio 7o/7. The
scattering time 7 is simply the reciprocal of the total scat-
tering rate, and thus includes both elastic scattering by
carriers, impurities, and nonhomogeneities in the layer
thicknesses (terraces) and inelastic scattering by phonons.
In their treatment of one-dimensional resonant tunneling,
Lee and Stone [37] only considered the effect of inelastic
collisions on-the transmission. It should be clear that their
main physical conclusions are also valid if elastic colli-
sions are added since every type of collision tends to pre-
vent the resonant build up of the wavefunction in the well.
The principal effects of collisions are to decrease the peak
transmission by the ratio 7o/(7y + 7) and to broaden the
resonance. In addition, the ratio of the number of elec-
trons that resonantly tunnel without undergoing collisions
to the number that tunnel after undergoing collisions is
equal to 7/7y [37]. To summarize, coherent resonant tun-
neling is observable when the intrinsic resonance width
(= h/1p) exceeds or equals the collision broadening (= h/
7). In the other limit, electrons will always tunnel through
one of the intermediate states of the well, but they will do
it incoherently without resonant enhancement of the trans-
mission. We shall apply now the above criterion to RT
through AlGaAs/GaAs double barrier recently investi-
gated in many experiments.’

Consider a 50 A thick GaAs well sandwiched between
two Alg 30Gag 70As barriers. Table II shows the ground
state resonance widths T, (full width at half maximum of
the transmission curve) calculated for different values of
the barrier thicknesses Lp (assumed equal). Note the
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strong dependence of I', on Lp. This is due to the fact that
T', is proportional to the transmission coefficient of the
individual barriers which decreases exponentially with in-
creasing Lg. The case Ly = 50 A corresponds to the mi-
crowave oscillator recently reported by Sollner [17].

Because of dimensional confinement in the wells and
because the wells are undoped, one can obtain a good es-
timate of the scattering time of electrons in the wells from
the mobility of the two-dimensional electron gas (in the
plane of the layers), measured in selectively doped Al-
GaAs/GaAs heterojunctions [12]. For state-of-the-art se-
lectively doped AlGaAs/GaAs heterojunctions, the elec-
tron mobility at 300 K is =7000 cm®/s - V. From this
value, we can infer an average scattering time =3 X
107" s which corresponds to a broadening of =2 meV.
In Table II, we have also plotted the ratio of the resonance
\yidth T, to the collision broadening I'... For the 50 and 70
A barrier case, the resonance width is much smaller than
the collision broadening so that, by the previously dis-
cussed criterion, there is very little resonant enhancement
of the transmission via the Fabry-Perot mechanism at 300
K. However, the latter effect should become visible in
structures with thinner barriers <30 A, as seen from Ta-
ble II. Consider now a temperature of 200 K; from the
mobility (=2 x 10* cm?/s - V) [12], one deduces 7 = 1
ps which corresponds to a broadening of =0.67 meV.
This value is comparable to the resonance width for a bar-
rier width of 50 A. This implies that in Sollner’s micro-
wave oscillators [17] (which operated at 200 K), coherent
resonant tunneling effects were probably present. This is
definitely not the case for the mixing and detection ex-
periments performed up to terahertz frequencies in double
barrier RT structures with L, = Ly = 50 A, x = 0.25-
0.30 at a temperature of 25 K. In this case, the well was
intentionally doped to =10'" cm™> which would corre-
spond to a mobility of =3000 cm?/s - V which gives a
collision broadening of 4 meV which is significantly larger
than the resonance width. Thus, in this case, electrons are
tunneling incoherently (i.e., sequentially) through the
double barrier. A similar conclusion has been reached by
Luryi [25] based on a calculation of the intrinsic RC time
constant of RT double barriers.

Finally, in Table II, we have estimated I',/T", for a tem-
perature of 77 K. State-of-the-art mobilities in selectively
doped interfaces exceed 10° cm?/s - V so that scattering
times are typically longer than 1 ps and the broadenings
are less than 0.5 meV. Thus, coherent RT will signifi-
cantly contribute to the current for barrier widths <70 A
and dominate for Ly < 30 A. The values of T',/T', at 70
K in Table II were obtained using a mobility of 3 x 10°
cm?/s - V [12].

The situation appears to be different in the case of AlAs/
GaAs double barrier with well widths of 50 A. The con-
fining barriers in this case are much higher (=1.35 eV)
[21], and for barrier thicknesses in the 30-70 A range,
the resonance widths are <1072 meV. Thus, coherent RT
is negligible at room temperature, but is expected to be-
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TABLE 11
RESONANCE AND CoLLisION WIDTHS OF Al 10Gag 70As/GaAs RT DIODE
(AT ZERO BIAS) FOR DIFFERENT BARRIER THICKNESSES

Lw Lg r, T, /T, (3 RESONANCE WIDTH/COLLISION BROADENING)
(R) () (mev) 300 K 200 K 70 K
50 70 128 x 1072 6 x1073 193 x 1072 26 x 107
50 50 15 x107 75 x 1072 226 x 107! 308
50 30 176 88 x10" 132 362
50 20 603 302 456 12402
J

come dominant at 70 K for Ly < 70 A in high-quality

double barriers.

D. Resonant Tunneling Transistors

From the considerations previously developed, it is
clear that in order to achieve near unity transmission at
all the resonance peaks, the trarismission of the left and
right barriers must be equal at all the quasi-eigenstate
energies and the collisional broadening must be much
smaller than the intrinsic resonance widths of all reso-
nances. Let us assume that the latter condition is satisfied
by appropriately choosing the double barrier height and
dimensions and the operating temperature. The first con-
dition, on the other hand, can never be satisfied if the
tunneling is induced by applying a field to the double bar-
rier, as previously discussed. To overcome this problem,
recently Capasso and Kiehl [32] have proposed a new
class of structures where resonant tunneling through a
symmetric double barrier is achieved not by applying an
electric field to the barriers, but by minority carrier high-
energy or ballistic injection. This method does not alter
the transmission of the two barriers, and therefore should
lead to near unity transmission at all resonance peaks and
to larger negative conductance and peak-to-valley ratios
than conventional resonant tunneling structures.

Fig. 2 shows the band diagram of one of the devices.
The structure is a heterojunction bipolar transistor with a
degenerately doped tunneling emitter and a symmetric
double barrier in the base. The collector current as a func-
tion of the base-emitter voltage Vpp exhibits a series of
peaks corresponding to resonant tunneling through the
various quasi-stationary states of the well. Multiple neg-
ative conductance in the collector circuit can therefore be
achieved.

An alternative injection method is the abrupt or nearly
abrupt emitter which can be used to ballistically launch
electrons into the quasi-eigenstates with high momentum
coherence. As Vg is increased, the top of the launching
ramp eventually reaches the same energy of the quasi-ei-
genstates so that electrons can be ballistically launched
into the resonant states [Fig. 3(a)].

To achieve equally spaced resonances in the collector
current, the rectangular quantum well in the base should
be replaced by a parabolic one [Fig. 3(b)]. Parabolic
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Fig. 2. Band diagram of resonant tunneling transistor (RTT) with tunnel-
ing emitter under different bias conditions: (a) in equilibrium, (b) reso-
nant tunncling through the first level in the well, (c) resonant tunneling
through the second level. (Not to scale.)

(a)

Fig. 3. (a) Band diagram of RTT with graded emitter (at resonance). Elec-
trons are ballistically launched into the first quasi-cigenstate of the well.
(b) RTT with parabolic quantum well in the base and tunncling emitter.
A ballistic emitter can also be used. (¢) RTT with superlattice basc. (Not
to scale.)

quantum wells have been recently realized in the AlGaAs
system [38]. Assuming the depth of the parabolic well in
the conduction band to be 0.34 eV (corresponding to
grading from Al 45Gag ssAs to GaAs) and its width to be
200 A, one finds that the first state is at an energy of 32
meV from the bottom of the well and that the resonant
states are separated by =64 meV. This gives a total of
five states in the well.

Finally, in Fig. 3(c), we illustrate another application,
that of studying high-energy injection and transport in the
minibands of a superlattice, using ballistic launching or
tunnel injection.

These new functional devices, because of their multiple
resonant characteristic, can have potential for multiple-
valued logic applications. In addition, by combining a
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Fig. 4. Schematic cross section of the proposed surface resonant tunncling
device structure and band diagram along the z direction. Thicknesses of
the two undoped GaAs layers outside the double-barrier region should
be sufficiently large (21000 A) to prevent the creation of a parallel
conduction path by the conventional (bulk) resonant tunncling. £, is the
bottom of the 2D subband separated from the classical conduction band
minimum by the encrgy of the zero-point motion in the v direction: £,
is the bottom of the 1D subband in the quantum wire. separated from £,
by the confinement cnergy in the o direction. In the operating regime.
the Fermi level E; lies between E, and Ej).

number of these transistors in a parallel array. an ultra-
high speed (~20 GHz) analog-to-digital converter could
be realized [39].

Recently, Yokohama et al. [40] have demonstrated a
unipolar resonant tunneling hot electron transistor in
which the double barrier is placed in the emitter of an
unipolar structure. Negative conductance has been
achieved at 77 K, controlled by the base-emitter voltage.

Luryi and Capasso-[33] described another type of RT
transistor. The main difference compared to the previous
bipolar device is that the structure is unipolar. In addition.
the QW is linear rather than planar and the tunneling is of
2D electrons into a 1D density of states. Fig. 4 shows the
schematic cross section of the proposed device. It consists
of an epitaxially grown undoped planar QW and a double
AlGaAs barrier sandwiched between two undoped GaAs
layers and heavily doped GaAs contact layers. The work-
ing surface defined by a V-groove etching is subsequently
overgrown epitaxially with a thin AlGaAs layer and is
gated. Application of a positive gate voltage V induces
2D electron gases at the two interfaces with the edges of
undoped GaAs layers outside the QW. These gases will
act as the source (S) and drain (D) electrodes. At the same
time, there is a range of V; in which electrons are not yet
induced in the ‘‘quantum wire'" region (which is the edge
of the QW layer) because of the additional dimensional
quantization. The operating regime of eur device is in this
range. Application of a positive drain voitage V, brings
about the resonant tunneling condition, and one expects
an NDR in the dependence /(Vp). What is more interest-
ing is that this condition is also controlled by V. The
control is affected by fringing electric fields: in the oper-
ating regime, an increasing V; > 0 lowers the electro-
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static potential energy in the base with respect to the em-
itter—nearly as effectively as does the increasing V), (this
has been confirmed by solving the corresponding electro-
static problem exactly with the help of suitable conformal
mappings). At a fixed V; having established the peak of
I(V)5), we can then quench the tunneling current by in-
creasing V. This implies the possibility of achieving neg-
ative transconductance—an entirely novel feature in a
unipolar device. A negative-transconductance transistor
can perform the functions of a complementary device
analogous to a p-channel transistor in the silicon CMOS
logic. A circuit formed by a conventional n-channel field-
effect transistor and our device can act like a low-power
inverter in which a significant current flows only during
switching. This feature can find applications in logic cir-
cuits.

I1I. PERPENDICULAR TRANSPORT IN A SUPERLATTICE:
MINIBAND CONDUCTION, LOCALIZATION, AND HOPPING

In a superlattice, the barrier thicknesses become com-
parable to the carrier de Broglie wavelength; thus, the
wavefunctions of the individual wells tend to overlap due
to tunneling and an energy miniband of width 2A is
formed [1]. The width 2A is proportional to the tunneling
probability through the barriers which, for rectangular
barriers and not too strong coupling between wells, can
be approximated by

8m’*

T, = exp| — h—; (AE. - E;.) Ly (€))

in the case of electrons and

8mp)
- R - Em | @

in the case of heavy holes where m and mjj, are the elec-
tron and heavy hole effective masses, AE, and AE,, are the
conduction and valence band discontinuities, E; , and E;
are the bottom of the ground state electron and heavy hole
minibands, and Ly is the barrier thickness. The miniband
width and, of course, the miniband energies can be cal-
culated rigorously by solving Schroedinger’s equation
[41].

The above picture assumes a perfect superlattice, with
no thickness or potential fluctuations and no scattering by
either impurities or phonons. In reality, one must contend
with such fluctuations and with the unavoidable presence
of scattering. Such effects tend to disturb the coherence
of the wavefunction and the formation of extended Bloch
states which give rise to the miniband picture and have
profound effects on perpendicular transport.

Consider first the weak electric field limit in which the
potential energy drop across the superlattice period is
smaller than the miniband width. Transport then proceeds
by miniband conduction if the low-field mean free path of
the carriers appreciably exceeds the superlattice period

Ty = exp
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[1], [6]. Palmier and Chomette [42] have studied this
transport regime and calculated scattering rates for differ-
ent scattering mechanisms, but did not give any simple
analytical expression for the mobility.

It is easy to derive a phenomenological expression of
the mobility u; along the superlattice axis. Let us consider
for simplicity a one-dimensional model and describe the
band structure along the superlattice axis by the energy
dispersion relationship [1]

E(k) = A[l — cos k;d] 3)
in which k, is the component of the wavevector parallel
to the superlattice axis and d is the superlattice period.

The average group velocity along the superlattice axis
(drift velocity) is obtained from (3):

1 dE Ad -
vy = |- — = — sin (k;d) 4
! <h dkll)k:kfn h ' ¢ )'

where k; is the steady-state average wavevector obtained
from the momentum rate equation
dk hk
- =0
dt T

where F is the electric field and 7 is the relaxation time
for the momentum p; = hky. Substituting (3) and (5) in

(4), one obtains
o, = A (eFr
=7, i 7 .

For small electric fields (mobility regime), (6) reduces
to

h ©)

(6)

eAd’r
Uy = I (@)
The mobility p is then
eAd?
B T T (8)

Note that #°/Ad? represents the band-edge effective
mass in the direction parallel to the superlattice axis, as
can be seen using (3) and the definition

"
TE
dk?/ k=0

mjf = ©)

There are several important conclusions to be drawn
from (8). Since the mobility is proportional to the mini-
band width, and the latter is proportional to the transmis-
sion coefficient of the superlattice, pu; decreases strongly
with increasing barrier and well thicknesses [42]. It fol-
lows that p; can be varied over a wide range by slight
variations of the barrier and well layer thicknesses. Fur-
thermore, for superlattices in which the barriers seen by
holes are not much lower than those seen by electrons
(which occurs,in many heterojunctions), the electron mo-
bility ., can be made much greater than g, since the
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tunneling probability depends exponentially on the effec-
tive mass [see (1) and (2)]. This implies that the super-
lattice can act as a filter for effective masses [34], [35] by
easily transmitting the light carriers (electrons) and effec-
tively slowing down the heavy carrier (heavy hole). In
fact, it will soon be clear that heavy holes in most prac-
tical cases remain localized in the quantum wells.

Once 7 is known, one can obtain p; from (8). One can
get, nevertheless, a rough estimate of u, by assuming that
7 in (8) is not too different from 7 in an alloy with a com-
position equal to the average composition of the superlat-
tice. The smaller the superlattice period, the better this
approximation is. If the mass and the mobility u,, of this
alloy are known, one can then obtain an estimate of g
from

2
py = m 2 Ha- (10

Consider the case of an Alg 4gIng 5;As/Gay 47109 53As su-
perlattice with 35 A wells and 35 A barriers. The width
of the first miniband is 17 meV [35] and d = 70 A. For
M oftheetecronss WE Can take the mean between the masses
of the two constituents [42], i.e., =0.06myg, and for u,,
estimate =~ 3000 cm?/s + V at 300 K. One then obtains g,
= 990 cm?/s - V for the electron mobility.

As the barrier thickness increases, the miniband width
2A decreases exponentially. The maximum group veloc-
ity in the miniband (v,, = Ad/h) and the mobility de-
crease proportionally with the bandwidth. The relaxation
time, however, is practically independent of d since it is
dominated by intralayer processes. Eventually, vp.,7,
which is always greater than the mean free path A, be-
comes smaller than d even for an ideal superlattice with-
out layer thickness or compositional fluctuations [7]. This
can be written approximately as

Ad

7 r<d (11
from which it follows

hiT > A, (12)

i.e., the collision broadening is greater than the miniband
width, which also implies that N\ < d. If this condition or
the one on the mean free path is satisfied, the states of the
superlattice are no longer Bloch waves, but are localized
in the wells along the direction perpendicular to the layer
(the states, however, will be, in general, always delocal-
ized in the plane of the layers). As discussed in the Intro-
duction, localization may typically arise as a result of in-
tralayer and interlayer thickness fluctuations and alloy
disorder which cause fluctuations of the energies of the
quasi-eigenstates of the wells. If this nonhomogeneous
broadening exceeds the intrinsic miniband width, there are
no Bloch states, and again the wavefunction becomes lo-
calized in the wells [34], [35]. From the previous discus-
sion, it should be clear that phonon scattering alone, if
sufficiently strong, can induce localization.
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It is important to note that this type of localization oc-
curring in superlattices is of the Anderson type [43] and
has profound effects on perpendicular transport. In fact,
in this case, conduction proceeds by phonon-assisted tun-
neling (hopping) between adjacent layers. For super-
lattices of III-V materials such as Alg4glng s;As/
Gay 47Iny 53As, AlGa, - As/GaAs, InP/Gag 47Ing s3As and
equal barrier and well thicknesses, it is easily shown,
using the above criterion, that localization of the electrons
occurs when d is on the order of or exceeds 100 A .

Heavy holes, on the other hand, in these and most other
superlattices become localized for much smaller d (=15
A) due to their much larger effective mass. This implies
a much smaller miniband width than electrons, so that the
localization criterion is very easily satisfied. A superlat-
tice therefore tends to selectively localize carriers, acting
as an effective mass filter.

The mobility perpendicular to the layers then cannot be
described by (8) and becomes very small. Several authors
have investigated this case. In the limit of strong local-
ization where one can neglect transitions other than those
between adjacent wells, the mobility is given by [44]

ed’

W= ﬁ(W) (13)

where (W) is the thermodynamically averaged phonon-
assisted tunneling rate between adjacent wells, which is
proportional to the tunneling probability.

The concept of effective mass filtering is, of course,
also valid in the case where conduction occurs by phonon-
assisted tunneling since the electron hopping mobility is
much larger, in general, than that of heavy holes.

At high electric fields (approaching ~ 10° V/cm), heavy
holes, however, tend to be much less localized than at low
fields, due to hot carrier effects and barrier lowering (en-
hanced thermionic emission) which dramatically increase
the tunneling probability and reduce the filtering effect of
the superlattice. This phenomenon was observed by Ca-
passo et al. [45] in transport through a graded gap chirped
superlattice and was theoretically investigated by Weil and
Winter [46].

IV. EFFECTIVE MAss FILTERING: TUNNELING
PHOTOCONDUCTORS

The effective mass filtering effect associated with the
large difference between the tunneling rates of electrons
and holes gives rise to a new type of photoconductivity
of quantum mechanical origin [34], [35]. The underlying
mechanism of this effect is illustrated in Fig. 5 which
shows the band diagram of the superlattice photoconduc-
tor with applied bias. Photogenerated (heavy) holes re-
main relatively localized (their hopping probability is
negligible), while photoelectrons and those injected by the
n* contacts are transported through the superlattice by
phonon-assisted tunneling [Fig.-5(a)] or miniband con-
duction [Fig. 5(b)], depending on whether the electronic
states are localized or not. This effective mass filtering
effect produces a photoconductive gain given by the ratio
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Fig. 5. Band diagram with applied bias of the superlattice detector and
schematic illustration of effective mass filtering in the case of (a) phonon-
assisted tunneling between the wells and (b) miniband conduction.

of the electron lifetime 7 (which defines the response time
of a photoconductor) to the electron transit time (s, = L/
u.F). The latter increases exponentially with the barrier
thickness and is also sensitive to the well thickness [see
(8) and (13)]. It follows that the gain (=7/t,) and gain-
bandwidth product (=1/t,) of these novel photodetectors
can be easily tuned over a very wide range by varying the
superlattice period and/or the duty factor, a unique feature
not available in conventional photoconductors. The ad-
vantage of the scheme of Fig. 5(b) over that of Fig. 5(a)
is that electrons can attain much higher mobilities if the
miniband is sufficiently wide. Much shorter transit times
and greater gain-bandwidth products (several gigahertz)
should therefore be attainable.

In conventional photoconductors, the current gain is
given by the ratio of the electron and hole velocities if the
lifetime exceeds the hole transit time. In the opposite case,
instead, the gain is given by the ratio of the lifetime to
the electron transit time. This means that the current gain
and also the speed of the photoconductor are controlled
by bulk material properties such as mobilities and life-
times. In superlattice quantum photoconductors, instead,
the gain is in general controlled by the lifetime-to-elec-
tron transit time ratio since holes are localized in the wells.

Effective mass filtering was recently demonstrated by
Capasso et al. [34], [35]. The structures were grown on
(100)n -InP and consist of an undoped (n = 5 X 10"
cm™?) Alglng sAs (35 A)/Gag 47Ings3As (35 A) 100
period superlattice sandwiched between two degenerately
doped n* (2 X 10'8/cm®) 0.45 pm thick Gag 47Ing s3As
layers.

Fig. 6 illustrates the spectral dependence of the optical
gain at different bias voltages, with the top of the device
positively biased with respect to the substrate. The optical
gain is glvcn by Gy = (hv/e) (I/P,) where [ is the photo-
current, Py is the incident optical power, I/P, is the re-
sponsivity, hv is the photon energy, and e is the electronic
charge. G, can also be expressed as the product of the
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Fig. 6. Spectral response of the effective mass filter at different biases with-
positive bias polarity with respect to the substrate. The arrows indicate
the bandgaps of the bulk and superlattice layers of the detector.

external quantum efficiency n and the current gain. The
optical gain is extremely sensitive to the applied bias and
increases by orders of magnitude as the voltage is in-
creased by a few millivolts, reaching values well in ex-
cess of 10° at 1.4 V. Note that at bias as low as 5 mV,
corresponding to an electric field of 66 V/cm, there is al-
ready a sizable current gain since the optical gain = 10 at
A < 1.4 um. The external quantum efficiency can be es-
timated from the layer thicknesses and absorption con-
stants to be =0.14 at A = 1.2 pum. Thus, the room-
temperature spectral response curve at 2 X 107° V cor-
responds to the onset of current gain. At photon energies
>0.82 eV at 300 K, there is a step-like increase corre-
sponding to the onset of the absorption in the superlattice,

e., to photoexcitation from the heavy hole miniband to
the ground-state electron miniband. This transition de-
fines the superlattice bandgap. Its theoretical value, in-
dicated by the arrows, was obtained by adding to the
Ga, 47Ing 53As bulk bandgap the energies of the bottom of
the ground-state electron and hole minibands (0.137 and
0.034 eV, respectively) [34]. For the band offsets, the
experimental values AE. = 0.5 eV and AE, = 0.23 eV
were used. Good agreement with the experiment is ob-
served. The low-energy portion of the photoresponse
curve between 0.7 and 0.82 eV is due to photocarriers
which are photogenerated in the top and bottom n*-
Gay 47Ing 53As layers (E, = 0.73 eV at 300 K) and diffuse
to the superlattice region where they are collected. The
low-temperature curve (70 K) reveals more clearly the su-
perlattice effects.

In Fig. 7, we have plotted the measured responsivity (//
P,) versus voltage for opposite bias polarities (with re-
spect to the substrate) at A = 1.2 um on a semilog scale
and on an expanded linear scale at very low biases in the
inset. The responsivity is linear with voltage up to =0.2
V. Above 0.2 V, the asymmetry with opposite bias po-
larity becomes significant. This is due to the nonuniform
photoexcitation of the superlattice and in part also- to the
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Fig. 7. Effective mass filter responsivity as a function of bias (for opposite
polarities with respect to the substrate) at X = 1.2 um. The inset shows
the responsivity at very low voltages on an expanded scale.

(100]

Fig. 8. Transmission electron micrograph of two superlattices used as ef-
fective mass ﬁllersi Alg 45ng 5,As (23 A)/Gayg 47lng 53As (49 A) (left):
Al 48lng s2As (35 A)/Gag 49In, 53As (35 A) (right).

observed asymmetry in the dark /-V. The latter is attrib-
uted to microscopic differences, observed by transmission
electron microscopy, between the top and bottom super-
lattice/Gag 47Ing 53As interfaces. The responsivity is = 10°
A/W at 0.3 V and then tends to saturate at =4 x 10°
A/W for positive polarity. This corresponds to an internal
current gain of =2 X 10%. Note that significant respon-
sivities (=50 A/W) are obtained at voltages as low as 20
‘mV. From measurements of the responsivity as a function
of the light modulatlon frequency, we determined a re-
sponse time 7 = 1073

We also found that thc responsivity decreased nearly
exponentially with temperature in the range 300-70 K. In
addition, the optical gain strongly decreased in structures
with thicker barriers (70 A) and no current gain was ob-
served for barrier thicknesses =100 A. These features
clearly indicate that transport is controlled by phonon-as-
sisted tunneling. The wells are coupled because of the
small layer thickness (35 A) so that the quantum states
tend to form minibands. The calculated widths of the
ground-state electron and hole minibands are, respec-
tively, 17 and 0.23 meV [34]. Transmission electron mi-
croscopy studies in the present superlattice [Fig. 8(a)]
indicate that the interfaces are abrupt within two mono-
layers, thus causing estimated fluctuations of the energy
of the ground-state minibands on the order of (in the case
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of electrons) or greater (in the case of holes) than the mini-
band widths. If one also considers compositional fluctua-
tions and collisional broadening (=5 meV), it can easily
be shown that in our superlattices, the previously dis-
cussed localization criteria are satisfied for both the elec-
tron and hole states.

The photocurrent-voltage characteristic is described by

I = (enPy/hv) (p TV/L?). (14)
The second factor in parentheses is the photoconductive
gain. Fitting the linear part of the experimental respon-
sivity (I/Pg) curve (inset of Fig. 7) with (14), we obtain
for the mobility p, = 0.15 cm?/s - V. Such low mobility
is expected for phonon-assisted tunneling conduction. Re-
cent calculations [44] and conductivity measurements [47]
in AlGaAs/GaAs superlattices find a mobility comparable
to ours for a comparable superlattice period. Additional
strong evidence for hopping electron conduction comes
from the observed temperature dependence of the quan-
tum efficiency. This decreases strongly with decreasing
temperature since the phonon-assisted tunneling probabil-
ity decreases with the number of available phonons. The
electron hopping rate by thermionic emission across the
barriers is negligible compared to the tunneling rate, due
to the large A E /kT.

There are several mechanisms that in a superlattice can
lead to a large enhancement of the lifetime with values of
7 on the order of those deduced in our structures. A re-
duced spatial overlap between electron and hole states can
be, in this respect, an important factor. For example, the
slow carrier (hole) can be captured by a defect state in the
wide gap barriers. In particular, AlGaAs and Al 45In; 5,As
layers may contain relatively large densities of defects.
Recombination with an electron will occur then through
phonon-assisted electron tunneling into the barrier. This
indirect recombination process has a very small probabil-
ity, leading to long lifetimes [34].

The AllnAs/GalnAs photoconductors were also char-
acterized from the point of view of noise performance.
The noise equivalent power (NEP) was found to have a
minimum at —0.2 V bias. This corresponds to =1.4 X
107" W. The corresponding detectivity D* at 1 kHz
modulation frequency and A = 1.3 um is =10" (cm -
Hz'*/W). These are the highest gain and lowest noise
photoconductors achieved at such low bias.

We have also observed effective mass filtering in
Al 35Gag 75As/GaAs MBE-grown photoconductors hav-
ing similar layer thickness. The current gain and the re-
sponse time are comparable to those measured in the
Al 48Ing 5,As/Gag 47Ing s3As photoconductors.

Effective mass filtering associated with miniband con-
duction of electrons was observed recently by us in a for-
ward-biased superlattice p-n junction [35]. The énergy
band diagram is illustrated in Fig. 9(a). The undoped n-
type, 7200 A thick, Al 4gIng 5;As/Gag 47Ing 53As super-
lattice had 23 A thick barriers and 49 A thlck wells [Flg
8(a)] and is sandwiched between a p* and an n”
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Fig. 9. Schematic energy band diagram of the superlattice p-n junction in
equilibrium (a), at a forward bias voltage equal to the built-in potential
(flat band) (b). beyond flat band (¢). Shown also is the effective mass
filtering mechanism.

Gag 47Ing s3As layer. Rigorous calculations, which in-
clude nonparabolicities, show that the energies of the bot-
tom of the ground state electron and hole minibands are
90 and 20 meV, respectively [35]. The calculated width
of the electron ground-state miniband is 30 meV and is
greater than the combined compositional nonhomoge-
neous broadening due to the fluctuations and collision
broadening due to phonons (=10 meV). Electron trans-
port perpendicular. to the layers occurs, therefore, by
miniband conduction.

The situation is very different for holes. The ground-
state heavy-hole miniband is only 0.7 meV wide, which
is much smaller than nonhomogeneous and collisional
broadening. Thus, holes are localized perpendicular to the
layers and are transported by hopping between adjacent
wells.

For forward bias voltages smaller than the built-in volt-
age (=0.65 V), the p-n junction acts like a photodiode
and, as the forward bias is increased, the quantum effi-
ciency is expected to decrease and reach a minimum near
flat band conditions [Fig. 9(b)]. As the forward bias is
further increased, the electric field inside the device
changes sign and the direction of motion of the photocar-
riers is reversed [Fig. 9(c)]. Now electrons (holes) drift
in the same direction as the electrons (holes) injected from
the contact regions; in other words, the photocurrent has
the same direction as the dark current. Thus, one can ob-
serve photoconductivity and photoconductive current gain
by effective mass filtering.

This is precisely what is found experimentally (Fig. 10).
As the forward bias is increased, the responsivity de-
creases and reaches a minimum at V = V,;. For V > V;,
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Fig. 10. Responsivity as a function of forward bias voltage at A = 1.2 um
and T = 70 K of superlattice effective mass filter p-n junction. The inset
shows the frequency response of the structure in the high photoconduc-
tive gain region (0.86 V bias). .

the photocurrent changes sign and the responsivity in-
creases by orders of magnitudes. The large value of the
responsivity clearly indicates the presence of high pho-
toconductive gain. The inset of Fig. 10 shows the fre-
quency response of the photoconductor at +0.86 V bias.

Detailed studies of the photocurrent and of the spectral
response at different temperatures and in samples with dif-
ferent superlattice barrier thicknesses show very clearly
that the mechanism responsible for photoconductive gain
is effective mass filtering. The current gain was found to
increase with decreasing temperature (opposite to what
occurs in the samples with phonon-assisted tunneling
electron conduction). This is a manifestation of band-like
electron transport described by a relaxive mobility (mini-
band conduction) discussed in a previous section [see (8)].

V. NEGATIVE DIFFERENTIAL RESISTANCE IN THE
TRANSITION FROM MINIBAND CONDUCTION TO HOPPING

So far we have only considered situations in which the
voltage drop across the superlattice period is smaller than
the miniband width. In this case, whether the electronic
states are localized or not depends on the magnitude of
the broadening (collisional plus that due to disorder) rel-
ative to the miniband width. Localization, nevertheless,
can also occur in a structurally perfect superlattice if the
energy potential drop across the superlattice period ex-
ceeds the width of the miniband. This is because the over-
lap between the states of neighboring wells which pro-
duces a band is greatly reduced when this condition is
met. When this occurs, there is a corresponding transition
from band-like conduction to phonon-assisted tunneling
(hopping) conduction between the localized states of the
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Fig. 11. Photocurrent versus reverse bias ina p'in' device with superlat-

tice in the i layer. Negative differential resistance occurs when the po-
tential drop across the superlattice period exceeds the miniband width.

wells. This gives rise to NDR since, with increasing elec-
tric field, the spatial overlap between the states of neigh-
boring wells decreases, thus decreasing the mobility and
the current [7], [8].

The same mechanism can, of course, give rise to NDR
in the photocurrent versus voltage characteristic of re-
verse-biased p-n junctions or Schottky diodes with a su-
perlattice in the high field region, provided the recombi-
nation rate of carriers in the superlattice is not negligible
compared to the photogeneration rate. The photocurrent
can then be written as I, = eAGuT where A is the sample
area, v is the drift velocity, G is the generation rate, and
7 is the lifetime and where we have assumed for simplicity
that conduction is dominated by one type of carrier. The
drift velocity v decreases strongly with increasing field F
when the previously stated condition eFd > 2A is satis-
fied, giving rise to NDR in the photocurrent-voltage char-
acteristic.

The first evidence of this effect was given by Tsu ez al.
[9] who observed negative conductance in the photocur-
rent of a Schottky barrier on AlAs/GaAs superlattices. We
have also found this effect in the AlInAs/GalnAs super-
lattice p-n junctions discussed in the previous section and
in other structures of the same material with ultrathin bar-
riers [48].

The photocurrent versus reverse bias voltage was mea-
sured at different temperatures. The incident optical power
was kept low (<5 nW). No NDR is observed at temper-
atures between 150 and 300 K. Below 150 K, a distinct
peak develops in the. photocurrent versus voltage charac-
teristic. Fig. 11 shows representative curves at 70 K at A
= 10 um and 1.43 pum. The superlattice is transparent to
these wavelengths so that light is absorbed only in the two
contact regions. Photogenerated carriers diffuse to the su-
perlattice and enter the high field region with thermal
energies (i.e., at the band bottom). In the discussion that
follows, we shall only consider electrons; the hole states
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are localized in the wells, even at the lowest fields, and
the hole hopping mobility is orders of magnitude smaller
than the electron mobility so that their contribution to the
transport phenomena discussed here is negligible. From
C-V and doping profiling measurements, we were able to
accurately calculate the field profile inside the superlattice
at every voltage. The superlattice is depleted at =2 V.
The onset of NDR occurs at a voltage such that the aver-
age potential drop across the superlattice period =30.5
meV. This value corresponds well with the threshold pre-~
dicted theoretically eFd ~ 2A where 2A is the ground
state miniband width calculated to be 34.1 meV. That the
above NDR effect is only related to electrons was conclu-
sively shown by achieving pure hole injection. This was
done by back illuminating the sample with light strongly
absorbed in the substrate. No NDR was observed.

VI. SEQUENTIAL RESONANT TUNNELING AND DEVICE
APPLICATIONS

Another very interesting phenomenon occurs at even
higher electric fields when eFd = E, — E, = A, i.e.,
when the ground state in the nth well becomes degenerate
with the first excited state in the (n + 1)th well having
the same transverse momentum p, (i.e., the momentum
in the x, y plane perpendicular to the superlattice axis).
Under these conditions, the current is due to RT: an elec-
tron from the ground state at the nth site tunnels to the
vacant excited state at the (n + I)th site, followed by
nonradiative relaxation to the ground state at the (n + 1)th
site [Fig. 12(a)]. Because of the resonant nature of this
process, its probability is high, although the correspond-
ing matrix elements are small. This gives rise to a peak
in the current at fields corresponding to the above degen-
eracy, as first described by Kazarinov and Suris [2], [3].
A second peak is, of course, expected at fields such that
the bottom of the ground state subband of the nth well is
degenerate with the bottom of the second excited subband
in the (n + 1)th well [Fig. 12(b)], i.e., eFd = E; — E,
= A,. Fig. 13 illustrates the same phenomenon by a
means of a momentum space band diagram. It should be
clear from this figure that NDR arises from conservation
of transverse momentum and energy, as discussed in
Section II-A.

This effect could not be studied in the structures dis-
cussed in the previous section. In those superlattices with
thin wells, A; = 230 meV so that the electric field re-
quired for the observation of sequential resonant tunnel-
ing is =3 X 10° V/cm. The devices broke down before
reaching that field. Thicker wells are required to observe
sequential RT at lower fields. p*in* diodes with the i layer
consisting of a 35 period, undoped (n~ < 1 x 10" em™)
Alg.43Ing 50As (139 A), Gay 47Iny 53As (139 A) superlat-
tice were grown by MBE on an n* (=10" cm™)
Alg qIng 5,As buffer layer lattice matched to an n*<100)
InP substrate. The top p* Al 44Ing s;As window layer is
1 pm thick and doped to =2 x 10" cm™ and is followed
by a 150 A highly doped Gay 47Ing s3As p* layer for con-

109



1864

(b)

Fig. 12. Schematic illustration of sequential resonant tunneling of elec-
trons for a potential energy drop across the superlattice period equal,
respectively. to the energy difference between the first excited state and
the ground state of the wells (a) and to the energy difference between the
second excited state and the ground state of the wells (b).

ZAPS
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[§)

n+1

Fig. 13. Momentum space representation of resonant tunncling between

two adjacent wells (nand n + 1) in a superlattice. Shown is the subband

structure: p, is the momentum in the plane of the layers. ¢Fd is the

potential drop across the superlattice period: € and ¢, are the energy de-
tunings from resonance [see (15)].

P

tact purposes. The area of the finished mesa etched diodes
in 1.3 x 107* cm?. Capacitance-voltage measurements
in the temperature range between 300 and 8 K indicate
that the i layer is completely depleted at zero bias. The
photocurrent was measured as a function of reverse bias
voltages at different temperatures [36].

In the temperature range where RT was observed (<50
K), the reverse dark current of the diodes was below or at
most comparable to the detection limits (<10™'* A) of
our measuring apparatus and orders of magnitude smaller
than the photocurrent.

To achieve pure electron injection into the superlattice
and to ensure electron transport thrpugh the entire length
of the multilayer region, the well-known method of mi-
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Fig. 14. Photocurrent-voltage characteristic at X = 0.6328 um (pure elec-
tron injection) for a supetlattice with 139 A thick wells and barriers and
35 periods. The arrows indicate that the peaks correspond to resonant
tunnceling between the ground state of the nth well and the first two ex-
cited states of the (n + Dth well.

nority-carrier injection was used. Suitably attenuated vis-
ible light from the He-Ne laser was shined on the p* layer
where it is completely absorbed. In this way, only pho-
togenerated minority carriers (electrons) which have dif-
fused towards the i region are collected by the reverse-
biased junction. The electron photocurrent was measured
as a function of reverse bias voltage at different temper-
atures. Above 50 K, no negative conductance (NC) was
observed. Below this temperature, two NC regions start
to appear as shown by the peaks in Fig. 14 [36]. Similar
results were obtained by varying the incident wavelength
from 0.85 to 1.55 um. This corresponds to mixed injec-
tion of electrons and holes within the superlattice region.
The position of the peaks of the /-V and their shape did
not vary as the photocurrent level was varied from 1 nA
to 10 puA by changing the incident power, indicating that
nonuniformities of the electric field induced by space-
charge effects are negligible. To achieve instead pure hole
injection, the He-Ne laser was shined on the substrate
side (n*) of the diodes. No NC was observed in this case.
The above results prove that only electrons participate in
the observed NC phenomenon, which is a manifestation
of RT. RT of holes is too weak in our tight-binding su-
perlattices to be observable.

The difference between the bias voltages corresponding
to the two peaks divided by the number of superlattice
periods (=140 mV) is in excellent agreement with the cal-
culated energy difference between the second and first ex-
cited states of the wells (E; — E, = 143 meV) [36]. A
slightly less direct and accurate, but equivalent, compar-
ison is obtained by adding to the applied voltages at the
peaks the estimated built-in voltage drop across the su-
perlattice (=0.8 V) and dividing by the number of pe-
riods. These values are in good agreement with the cal-
culated subband energy differences E, — E; and E; — E,
[36]. This represents direct evidence of sequential RT
through the entire superlattice. Note that in these super-
lattices with relatively thick barriers, the states are local-
ized, even at zero electric field.
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Above 10 V reverse bias, the photocurrent flattens out,
implying that all electrons are collected from the wells (no
recombination). Some of the electrons in the wells, for
bias voltages between —2 and — 10 V, are already hot and
are therefore transported by thermionic emission across
the barriers rather than by tunneling. The associated therm-
jonic current will provide a raising background with in-
creasing voltage (clearly seen in Fig. 14) which explains
the asymmetry of the peaks.

Calculations give the following expression for the de-
pendence of the current on the field near the first peak [2]:
210,

s (15
1 + €77, + 41977, 4>

J = edN(1 — ¢ Ty

where he = edF — A, is the energy detuning from reso-
nance and Q is the matrix element of the Hamiltonian be-
tween the ground state of the nth well and the first excited
state of the (n + 1)th well divided by A. N is the carrier
concentration in the wells.

The time constant 7 represents the energy relaxation
time for electronic transitions from the excited to the
ground state; 7, is the relaxation time for the transverse
momentum p,. The Boltzmann factor in (15) describes
the finite population of the excited state.

The half width at half maximum in the field dependence
of the current density is given from (15) by

SF = hledr, (16)

where we have neglected 4|Q|7,7, in (15) which is a very
good approximation in our tight-binding superlattices [2].
From the half width at half maximum of the first current
peak at 8.6 K (Fig. 14), after subtraction of the broaden-
ing due to intralayer thickness fluctuations, we estimate
using (16) a transverse momentum relaxation time 7, =
10~ 5. This time describes the relaxation of the phase
difference between the states involved in the RT process
due to momentum relaxing collisions. To clarify this con-
cept, let us consider the idealized case of RT of an elec-
tron, initially in the ground state of a well, into the first
excited state of the adjacent well, in the absence of col-
lisions and intrawell relaxation. No current is carried in
this case and a straightforward solution of Schroedinger's
equation shows that the peak of the electron probability
density oscillates back and forth between the two wells
with a frequency equal to ©2. Collisions that randomize the
transverse momentum (described by 7,) tend to destroy
the phase coherence of this oscillation since RT occurs
between states of the same transverse momentum. Colli-
sions produce a net current flow between wells. The time
7, is comparable to the relaxation time obtained from the
mobility for motion parallel to the layers [2].

It is worth pointing out some remarkable analogies be-
tween sequential RT and paramagnetic spin resonance.
The Liouville-Von Neumann equations for the diagonal
and off-diagonal elements of the density matrix describing
tunneling between adjacent wells are formally equivalent
to the Bloch equations for paramagnetic spin resonance
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Fig. 15. Spectral response at room temperature of quantum well p-i-n
diode. Note the cxciton structure and the plateaus associated with the
step like density of states of the wells.

[2], [3]. The analogy is more than simply formal since the
two phenomena share some profound physical similari-
ties. In both cases, we are dealing with effectively a two-
level system. In spin resonance, the population difference
oscillates coherently (in the absence of collisions) be-
tween the spin-up and the spin-down states with a period
given by the reciprocal of the Rabi frequency vg = p,E/
h wheré pu,, is the matrix element of the dipole operator
between the two states and E is the amplitude of the RF
field. In RT (in the absence of collisions), the electron
density transfers back and forth between the ground and
excited state of adjacent wells with a period given by the
reciprocal of v = (edF/h) Ty where Ty is the barrier trans-
mission (v is related to Q in (15) by » = Q/27). Note the
similarity between » and vg, with u, corresponding to ed
and E to F. In spin resonance, the dephasing effect of
spin-spin interactions is described by the T, relaxation
time; the corresponding time in sequential RT is, from the
discussion in the previous paragraph, 7, . Finally, the re-
laxation time for the population difference T in spin res-
onance corresponds to the energy relaxation time 7 in
sequential RT.

The observation of two transport routes via sequential
resonant tunneling through a series of 35 periods is direct
evidence of the high quality of our superlattices. The re-
markable quality of these superlattices and their suitabil-
ity to study quantum effects on transport is further con-
firmed by photocurrent measurement versus photon
energy, which show very clearly quantum size and exci-
tonic effects at room temperature. Fig. 15 shows the room-
temperature external quantum efficiency at zero bias volt-
age in a p*in™ superlattice diode. The i um thick region
is a 50 period Al 4glng s;As (103 A)/Gag 4slng s3As (103
A) superlattice and the p* and n* layers consist of 1 um
thick Alg 4glng 5,As. The plateaus are due to the step-like
density of states. Three plateaus are clearly identified
which correspond to the transitions between the n = 1, 2,
and 3 valence and conduction subbands. The light-hole
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Fig. 16. Band diagram of far infrared laser using sequential resonant tun-
neling. (a) Laser photon is emitted during an interwell photon-assisted
tunneling transition connecting the ground state of a well with one of the
excited states of the adjacent well. (b) Laser photon is emitted during an
intrawell transition between excited states, following resonant tunncling
between wells. Relaxation to the ground state, following photon emis-
sion, is via phonons in both cases.

and heavy-hole n = 1, 2 excitons clearly emerge from the
plateaus of the n = 1 and n = 2 intersubband transitions.
The presence of excitonic effects at room temperature in
quantum wells, due to their increased binding energy, is
well understood [49]. Recently, Weiner ez al. [50] have
reported clear evidence of room-temperature excitons in
the absorption spectra of Alg43Ing s:A8/Gag 47Ing 53As
p*in® quantum well structures with layer thicknesses of
110 A.

There are some very interesting device applications of
sequential RT to optoelectronic devices. For example, in
1970, Kazarinov and Suris [2] proposed a new type of
infrared laser amplifier (Fig. 16). If eFd > A,, the bottom
of the first excited quantum subband in the (n + I)th well
lies below the bottom of the ground state subband in the
nth well. Under these conditions, we may observe the am-
plification (or laser action) of radiation with frequency »
= (eFd — A))/h whose electric field is parallel to the ex-
ternal static field. This occurs via a photon-assisted tun-
neling transition whereby an electron from the ground
state in the nth well tunnels to an excited state in the
(n + 1)th well with the simultaneous emission of a photon
of frequency » [Fig. 16(a)]. The conditions for amplifi-
cation are automatically satisfied since the initial state of
the transition, being the ground state of the nth well, is
more populated than the first excited state of the adjacent
well. Clearly, the gain is proportional to the transmission
of the barrier between the wells in question. An important
property of the amplification is that the amplified fre-
quency (or the laser frequency) can be varied over a wide
range by varying the electric field.

As the second excited state in the (n + 1) well ap-
proaches the ground state in the well n, the probability of
the photon-assisted tunneling transition from the ground
state in the cell nth well to the first excited state in the n
+ Ith well increases considerably. This increase in the
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Fig. 17. Band diagram of sequential resonant tunneling photoconductive
detector. Electrons in the doped wells are photoexcited to the first ex-
cited state of the well from where they tunnel into the neighboring well,
followed by energy relaxation via phonons.

transition probability is due to the fact that the energy de-
nominator involving the difference between the energies
of the initial and the intermediate virtual state becomes
small (resonant enhancement of a second-order process).

Consider finally the situation in which one is exactly at
resonance. This situation is very different since the sec-
ond excited state is populated by tunneling, and therefore
stimulated emission is now a direct intrawell transition
from the second to the first excited state of the wells.
To achieve, therefore, laser amplification at the frequency
(E; — Ey)/h, there must be a population inversion be-
tween states 3 and 2. This requires that the lifetime of the
electron at the bottom of the third subband be larger than
the electron lifetime at the bottom of the second subband.
These lifetimes are primarily controlled by intersubband
scattering by optical phonons if the intersubband separa-
tion is greater than the optical phonon energy. The scat-
tering time for this process is on the order of 107" s.
Consider an electron in the n = 3 subband at k = 0. Be-
cause of the dipole selection rule (An = 1), the only al-
lowed intersubband transition via polar optical phonons is
to the n = 2 subband. The scattering time (73,) for this
transition is smaller than the time for the corresponding
transition from the second subband (at k = 0) to the
ground state. This is because the momentum transferred
hAk in the 3 — 2 transition is smaller. (The polar phonon
scattering matrix element is inversely proportional to |Ak|
and the density of final states is equal for the above two
transitions because of the two dimensionality.) This im-
plies that it is difficult to achieve a population inversion
between the n = 3 and the n = 2 states unless the sepa-
ration between the two subbands is chosen smaller than
the optical phonon energy. Thus, the most promising
scheme for achieving laser action is the one depicted in
Fig. 16(a), i.e., photon-assisted tunneling. Of course, to
achieve the pumping tunneling current density required
for lasing, the barriers should be made relatively thin (20-
50 A). Such lasers, depending on the well thickness and
the value of the electric field, can be made to emit in the
5-15 um wavelength range and may be used as local os-
cillators in IR heterodyne detection. The emitted radiation
is polarized normal to the plane of the layers.

Another interesting application of sequential RT is an
infrared detector with high wavelength selectivity in the
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same spectral range. This scheme is illustrated in Fig. 17.
The quantum wells are doped n type in the range 10'7-
10'® cm~* and have thicknesses in the 100 A range. (Al-
ternatively, one could use a modulation-doped geometry
by doping the barriers to the same level.) The undoped
barriers are typically in the 20-50 A range and the whole
structure is sandwiched between heavily doped n* con-
tacts.

The bias across the device should be such that the sec-
ond level in the nth well is degenerate with the third level
in the (n + 1)th well. Consider now infrared radiation
incident on the device, having a component of the electric
field perpendicular to the plane of the well. It will be ab-
sorbed strongly only if the photon energy is equal or very
near to (E, — E,|)/h) because of momentum conservation
considerations. This is a dipole transition with a large os-
cillator strength. It has been recently observed by West
and Eglash [51] in GaAs quantum wells with 65 and 82
A thickness. The above transition in these structures ex-
hibited resonant energies of 152 and 121 meV, respec-
tively, and half maximum linewidths at room temperature
of 10 meV. Thus, excellent wavelength selectively is en-
sured.

Once electrons have made the optical transition to the
first excited state, they can resonantly tunnel to the bot-
tom of the second excited state of the adjacent well. From
here, the most likely route is intersubband scattering to
the n = 2 level, followed by either intraband relaxation
and resonant tunneling to the adjacent well or scattering
to the n = 1 subband with final relaxation to the bottom
of the well. The net effect of the absorption, tunneling,
and relaxation processes is a photocurrent. To maximize
the quantum efficiency of this detector, the barriers should
be made sufficiently thin that the tunneling time from the
n = 2 to the n = 3 state is smaller than the scattering time
to the n 1 subband. This is because to give rise to a
photocurrent, the electron must relax in a well different
from the one in which it has been photoexcited. The tun-
neling time can be estimated from the formula

h

— 17
2eFd Ty an

ty =
where Tj is the barrier transmission for an electron at the
bottom of the second subband. For Al 4glngs,As/
Gag 47Ing 53As structures with 140 A wells, the above
condition implies that the barrier thickness should not ex-
ceed 40 A.

In conclusion, we have presented a comprehensive dis-
cussion of recent experimental and theoretical results ob-
tained in tunneling and resonant tunneling heterostruc-
tures. Many interesting device applications are possible,
ranging from novel transistors to lasers and detectors.

Note Added in Proof: Following completion of the pa-
per, several other papers pertinent to localization and tun-
neling in superlattices have been brought to our attention.
These are included at the end of the list of References
[52]-[55].
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The band offsets occurring at abrupt hetero-interfaces in heterostructure devices serve as potential
steps acting on the mobile carriers, in addition to the macroscopic electrostatic forces already
present in homostructure devices. Incorporation of hetero-interfaces therefore offers a powerful
device design parameter to control the distribution and flow of mobile carriers, greatly improving
existing kinds of devices and making new kinds of devices possible. Unusual device requirements
can often be met by band lineups occurring in suitable semiconductor combinations. Excellent -
theoretical rules exist for the semi-quantitative ( < £0.2 eV) prediction of band offsets, even
unusual ones, but no quantitatively accurate ( < +1kT) purely theoretical predictive rules are
currently available. Poorly-understood second-order nuisance effects, such as small interface
charges and small technology-dependent offset variations, act as major limitations in device design.
Suitable measurements on device-type structures can provide accurate values for interface physics
parameters, but the most widely used measurements are of limited reliability, with pure -V
measurement being of least use. Many of the problems at interfaces between two III/V semicon-
ductors are hugely magnified at interfaces between a compound semiconductor and an elemental
one. Large interface charges, and a strong technology dependence of band offsets are to be
expected, but can be reduced by deliberate use of certain unconventional crystallographic
orientations. An understanding of such polar/nonpolar interfaces is emerging; it is expected to
lead to a better understanding and control of III /V-only device interfaces as well.

1. Introduction

This paper takes a look at interfaces in submicron structures, from the point
of view of a device physicist who is interested in incorporating semiconductor
hetero-interfaces into future high-performance semiconductor devices.

A significant fraction of such devices will be compound semiconductor
rather than silicon devices. Before long, most compound semiconductor devices
will involve heterostructures [1,2]. Homostructure devices made from a single
compound semiconductor will probably be relegated to the low-
performance /low-cost end of compound semiconductor technology, although
silicon device technology will very likely continue to be dominated by homo-
structure devices. Furthermore, high performance in devices usually means

0039-6028,/83,,/0000-0000,/$03.00 © 1983 North-Holland
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minimizing the non-active part of the device volume, to the point that the
device turns from a collection of semiconductor regions separated by inter-
faces, to a collection of interfaces with a minimum of semiconductor between
them.

As this development progresses, it calls for a constant interchange of ideas
between the device physicist and the more fundamentally-oriented “basic”
surface/interface physicist. This interchange goes both ways: On the one hand,
the device physicist (even if inclined to do so) can less and less rely on
“cookbook empiricism”; instead he must closely follow the basic physicist in
assimilating and utilizing the new fundamental knowledge that the latter has
acquired. On the other hand, device physics constantly poses new problems to
the basic physicist; and experiments on device-type structures (sometimes
deliberately “misdesigned” as devices) offer themselves as powerful tools for
basic research. One of the purposes of this paper is to contribute to this
necessary interchange of ideas between the device physicist and the basic
physicist.

Throughout the paper, the term heterostructure device is to be understood in
the sense that the hetero-interface plays an essential role in the operation of the
device, rather than just serving as a passive interface between what is basically
a homostructure device and a chemically different substrate as in silicon-on-
sapphire structures. In many cases, the interface is the actual device. The
emphasis must therefore be on “good” interfaces made by “good” technology.
Various kinds of interface defects, although never totally absent, can then at
least be assumed to be present in only such small densities that their effect can
be treated as a perturbation of a defect-free interface model, rather than as
dominating the physics. These assumptions are by no means unrealistic
“academic” ones, made to simplify the problem in neglect of practical realities:
They spell out the conditions that a heterointerface must satisfy to be of
interest for incorporation into the active portion of a high-performance device.
This poses stringent demands on the concentrations of these defects, to the
point that they can rarely be neglected altogether.

The main device physics problems of hetero-interfaces can be roughly
divided into problems of the static energy band structure, and problems of the
electron transport within that structure. 1 shall concentrate here on the band
structure aspects, and ignore the transport aspects. This is not because I
consider transport problems less interesting or important (heaven forbid!), but
simply because the transport aspects of the device physics are well covered by
others at this Symposium. Instead, I will address myself at the end to an area
of electronic structure that is not yet in the mainstream of heterostructure
device development: The problems of achieving device-quality polar /nonpolar
interfaces, involving such pairs as GaAs-on-Ge or GaP-on-Si. This is already
an area of active interest to the basic physicist, but so far only from the
structural point-of-view, largely neglecting the electrical properties that are the
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essence of device. Currently, the device physicist is disenchanted about the
consistently miserable electrical properties that have resulted whenever device-
type structures of this kind have been attempted. I believe that device-quality
interfaces in such systems can be achieved, but only if both structural and
electrical considerations are pursued jointly. This raises some new kinds of
problems that simply do not exist in III/V-only systems, but the understand-
ing of which is likely to have benefits far beyond these esoteric mixed systems
themselves, feeding back even on such much simpler systems as the familiar
GaAs/(Al, Ga)As systems.

2. Energy band diagrams of hetero-interfaces
2.1. Band offsets: the Shockley—Anderson model

From a device physics point-of-view the most important aspect of a semi-
conductor hetero-interface, and the point of departure for all subsequent
considerations is the energy band diagram of the interface. We assume that the
transition from one semiconductor takes place over at most a few lattice
constants. For such abrupt interfaces the “canonical” energy band model is the
Shockley—Anderson model [3-6], (Fig. 1). Its characteristic feature is an abrupt
change in energy gap at the interface, leading to discontinuities or offsets in the
conduction and valence band edges. The magnitudes of these offsets are
assumed to be characteristic properties of the semiconductor pair involved,
essentially independent of doping levels and hence of Fermi level considera-
tions, but possibly dependent on the crystallographic orientation and on other
factors influencing the exact arrangement of the atoms near the interface. Far
away from the interface, the band energies are governed by the requirement
that a bulk semiconductor must be electrically neutral, which fixes the band
energies relative to the Fermi level. Except for certain fortuitous doping levels,
the combination of specified band offsets with specified band energies at
infinity calls for band bending, accommodated by space charge layers near the
interface, similar to the space charge layers at p—n homojunctions. The
calculation of the exact shape of this band bending is an exercise in electrostat-
ics and Fermi statistics, not of interest here [S].

The band diagram shown in fig. 1 is for an n—n structure (often written
n-N structure, to indicate the change in energy gap). As the figure shows, the
conduction band offset then leads to a shallow potential notch and a
Schottky-barrier-like potential spike barrier, both of which play large roles in
the electrical properties of such junctions. Fig. 2 shows two other possibilities,
an N-p junction and an n-P junction.

From the device physics point-of-view, the band offsets are the dominant
aspect of heterostructure interfaces, and their existence is in fact the principal
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€V2

Fig. 1. Band diagram of the Shockley~Anderson model for an abrupt unbiased n—N heterojunc-
tion, showing the band edge discontinuities (or offsets) that are the characteristic feature of the
model. The specific lineup shown is the “normal” lineup, for whch the narrower forbidden gap
falls within the wider gap at the interface.

reason why heterostructures are incorporated into semiconductor, devices: The
band offsets act as potential barriers, exerting very strong forces on electrons
and holes. These quantum-mechanical “quasi-electric” forces exist in addition
to those purely classical electrostatic forces that are due to space charges and
applied voltages, which govern carrier flow and distribution in homostructures
made from a single semiconductor. The band offset forces may be made either
to assist or to counteract the classical electrostatic forces. This gives the device

Fig. 2. Band diagrams for N-p (top) and n-P (bottom) heterojunctions.
Fig. 3. Forces on electrons and holes. In a uniform-gap semiconductor (top) the two forces are of

equal magnitude but opposite direction, equal to the electrostatic forces + gE. In a graded-gap
structure (bottom) the forces on electrons and holes may be in the same direction. From ref. [2].
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physicist an extraordinary new degree of design freedom in controlling the
distribution and flow of carriers, to improve the performance of existing
devices, and to make possible new kinds of devices.

Basically, it is not the electrostatic force +gE that acts as force on the
carrier, but the slope of the band edge of the band containing the carrier,
multiplied by the sign of the charge of the carrier. In a homostructure, the
slopes are necessarily equal to each other and to gE (fig. 3a). But in a
heterostructure, energy gap variations cause the slopes of the conduction and
valence bands to differ from each other and from the electrostatic force. The
case of abrupt band offsets is simply a limiting case; the underlying physics is
perhaps clearer by considering the more general case of a graded energy gap,
as in fig. 3b, in which only band edge slopes are visible, with no hint as to the
magnitude or even the direction of the electric field.

This general heterostructure design principle [1,2] may be used in many
different ways. A judicious combination of classical electrostatic forces and
band gap variations (fig. 3b) makes it possible in a bipolar structure on control
the flow of electrons and holes separately and independently. This principle is
the basis of operation of the double-heterostructure laser [7,6] that serves as the
heart of emerging light-wave communications technology. It also forms the
basis of new kinds of improved bipolar transistors [2], and probably of other
future devices.

In unipolar devices only one kind of carriers, usually electrons, are present.
Here the band offset force has been used with great success in at least two
different ways: (a) to confine electrons in quantum wells [8] that are much
narrower and have much steeper walls than would be achievable by classical
electrostatic forces (= doping) alone; (b) to spatially separate electrons from
the donors, against their mutual Coulomb attraction [9]. The latter possibility
forms the basis of a rapidly developing new class of field effect transistors [10].
Quantum well structures form the basis of new classes of lasers [11], and they
will probably also be responsible for fundamentally new kinds of future device
that would not exist at all without quantum wells.

In the energy band diagrams shown in figs. 1 and 2 the signs and
magnitudes of the two band offsets were such that at the interface the narrower
of the two gaps fell energetically within the wider gap. This “straddling” lineup
is the most common case. The most extensively studied of all hetero-interfaces,
GaAs/Al Ga,_, As, is of this kind, and its lineup is known to a higher
accuracy than that of any other system: For x <0.45, the range in which
(Al, Ga)As is a direct-gap semiconductor, the conduction band offset is
85% + 3% of the total energy gap discontinuity (“Dingle’s rule” [8]), which
translates into a conduction band offset of 10.6 meV per percent of Al. For
higher Al concentrations see Casey and Panish [6].

Although the “straddling” lineup, with varying ratios of Ae_: Ae,, appears
to be the most common case, “staggered” lineups, as in fig. 4a, can also occur.
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Fig. 4. (a) “Staggered” lineups are expected to occur in many semiconductor pairs. (b) The
InAs/GaSb lineup has a broken gap, as shown.

One of the most extreme (and most interesting) lineups is the “broken-gap”
lineup at the InAs/GaSb interfaces (fig. 4b): The conduction band edge of
InAs falls below the valence band edge of GaSb, by an amount somewhere
between 60 and 150 meV [12].

Such different kinds of lineups give the device physicist a powerful device
design tool. One of the purposes of this paper is to give a few examples
illustrating this point, another is to give some guidance about what governs the
lineups in several basic heterosystems. But first we must turn to some of the
nuisance effects that complicate considerably the simple Shockley—Anderson
model.

2.2. Interface charges

The Shockley—Anderson model in its simplest form described above, is an
oversimplification in that it neglects the possibility that there might be inter-
face charges associated with the hetero-interface. Any such interface charge
would deform the energy band diagram from that in figs. 1 and 2. Fig. 5 shows
the results for an n—N heterostructure, for both signs of the charge. A negative
interface charge raises the height of the spike barrier, a positive charge lowers
it, and if the positive charge is large enough, the barrier is obliterated
altogether, creating instead a potential well. Evidently, interface charges — if
strong enough — can have a significant effect on the overall barrier heights seen
by the carriers, and hence on the properties of any heterostructure device
employing the offset barriers.

Interface charges may arise either from the accumulation of chemical
impurities at the interface during growth, or from various kinds of structural
defects at the interface. An additional mechanism discussed in detail in section
5 occurs at hetero-interfaces that combine two semiconductors from different

121



H. Kroemer / Heterostructure devices 549

columns of the periodic table (example: GaAs/Ge), in which case there will
often exist a large net interface charge due to non-cancellation of the ion core
charges at the interface.

Major modifications of the band diagram occur already for interface charge
densities that are still small compared to monolayer densities. Hence, interface
charges can play a non-negligible role even at hetero-interfaces which by any
other criterion might be considered interfaces with a high degree of perfection.

Consider GaAs, with a lattice constant a = 5.653 A and a dielectric constant
¢, = 13. The density of atoms in a monolayer is 2/a? = 6.23 X 10'* atoms per
cm?. Suppose the GaAs is doped to a level of 10'7 cm™3, and a region of
d=10"° cm thickness is depleted at a heterojunction, corresponding to
o =10'? charges per cm?, a number certainly very small compared to a
monolayer. The electric field supported by such a charge is £ = go/Fe, = 1.4
% 10° V/cm. The accompanying band bending is Ae, = 3gEd = 0.7 eV, about
twice the band bending occurring at a typical GaAs/(Al, Ga)As n—N hetero-
junction. Evidently, an interface charge density due to defects of, say, 10'2
charges per cm?, equivalent to 1.6 X 10~2 monolayer charges, will change the
energy band diagram of such-a heterojunction completely, and with it the
electrical properties of any device containing this heterojunction. Even much
smaller interface charge densities, of the order 10~* monolayers, will still have
a significant effect. Unfortunately, effects apparently attributable to interface
charges of such small but non-negligible magnitude appear to occur frequently

Fig. 5. Band deformation due to a negative (top) or positive (bottom) interface charge.
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[13-15]. Evidently, the interface charge is an example of the high degree of
sensitivity of the performance of heterojunction devices on the exact atomic
structure at or near the hetero-interface, and hence an example of the interrela-
tion between “nanostructure” and device performance.

To a basic physicist, an interface charge of, say, 10~ monolayers may be all
but indistinguishable from a “perfect” interface with zero interface charge. But
to a device physicist such a small change is a major effect, whose neglect would
be unrealistic, and which must be considered along with the band offsets. Still,
the roles of the two effects are different: Whereas the band offsets are
fundamental and are usually the reason for using heterostructures in devices,
the interface charges are almost always a nuisance. Hence we will continue to
stress the effects of offsets, raising the issue of interface charges only where
necessary.

Unfortunately, interface charges are not the only nuisance: The band offsets
themselves appear to be at least somewhat sensitive to exactly how the
heterostructure is grown [16], on a level that is not negligible for the device
properties, even though it may again be of minor concern to the basic
physicist. This introduces another element of uncertainty into the device
design, about which we will have to say more later.

3. Band offsets as central device design parameters
3.1. General comments

The extent to which. band offsets influence device performance varies
tremendously from device to device. At one extreme, the abrupt band offsets
may be a nuisance. The heterojunctions in double heterostructure lasers are a
good example: Although a varying energy gap is an essential ingredient of the
device, a gradual variation would, for various reasons, be greatly preferable
over an abrupt step [6,7]. Similar considerations apply to the p-n heterojunc-
tions in heterostructure bipolar transistors [2]. If the semiconductors involved
exhibit a continuous mutual solid solubility, the abrupt offsets are easily
eliminated by gradient the transition, and this is frequently done.

Of greater interest in the context of this Symposium are devices that call for
the retention of the sharp band edge discontinuities, usually with a highly
specific kind of mutual band lineup. Many of the more recent heterostructure
device concepts are of this kind. Such devices call for a good understanding
and knowledge of the band offsets, but exactly what is needed in the way of
understanding and knowledge varies greatly from case to case. It depends
strongly on the nature of the device; for a given device it changes with the state
of development of that device; and more often than not, the needs of the
device physicist are again quite different (usually much more severe) than those
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of the basic physicist. Roughly, the device physicist needs three different levels
of knowledge about band offsets:

(a) Semi-quantitative theoretical predictions of the band offsets for as wide a
range of semiconductor pairs as possible, to assist in the selection of promising
semiconductor pairs to implement new device concepts.

(b) Quantitative data about band offsets, much more accurate than +0.1 eV,
for those semiconductor pairs that are of clear interest for practical devices, to
assist in the detailed development of such devices. Ideally, this should not be
restricted to accurate empirical data, but would include a theoretical under-
standing on a level permitting theoretical predictions with this accuracy.

(c) Data about, and a theoretical understanding of, such nuisance effects as
offset variations and interface charges.

In the following three sub-sections of this paper (3.2 through 3.5), these
three items are taken up, one by one. Only with respect to item (a) does a
satisfactory solution exist, and only with respect to this item have the needs of
the device physicist been fully met by the interests of the basic physicist. One
of the hopes of this writer is that this paper might stimulate the basic physicist
to take up a similar interest in the other two problem areas, to contribute to a
satisfactory resolution to those problems as well.

3.2. Rough device design: semi-quantitative theoretical offset rules

New heterostructure device concepts, especially the truly novel ones, usually
start out as a hypothetical energy band diagram which, if it could be realized in
an actual semiconductor structure, would presumably lead to the desired
device properties. The solid state photomultiplier proposed by Williams,
Capasso and Tsang (= WCT) [17], and discussed by Capasso earlier at this
Symposium, is an excellent example. It requires a highly unsymmetric band
lineup, with a conduction band offset that is larger than the gap of the
narrower-gap semiconductor, and a valence band offset as small as possible. In
such cases, in which the choice of semiconductors is not obvious, the first task
is to determine whether the needed energy band diagram is in fact achievable
by a real semiconductor combination, and whether or not any such combina-
tion is compatible with whatever other constraints may be present (lattice
matching, mobilities, overall energy gap constraints, etc.). To this end, semi-
quantitative predictive lineup rules are required.

The oldest and still widely used such rule is Anderson’s Electron Affinity
Rule [4-6], according to which the conduction band offset should equal the
difference in electron affinities between the two semiconductors. Although the
rule has been repeatedly criticized on various grounds [18-20], it is better than
nothing at all. In fact, it has found vocal defenders [21,22], and it continues to
be widely used despite all criticism, largely because its principal competitors,
the Frensley—Kroemer theory [23] and the Harrison theory [19,24] are not so
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overwhelmingly superior to have caused its abandonment.

Although none of these three rules or theories are accurate enough to base a
quantitative device design on their predictions, all of them are very useful as
semi-quantitative guides. In fact, in simple cases, such as the WCT device [17],
even rougher guides may be useful, such as the Equal Anion Rule [25]. It states
that, for heterojunctions in which the anion atom (the column V or VI element)
is the same on both sides, most of the energy gap discontinuity occurs in the
conduction band, and the valence band offset is small compared to the
conduction band offset. The GaAs/(Al, Ga)As pair has a common anion, and
the comparatively small valence band discontinuity in that system Ae, ~ 0.15
Ae¢, (for an Al fraction less than 0.45) demonstrates both the rule itself and its
approximate nature. The rule has a theoretical foundation: For the III /V and
I1/VI semiconductors, the valence band wave functions are heavily con-
centrated around the anion atoms, with only a small part of the wave function
being near the cation atom. Equal anion atoms thus naturally mean similar
valence band energies [26].

Inasmuch as the WCT solid state photomultiplier calls for as small a valence
band offset as possible, it naturally calls for a semiconductor pair that shares
the anion species, such as a pair of phosphides, arsenides, or antimonides.
Lattice matching is an additional important consideration, and because all Al
and Ga compounds with the same anion tend to have very similar lattice
constants [6], we can restrict the consideration further to the pairs AIP/GaP,
AlAs/GaAs, and AlSb/GaSb, or related alloys. A look at the energy gaps
eliminates all but the last pair, which remains as the natural candidate. With
energy gaps of 1.60 eV (AlSb) and 0.72 eV (GaSb) [27], the equal anion rule
predicts a conduction band offset of 0.88 eV, more than enough to exceed the
gap of GaSb, and making some allowance for the approximate nature of that
rule. In fact, the Harrison theory [19,24,28] predicts a valence band offset of
only 0.02 eV, with the GaSb valence band edge actually the lower of the two
semiconductors, that is, a very slightly staggered arrangement. Such a 20 meV
prediction should not be taken seriously — the whole theory is probably not
better than +0.2 eV — but it certainly suggests that the predictions of the
equal-anion rule cannot be far off, and it makes AISb/GaSb a natural
candidate for the WCT device. This is in fact one of the two systems discussed
by WCT [17] for their device; the foregoing discussion was intended to
illustrate by what simple considerations one arrives at this kind of selection.
Because AISb and GaSb do not lattice-match perfectly (2.66 versus 2.65 A), the
addition of a few percent of As to the AISb is desirable and probably
necessary, but this is a refinement going beyond the semi-quantitative consid-
erations discussed here [17].

The Frensley—Kroemer theory [23] (without the doubtful dipole corrections
of that theory) predicts an only slightly different band lineup: 4e, = 0.05 eV,
with AISb having the lower valence band. Evidently, this changes little. The
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widely-uded electron affinity rule [4-6] cannot be applied to this system,
because the electron affinity of AISb is unknown, and we do not consider the
use of Van Vechten’s theoretical values [29] — suggested by Shay et al. [21] and
by Philips [22] — as a reliable substitute: The Harrison theory tends to give
more accurate values.

The equal-anion rule can be extended into a prediction of how valence band
edges vary as the anion is changed: With increasing electronegativity of the
anion, the valence bands tend to move to lower energy [25], essentially because
the increase in electronegativity reflects a lowering of the valence electron
states within the anion atomic potential. In the case of Au Schottky barriers, a
quantitative correlation was found [25] between valence band energies relative
to the Fermi level, and the anion electronegativity. In the case of semiconduc-
tor heterojunctions, no quantitative correlation exists, but the anion electro-
negativity rule remains a useful qualitative predictor — see the broken-gap
lineup in InAs/GaSb [12,30] — especially if one compares semiconductors
whose energy gaps are not too dissimilar. In such cases the valence bands of
the phosphides should be lower than those of the arsenides, which in turn
should be lower than those of the antimonides.

This kind of prediction can be of great help if — for whatever reasons — a
staggered band lineup is desired. As a good example, consider a superlattice
with staggered band lineup as shown in fig 6. There has recently been a strong
interest in such superlattices [31], for the following reasons. In a staggered
structure, any electrons would accumulate in the low-¢, layers, any holes in the
high-¢,, layers. If both kinds of layers are thin enough (< 100 A), there would
" be significant tunneling of both electrons and holes, and the entire superlattice
would behave essentially as a homogeneous substance with an overall energy
gap smaller than that of either constituent compound, slightly larger than the
separation between the highest valence band and the lowest conduction band.
Suppose next that the low-¢, layer is n-type doped, and the high-¢, layer
p-tape. If selective contacts are made to the n-type and p-type layers, and a
bias voltage applied, the effective energy gap is varied. But a voltage-adjustable
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Fig. 6. Staggered-offset superlattice, in which electrons and holes (if present) accumulate in

alternating layers. Because of electron tunneling, such structures can have an effective gap
narrower than the gaps of both bulk semiconductors.
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energy gap would of course be an extremely valueable new phenomenon.

The whole concept is simply an elaboration of the n-i-p-i superlattice
concept of Dohler and Ploog [32], except that the spatial separation of the high
concentrations of electron and hole from each other is now achieved very easily
by the band offset forces, rather than purely electrostatically, by heavy doping.

The occurrence of a broken gap in the InAs/GaSb system suggests that less
extreme cases of staggering are indeed achievable, but are they achievable in
semiconductors with much larger energy gaps? The anion electronegativity rule
[25] suggests that combinations of a phosphide with an antimonide form a
promising point of departure. Because phosphides tend to have smaller lattice
constants (and larger energy gaps) than antimonides, it is advisable to start
with the phosphide that has the largest lattice constant (and the smallest gap),
InP, and the combine it with the largest-gap antimonide, AISb. For this system
the Harrison theory [28] predicts indeed staggered band offsets, with a conduc-
tion band well depth Ae. = 1.20 eV, a valence band well depth Ae, = 0.97 eV,
and a net band separation

¢, (SL) > ¢, (InP) — ¢, (AISb) = 0.4 V.

The actual superlattice gap should be somewhat larger, increasing with decreas-
ing superlattice period.

Although the estimate was rough, the message is clear: Staggered super-
lattices with usefully large gaps should be achievable! Whether or not the
simple InP /AlISb pair is indeed a promising pair, remains to be seen, but it is
certainly a useful point of departure. If anything, the staggering is larger than
needed and the effective gap (= 0.4 eV) too small to be useful. Evidently, the
conditions to obtain staggering may be relaxed somewhat. Now, one of the
drawbacks of the InP/AISb pair is a large lattice mismatch (= 4.6%). Such a
lattice mismatch, would almost certainly be fatal to device performance in a
single-interface heterostructure device due to inevitable misfit dislocations. But
it might be quite acceptable in a short-period superlattice, where the lattice
misfit can be taken up by elastic strain, a point recently elaborated upon by
Osbourn [31] in the context of strained-layer staggered superlattices based on
the GaP/Ga(P, As) system. If necessary, the lattice misfit could be reduced by
replacing AlSb with an Al(Sb, As) alloy. This would make the valence band
well shallower and increase the net gap, but the Harrison theory predicts that
even for perfect lattice match to InP, that is, for AlAs, s¢Sbg 44 [33], a valence
band well of 0.46 ¢V and a net gap of 0.91 eV should remain. Further
fine-tuning could be achieved by replacing some of the Al by Ga [6].

Two other lattice-matched pairs for which staggered lineups can be safely
predicted are InP /Al 5oIng soAs (e, 2 1.1 eV) and Gag 5,Ing 45P/AlAs (e, >
1.6 eV).

There is some evidence [34] that the GaP, As, _, system for x > 0.5 leads to
staggered lineups with large net gaps, but for this system the theoretical
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predictions are not as clear-cut as for the above combination. We will return to
this point later.

3.3. Quantitative device design: the absence of theoretical guidance

Although semi-quantitative lineup prediction rules are very useful in identi-
fying promising hetero-pairs for hypothetical device applications, a detailed
device design requires far more accurate values. In any device in which current
flows across a heterostructure barrier, the current depends on the barrier height
Ae at least like a Boltzmann factor Exp(—A4e¢/kT), implying a factor e for
every change in barrier height by 1 kT (= 26 meV at 300 K). If the current is
tunneling rather than thermionic current, the dependence tends to be even
steeper. There is no need to discuss here whether a prediction to some fraction
of kT is necessary or whether +1 kT or even +2 kT would be sufficient: None
of the predictive theories comes anywhere near even the less demanding limit.
Those physicists (not involved in actual device design) who have expressed
their satisfaction with either the electron affinity rule [21,22] or the Harrison
theory [20], quote examples of “excellent agreement” between theory and
experiment, in which the predicted offsets vary by 0.2 eV (=8 kT) or more
from reliable experimental data. Presumably, then, this is roughly the level of
reliability of existing predictive rules or theories. This degree of agreement may
indeed be very satisfactory to the fundamental physicist, who wants a general
understanding of band offsets; it is totally unsatisfactory as a quantitative
basis for device design.

Nor is the need for an accurate prediction significantly less demanding in
those devices in which current does not flow across a hetero-barrier, but along
it, as in the new high electron mobility transistor (HEMT) [10] which repre-
sents one of the most active areas of heterostructure device research and
development, also discussed (from a physics- rather than device-oriented
point-of-view) by Stormer at this Symposium. One of the most important
design parameters in these devices is their threshold voltage, that is, the gate
voltage at which the conductance along the 2D conducting channel is effec-
tively turned on or off (it may be either a positive or a negative voltage,
depending on the desired design). To be useful in future high-performance IC’s
(their dominant area of interest), the threshold voltages of these devices must
be predictable much more accurately than +0.1 V, preferably to +0.1 V,
which calls for a knowledge of the band offsets to within a similar accuracy.

As the HEMT case shows, the absence of any purely theoretical predictive
tools with the desired accuracy is not preventing the design of this particular
device to go forward. The band offsets at the (Al, Ga)As-on-GaAs (100)
interface are known to the required degree of accuracy [6]. But this accurate
knowledge is the result of accurate experimental measurements [8], not of an
accurate predictive theory. Once the evolution of a new heterostructure device
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has progressed beyond the initial speculative stage, to the point of practical
device development, it is necessary that the band offsets be accurately known,
but the knowledge need not come from a predictive theory; knowledge from
accurate experimental data may actually be preferable to a theoretical predict-
ion. This de-facto status of the band offsets is similar to that of energy gaps:
Whenever available, we use accurate experimental values of energy gaps, rather
than theoretical values. Only when experimental data are missing, will we use
theoretical ones.

Does any of this mean, however, that the attempts to predict band offsets
theoretically have no value beyond the crude semi-quantitative value discussed
earlier? Far from it! First of all, the purpose of theories of band offsets (e.g.
electron affinity rule, Harrison’s theory, etc.) is only partially to provide the
device physicist with quantitative design data. A more important role is to test
the assumptions that go into each theory, and thereby to test our fundamental
understanding of what determines the band offsets. This is similar to the way
band structure calculations test our understanding of band structures more
than providing accurate theoretical gap values when accurate experimental
values are already available. All these are retrodictive theories more than
predictive ones! By that standard, neither the electron affinity rule not the
Harrison theory, with their +0.2-0.3 eV accuracy, are doing badly (nor does
the Frensley—Kroemer theory, which is of similar accuracy). Inasmuch as the
present paper is to describe a device physicist’s view of hetero-interfaces, it
does not provide a suitable forum to discuss exactly how well these theories
meet the needs of the basic physicist, and much less to discuss critically the
enthusiastic support that Shay et al. [21] and Philips [22] have expressed for the
electron affinity rule, and Margaritondo and his co-workers [20] for the
Harrison theory.

A second reason why more accurate theoretical predictions could be useful
as quantitative rather than merely semi-quantitative predictive tools occurs
whenever the accuracy of the existing theories is insufficient to yield a clear-cut
yes—no decision about a speculative device, but in which experimental data
would require the prior development of an elaborate technology. A theoretical
guidance on whether or not the development of this technology is worthwhile
would be highly useful in such cases [18].

A good example is once again at hand. There has been considerable
speculation [31] that a GaP/GaP, (As, , superlattice would be of the interest-
ing staggered variety shown in fig. 6. This speculation is partially based on the
electron affinity rule, using the electron affinity value of 4.3 eV quoted by
Milnes and Feucht [5] without giving any source. Partially it is based on a
highly indirect claim by Davis et al. [35] (contradicting other data) that the
conduction band offset in the GaP/GaAs system should be near zero. A very
careful measurement of the electron affinity has recently been performed by
Guichar et al. [36], yielding 3.70 + 0.05 eV. Using this value, and the known
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electron affinity for GaAs, 4.07 eV, and making due allowance for the change
from direct gap to indirect gap in going from GaAs to GaP, one predicts a
conduction band offset for the superlattice of only 0.02 eV, just very slightly
staggered. The Harrison theory predicts the same value [28). With the reliabil-
ity of both the electron affinity and the Harrison theory rule being no better
than +0.2 eV, this prediction is simply a draw. Inasmuch as the development
of an entire superlattice technology hinges on this prediction, it is an excellent
example of why more accurate predictions would indeed be desirable.

Recent experiments suggest [34] that the superlattice is indeed staggered, by
about 0.2 eV. If future measurements confirm this result, this would show that
both theoretical predictions are indeed incorrect by about 0.2 eV.

3.4. The nuisance effects: offset variations and interface charges

In the preceding discussion we pointed out the device physicist’s need for
knowing band offsets to an accuracy much better than +0.1 eV. But this
request implicitly assumed that the band offsets are in fact constants that
characterize a given semiconductor pair, rather than being variables them-
selves. As was pointed out by Bauer [37] and by Margaritondo [20] at this
Symposium, evidence is accumulating [16,38] that the offsets are process-de-
pendent, changeable over a finite range outside of the tolerance limits of the
device designer. A dependence on crystallographic orientation is almost to be
expected, and while it might be a nuisance, it does not introduce any problems
into device design. Nor do we need to be surprised about large offset variations
in systems in which a compound semiconductor (GaAs, GaP) is grown on an
elemental semiconductor (Ge, Si), or vice versa, the cases of particular interest
to Bauer [37] and Margaritondo [20]. We shall argue in section 5 that in such
systems technology-dependent offset variations and interface charges are to be
expected. What is disturbing are offset variations and interface charges in such
supposedly well-behaved lattice-matched systems as GaAs/(Al, Ga)As. It was
found by Waldrop et al. [16] that for {110}-oriented MBE growth at a substrate
temperature of 580°C the band lineup depends noticeably on whether AlAs is
grown on GaAs (4e,=0.15 eV), or GaAs on AlAs (de,=0.40 eV). By
comparison, the {100}-lineup data of Dingle [8] for GaAs/(Al, Ga)As, ex-
trapolated to Gas/AlAs, corresponds to an in-between value of de, = 0.20 eV.

Although differences between {100} and {110} might have been expected, the
strong growth sequence dependence for the (110} orientation comes as a rude
shock. For a given orientation, band offsets can depend on growth sequence
only through differences in the exact atomic arrangement near the interface.
Evidently the atomic arrangements for (110} interfaces depend strongly on
growth sequence. Put bluntly: At least for this orientation the offsets depend
quite strongly on technology [39] rather than being a fundamental materials
parameter! The question naturally arises whether or not this might quite
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generally be the case. Might there be a similar growth sequence dependence for
{100} growth? I find it hard to believe that -any significant growth sequence
asymmetry of {100} band offsets would leave intact the superb fit of Dingle’s
superlattice data (which automatically involve both growth sequences) to a
single-offset model, especially considering Dingle’s wide range of layer thick-
nesses. Yet there exists strong evidence that, if not the band offsets, at least the
transport properties in the 2D electron gas along GaAs/(Al, Ga)As {100}
heterojunctions, depend quite strongly on the growth sequence [38], with
higher mobilities occurring for (Al, Ga)As-on-Gass than for GaAs-on-
(Al, Ga)As. In fact, it appears that in structures containing multiple interfaces,
the properties of the interfaces grown first differ from those grown later [40]!

One frequently hears the argument that effects such as these are somehow
artifacts of the growth process, reflecting “bad” interfaces. While in a practical
sense this might be true, it avoids the fundamental issue: Even a “bad”
interface must have some atomic configuration that causes these effects, and
which configuration constitutes “badness”? And can this “badness” in fact be
avoided under the numerous constraints imposed upon the growth of an actual
device?

We clearly need an understanding of these effects, and this may indeed by
one of the most urgent research topics in which the device physicist would like
to see the basic physicist take an active interest. To the basic interface
physicist, offset variations of = 50 meV might be a minor nuisance, negligible
to the basic understanding of the interface physics. But the degree to which
these offset variations can be controlled, may be decisive for the role hetero-
structure FET’s will play in future high-speed VLSI technology.

A return to the earlier example of HEMT threshold voltages will illustrate
the urgency. As we stated, these threshold voltages depend on several struct-
ural parameters, one of which is the conduction band offset. Now the most
important envisaged applications of this transistor is in future very fast
large-scale digital integrated circuits which may contain anywhere from 103 to
108 identical FET’s per chip. For a variety of reasons, it is necessary that the
threshold voltages of all transistors on the same chip have essentially the same
value, and that this design value can be technologically maintained from chip
to chip and even from wafer to wafer. Threshold voltage variations far below
+0.1 V on a single chip are essential, or else the IC will simply not work, and
variations below 10 mV are desirable. Worse, the variations from chip to chip
should not be much larger. Evidently this calls for tight tolerances on the band
offsets and on residual interface charges.

To achieve these tolerances requires an understanding of what causes offset
variations and interface charges, not just purely empirical tight process control.
In fact, it is probably more important to develop a physical understanding of
offset variations on the +5 meV level than to be able to predict the exact
magnitude of these offsets to better than +0.1 eV.
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4. On measuring band offsets experimentally
4.1. Introductory comments

There does not exist any experimental technique to determine band offsets
that is simultaneously simple, reliable, and universally applicable.

The most careful and presumably most accurate determination of any band
lineup is Dingle’s well-known work [8] on the infrared absorption spectra of
superlattices of weakly-coupled multiple GaAs/(Al, Ga)As quantum wells.
Dingle was able to fit large numbers of data, for wells of various widths, to a
single model in which the conduction band offset is 85% + 3% of the energy
gap difference.

For sufficiently narrow wells, the method is fairly insensitive to errors by
small interface charges. Major distortions in the well shape would quickly
destroy the excellent fit of the experimental data to the simple square-well
model. Dingle’s data prominently include transitions involving the higher
energy levels in the wells, which would be especially sensitive to any distortions
of the well shape. It is hard to believe that the large number of observed
transitions, over a wide range of well widths, could be fitted just as well to a
significantly different well shape. This same quality-of-fit argument also speaks
against various kinds of modifications in the band offsets, such as growth
sequence asymmetries, etc. Certainly, the burden of the proof for any such
modifications lies with those who would propose such modifications. Note,
however, that Dingle’s data, being strictly {001} data, in no way rule out any
offset dependence on crystallographic orientation.

A second widely used technique to determine band offsets is based on
photoelectron spectroscopy [20,41], executed with various levels of sophistica-
tion. It is even less sensitive to interface charges, and is in principle capable of
giving quite accurate offsets, perhaps more directly than Dingle’s technique.
Especially the Rockwell group of Kraut, Grant, Waldrop and Kowalczyk [41]
has cultivated this technique to a high level of perfection, to the point that in
favorable cases offsets with (believable) uncertainties of +0.03 eV were
obtained. Inasmuch as Margaritondo, another practitioner of this technique,
has discussed it at this Symposium, we refer to his paper [20] for more
information and references.

Both the superlattice absorption technique and the photoelectron spectros-
copy technique are “physicist’s techniques”, rather than device-type techniques.
Now we argued earlier in this paper that the properties of heterostructure
devices depend sensitively on band offsets. It should therefore be possible to
extract accurate band offsets from measurements on devices. Because of the
simplicity of purely electrical measurements, such attempts have indeed often
been made [5], and many band offsets found in the literature were in fact
obtained from purely electrical measurements, usually on simple p—n or n—n
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heterojunctions. Unfortunately, such measurements are sensitive not only to
band offsets; they are just as sensitive to other phenomena that deform the
band diagram, especially interface charges. Most of the electrical measure-
ments have difficulty separating these effects. More often than not the data are
merely fitted to the simple Shockley—Anderson model ignoring such complica-
tions, which can lead to grossly inaccurate band offsets.

Inasmuch as this paper represents a review of hetero-interfaces from the
device physicist’s point-of-view, a critical review of the main techniques is in
order.

4.2. Capacitance—voltage profiling

Probably the best of the purely electrical measurement techniques is based
on a powerful adaptation of conventional C-V impurity profiling, recently
developed by Kroemer et al. [14,42]. It can, under favorable circumstances,
give reliable separate values for both the band offsets and any interface
charges. The method requires an n—n heterojunction whose doping profile is
known, a condition often satisfied for junctions grown by highly developed
technologies such as MBE. A Schottky barrier is placed on the outer surface of
the heterostructure, parallel to the hetero-interface, and the C—V relation of
the Schottky barrier rather than of the heterojunctions itself is measured. The
method works best with heterojunctions exhibiting poor rectification, which
are particularly hard to evaluate by other means. An apparent electron con-
centration i is determined by the conventional interpretation of C~V profiling
theory [42],

d 1 2 1 (1)

where C is the capacitance per unit area, and x = ¢/C. The 7(x) profile will
differ both from the doping profile ny(x) and from the true electron con-
centration n(x). But if the doping distribution n4(x) is known, the interface
charge is easily obtained by integrating the apparent difference distribution
A(x)—ny4(x), and the conduction band offset is obtained from the first
moment.of this difference distribution. The true electron distribution is not
needed! The method is simple and powerful, and readily applicable to any
technology that permits the growth of heterostructures in which the doping
level can be kept accurately constant on both sides of the interface, with an
abrupt switch at the interface. The two constant doping levels need not even be
predetermined; they may be extracted from the C-V profile itself.

The method may be made self-checking, by using the two doping values, the
interface charge, and the band offset, to simulate on a computer the C-V
profile that should have been seen experimentally, and by comparing this
reconstructed profile with the profile actually observed.
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Fig. 7. C-V profiling through an LPE-grown GaAs/(Al, Ga)As n-N junction, after ref. [14].
From the measured apparent electron concentration 7(x) (solid curve) and the assumed donor

distribution n(x) (broken curve) one can calculate a conduction band offset Ae, = 0.248 eV and
an interface charge density o, = +2.7X10'® cm ™3, The inset shows the basic test arrangement.

N

Fig. 7 shows an example, from ref. [14], for an LPE-grown n—N heterostruc-
ture, not ideally suited for the purpose, but so far the only published result in
which the method has been used for a quantitative determination of both a
band offset and an interface charge, including the self-consistency check. The
technique should be even better suited to MBE- or MOCVD-grown interfaces,
in which an abrupt transition with flat adjacent doping levels is more easily
achieved, and this writer does in fact expect that it will be widely used in the

future.
4.3. The C-V intercept method

When the doping level ny and hence the electron concentration n in an
n-type semiconductor is position-independent, the C-V profiling theorem (1)
yields a linear C~2-versus-¥ plot. This remains true for the capacitance of a
p-n junction, including a p—n heterojunction, if the carrier concentrations on
both sides are constant. This has led to the C-V intercept method, which claims
that the intercept voltage V,,, in such a linear C~2%-versus-V plot is exactly
equal to the total built-in voltage of the heterojunction (fig. 8), sometimes
called the diffusion voltage,
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M/c?

Fig. 8. The C-V intercept method of determining the band offsets at p—N heterojunctions. If the
heterojunction is abrupt, with constant doping levels right to the interface (no grading), and
without any interface charges, then the intercept voltage ¥, in a C~2versus-¥ plot is related to
the two diffusion voltages Vp,, and Vp, via eq. (3). If both doping levels (and hence both Fermi
energies) are known, this permits a determination of the band offsets. The method is sensitive to
errors caused by grading or interface charge effects.

I/int; Dn ~ VDp' (2)
For known doping levels, the energy separations between the bulk band edges
and the Fermi level are known, and hence the band offsets are known if
Vba+ Vp, is known. Unfortunately, the accuracy of eq. (2) is largely a
(persistent) muth. First of all, (2) neglects the so-called Gummel-Scharfetter

correction [43]; it should really read
Vie="Vpn + Vpp + 2kT/q, 3)

int

a small correction, but not a negligible one. More important: Even in the form
(3), the intercept rule is strictly valid only if both doping levels are constant
right to the hetero-interface, forming an abrupt transition there, and if no
interface charges are present [42,44]. Interface charges tend to lower the
intercept voltage, whereas impurity grading effects raise it. A small region right
at the interface always remains inaccessible, even if C-V profiling is extended
to forward bias values. Any space charge re-adjustments entirely inside this
region will not affect the linearity of the C~2-versus-V plot unless the charge
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inside the depletion region somehow depends on the applied voltage (which
may be the case for deep levels, but not otherwise). Although these facts have
been established for some 25 years [44], they remain strangely ignored except
by a small fraternity of semiconductor device physicists intimately familiar
with C-V profiling theory. Even as astute a researcher as Phillips [22] writes in
a recent paper: “The great merit of this technique is that it is self-checking, i.e.,
when chargeable traps are present at the interface, C~2 is not a linear function
of V,. The deviations from linearity automatically provide estimates of the
accuracy of the determination of Vp and from it the accuracy of 4E. and
AE,.” Well, they don’t. To get experimental access to the charges located right
near the interface, one must profile through the heterojunction from the
outside, as described earlier, not from the interface outward.

Considering this inherent weakness of the intercept method, it is not
surprising that the offset values determined by it have fluctuated widely
whenever data from more than one investigator have been available, and often
even for the data from the same group. Two examples are provided by the
chaos in the offset data reported for GaP/GaAs and Ge/GaAs. In most of
these measurements, C—V intercept data were not used alone, but in conjunc-
tion with current—voltage (I-V') data. However, this hardly excuses the failure
of the intercept method to “catch” the ever greater inadequacies of the I-V
techniques.

In the case of GaP/GaAs, the reported conduction band offsets vary by at
least 0.65 eV: Weinstein et al. [45] claim Ae = 0.22 eV, Alferov et al. [46],
Ae, = 0.65 eV, and Davis et al. [35], de, = 0. It is anybody’s guess which of
these values is least far away from the truth — if there is in fact a single “true”
value.

The situation for Ge/GaAs is, if anything, even worse. Conduction band
offsets varying from 0.09 to 0.54 eV can be found in the literature, a range
corresponding to 68% of the energy gap of the narrower-gap semiconductor,
Ge. The reason is probably only partially due to erratic measurements. As we
shall see later, for polar/nonpolar systems such as GaAs/Ge, an erratic
technology-dependence of the offsets should be expected.

Despite this history of unreliable results, the intercept method should be
capable of yielding accurate offsets if the uncertainties inherent in it are treated
with due respect, and are eliminated by suitable complementary data, espe-
cially for interfaces grown by one of the better and more tractable technol-
ogies, such as MBE or MOCVD. There is something inherently satisfactory
about C-V profiling measurements: They are essentially purely electrostatic
measurements of equilibrium charge distributions versus position, almost com-
pletely unencumbered by transport effects.
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4.4. Current—voltage measurements

Whatever criticisms one might have of band offsets based primarily on C-V
intercepts, most of those based on current—voltage (/-V') data on p-n or n-n
heterojunctions are even less well-founded. Exceptions tend to occur for
systems with unusual band lineups, in which the I-V data on heterojunctions
differ already qualitatively in drastic ways from those of ordinary p—n homo-
junctions. The outstanding (but not the only) example is the striking broken-gap
lineup at the InAs/GaSb interface (fig. 4b), for whici the first experimental
evidence was obtained [12] from systematic rectification experiments with
lattice-matched Ga(As, Sb)/(Ga, In)As p-n heterojunctions of varying
(lattice-matched) alloy compositions. As the GaSb/InAs end was approached,
all rectification effects suddenly disappeared, due to the “uncrossing” of the
forbidden gaps.

But /-V data on p-n heterojunctions without special lineup feature tend
not to contain enough qualitatively different detail to be useful for quantitative
offset determination, although they may be useful to supplement other data.

Worst, I-V data on n—N rather than p—n heterojunctions, although they
could in principle be quite informative, have in the past been largely worthless.
For example, the claim that the conduction band offset of GaP-Si interfaces is
essentially zero, is based on nothing more than the failure to observe any
rectification effects in Si-on-GaP n-n junctions even at liquid nitrogen temper-
ature [47]. More recent data on this system show [48,49] this claim to be quite
false. How erroneous such absence-of-rectification data can be, is illustrated by
what is now the best understood heterostructure of all, the GaAs/(Al, Ga)As
structure: Most early data on this system showed a more or less complete
absence of rectification in n—N junctions [50]. The explanation in terms of zero
conduction band offset flatly contradicted Dingle’s lineup data. The problem
seems to have gone away with subsequent improvements in technology; it was
almost certainly due to donor-like defects at the interface, as first proposed by
Kroemer et al. [13]. Similar donor-like defects were probably responsible for
the lack of rectification in Si/GaP heterojunctions [47].

5. Polar / nonpolar heterostructures
5.1. Motivation

Almost all heterostructure device structures currently under active investiga-
tion employ heterostructures between III /V compounds only. There are strong
incentives to extend heterostructure device technology to other systems, espe-
cially to combinations of a III/V semiconductor with one of the elemental
semiconductors, Ge or Si. Natural pairs, because of their close lattice match,
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would be GaAs/Ge and GaP/Si. The latter is particularly interesting. If
device-quality interfaces between GaP and Si could be achieved, this would be
a major advance towards bridging the wide gap between highly-developed Si
technology and the rapidly developing technology of III /V compounds, with
potentially far-reaching device applications.

A number of attempts to grow such polar/nonpolar heterostructures have
led to disappointing results: These systems are clearly far more difficult than
111 /V-only heterosystems. However, a physical understanding of these systems
is beginning to emerge that explains why many of the earlier purely empirical
“cookbook” approaches should have failed, and which suggests that a better
understanding of both the growth mechanism and the electronic structure of
these interfaces might make possible substantial progress towards the elusive
goal of device-quality polar/nonpolar heterostructures.

In fact, the incentives to achieve such a better understanding go far beyond
the device utilization of polar/nonpolar interfaces themselves: It would also
advance the understanding of more “ordinary” III /V-only interfaces. Many of
the problems that occur at polar/nonpolar interfaces are simply hugely
magnified versions of problems that occur already at the GaAs/(Al, Ga)As
interface. Examples: Residual interface charges, offset variations, crystallo-
graphic orientation dependence, and technology dependence. The difference is
purely quantitative: In the III /V-only cases these problems are second-order
nuisances, in the polar /nonpolar cases they dominate. I believe this dominance
is the reason why polar/nonpolar interfaces have so far proven so intractable.
It is reasonable to expect that a better understanding of these effects, leading
to control in the polar/nonpolar case, will also greatly benefit the III /V-only
case.

5.2. Interface neutrality and crystallographic orientation

In 1978, Harrison, Kraut, Waldrop and Grant (HKWG) published a
classical paper [51] that forms the point of departure for any rational under-
standing of the problems of polar/nonpolar interfaces. The authors studied the
electrostatics of the simplest possible atomic configurations for the three
lowest-index orientations of an ideal GaAs/Ge hetero-interface. They showed
that for both the {100} and {111} orientations these atomic configurations
correspond to a huge net electrostatic interface charge, of the order of one-half
of a monolayer charge. The argument is brought out in fig. 9 for the (001)
interface, viewed in the [110] direction. The black circles represent Ga atoms,
the white circles As atoms, and the shaded ones, Ge. An alternate possibility
has Ga and As interchanged. An important point in the HKWG argument is a
point emphasized earlier by Harrison [52]: The tetrahedral bond configuration
guarantees that each of the bonds connecting each atom to. its four nearest
neighbors contains exactly two electrons, just as in Ge, and regardless of
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whether the bonds are Ge-Ge, Ga-As, or mixed Ga-Ge or Ge-As bonds.
Only the electron distribution along each bond depends on these details, not
the overall bond charge. This means that the net electrical charge associated
with the overall interface region can be determined by simply counting each
column-V atom as having one extra proton charge relative to a neutral
column-1V atom, and each column-III atom as missing one such charge. The
overall interface charge is easily obtained by a fictitious process, whimsically
called “theoretical alchemy”, in which one pretends that the GaAs portion of
the heterostructure has been obtained from a Ge single crystal by moving a
proton lattice from one-half of the Ge atoms to the other half of the Ge atoms,
creating Ga and As in the process. Depending on whether the fictitious proton
motion is away from the interface or towards it, a negative or positive charge
imbalance is thereby created at the interface. The bottom half of fig. 9 shows
the electrostatic potential resulting from a proton transfer away from the
interface, with the electron distribution along the bonds initially kept fixed.
The potential staircase on the GaAs side is evident. The average slope of this
staircase represents a net electric field, which is easily shown to be that of a
charge of —q/2 per interface atom. With an interface atom density of 2/a2,
this is a charge density —g/a?. The important point is now that the bond
charge relaxation following the proton transfer does not change the net

Fig. 9. Atomic arrangement and electrostatic potential at an idealized unreconstructued
Ge/GaAs(001) interface, from ref. [51]. The idealized atomic arrangement exhibits a large charge
imbalance at the interface, leading to a staircase potential with a large net electric field on the
GaAs side. The full circles represent Ga atoms, the open circles As atoms.
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interface charge, even though it is strong enough to actually reverse the sign of
the net charge on the Ga and As atoms inside the GaAs side. But the total
charge per bond always remains at exactly two electrons; no net charge crosses
the Ga and As atomic planes inside the GaAs side, implying conservation of
net interface charge during the relaxation. In terms of the potential diagram in
fig. 9, the shape of the individual steps in the staircase changes, but the net
average slope remains unchanged.

As HKWG point out, the field supported by the net interface charge is huge
(E=gq/a%=4x107 V/cm, assuming the dielectric constant of GaAs), suffi-
cient to guarantee an atomic re-arrangement during the crystal growth itself, to
minimize those interface charges. The authors give two specific atomic config-
urations which lead to zero interface charge, shown in figs. 10 and 11. The first
of these contains one mixed-composition layer, but it retains a finite interface
dipole. In the second configuration, containing two mixed-composition layers,
the interface dipole has also been obliterated. The authors speculate that the
second configuration might actually arise during epitaxial growth.

It is at this point that we must differ from HKWG. Although there can be
no doubt that a drastic atomic re-arrangement will take place, and almost
certainly in the general direction postulated by HKWG, it appears inconceiva-

0

Fig. 10. Modified atomic arrangement and electrostatic potential at a Ge/GaAs(001) interface,

containing one atomic plane of mixed composition, with zero net interface charge, but retaining a

finite interface dipole. From ref. [51].
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o

Fig. 11. Further modification of the atomic arrangement at a Ge/GaAs (001Y interface, containing
two atomic planes of mixed composition yielding both zero interface charge and a zero interface
dipole. From ref. [51].

ble that any such re-arrangement goes sufficiently far towards completion that
the remaining interface charge becomes negligible for device purposes. We
recall that even a charge of only 10~ monolayers is still a large interface
charge for device purposes; even if the interface atomic re-arrangement goes
99% towards completion, this would still leave an intolerably large charge five
times as large.

We therefore conclude that, at least for the {100} orientation, large residual
interface charges must be expected at GaAs/Ge and similar polar/nonpolar
interfaces. Worse, the exact amount of interface charge left must be expected
to depend on the growth process. Hence the interface charges will not only be
large, but technology-dependent. Finally, because even for zero interface
charge the residual interface dipoles still depend on exactly which atomic
re-arrangement was created, the band offsets must also be expected to be
technology-dependent and hence poorly reproducible.

There are mitigating circumstances present if the growth sequence is non-
polar-on-polar. Harrison has pointed out [53] that the electrostatic arguments
of HKWG also apply, with some modification, to the free surface of a
compound semiconductor. A GaAs {001} surface terminating in complete Ga
or As planes is electrostatically just as unfavorable as an ideal GaAs/Ge
interface. The actual atomic configuration present at a free GaAs {100} surface
will already be such that the net surface charge is minimized. If all dangling

141



H. Kroemer / Heterostructure devices 569

surface bonds dimerize, apparently a good first-order approximation, an
atomic arrangement leading to a neutral surface will also lead to a neutral
Ge/GaAs interface, if the vacuum is subsequently replaced by Ge.

But this argument does not apply if GaAs is grown on Ge. Thus we are led
to a second prediction: Polar/nonpolar interfaces must be expected to exhibit
drastic growth sequence dependences, much stronger than those observed in
the GaAs/(Al, Ga)As system. Unfortunately, the more difficult polar-on-non-
polar growth sequence is demanded in the majority of device applications. In
my opinion, attempts to grow GaAs/Ge or similar polar-on-nonpolar {100}
heterojunctions or — worse — polar/nonpolar superlattices with this orienta-
tion, in the hope that device-quality interfaces will somehow result, are likely
to be little more than a waste of time. The fact that this orientation is so
successful for III /V-only growth is quite irrelevant. The likely answer - if any
— to the quest for successful polar-on-nonpolar growth lies in the use of one of
the nonpolar orientations to be discussed presently.

The HKWG argument is by no means restricted to the {100} orientation.
Qualitatively similar arguments with only minor quantitative modifications can
be made for {111)-oriented interfaces, and in fact for all interface orientations
except those in which the interface is parallel to one of the (111) bond
direction.

The condition for this can be expressed as a mathematical condition on the
Miller indices (hkl) of the interface [54). Let [ hk/] be the direction perpendicu-
lar to the interface plane. The plane is parallel to one of the (111) bond

o

Fig. 12. Atomic arrangement and electrostatic potential at an ideal Ga/GaAs(110) interface. Each
GaAs plane parallel to the interface contains an equal number of Ga and As atoms and is hence
electrically neutral. From ref. [S1].
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Fig. 13. Atomic arrangement at idealized GaP/Si(211) interface, from ref. [54]. As in the {110)
case, each GaP plane parallel to the interface contains an equal number of Ga and P atoms and is
hence electrically neutral. But in addition, the bonding of the “black” sublattice sites across the
interface is much stronger (two bonds) than that of the “white” sublattice sites (one bond). When
GaP is grown on Si, this bonding difference can be utilized to achieve growth free of antiphase
disorder, with the “black” sublattice occupied by P atoms, the white by Ga atoms.

directions if [hkl] is perpendicular to that direction. This implies
[Akl]-(111y= +h+ k +1=0,

for at least two of the eight possible independent sign combinations. The
simplest such orientation is the {110} orientation, already recognized as such
and intensively discussed by HKWG. The next-simplest orientation is {112},
followed by {123}, etc. Figs. 12 and 13 show the atomic arrangements at a (110)
and at a (112)-oriented polar/nonpolar interface, both viewed again in the
[110] direction. .

In the absence of specific reasons to do otherwise, it is probably advisable to
use the lowest-index orientation for the epitaxial growth. If only the nonpolar-
on-polar growth sequence is needed for a particular device, the {110} orien-
tation may indeed be the preferred orientation. Inasmuch as the {110} planes
are the natural cleavage planes of III/V compounds, this happily coincides
with the natural interest of the surface physicist in this orientation: Most of the
non-device studies of the initial growth of Ge on GaAs have indeed used these
planes. However, if the polar-on-nonpolar growth sequence is demanded
(which automatically induces polar/nonpolar superlattices), altogether new
considerations intervene.
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5.3. Polar-on-nonpolar growth: the site allocation problem

When, in a polar/nonpolar heterosystem, the polar (compound) semi-
conductor is to be grown on the nonpolar (elemental) one, a new problem
arises [54,55]: Avoiding antiphase disorder in the growing compound semi-
conductor. This problem does not exist at all in element-on-compound growth,
and it is at most a minor problem in compound-on-compound growth. But for
compound-on-element growth it is as severe and fundamental as the interface
neutrality problem at {001} polar /nonpolar interfaces, and it totally dominates
the problem of polar-on-nonpolar growth for nonpolar orientations, such as
{110} and (112} ,

When a binary compound with two different atoms per primitive cell (e.g.
GaAs, GaP) is grown on an elementary substrate (e.g. Ge, Si) in which the two
atoms are identical, there exists an inherent ambiguity in the nucleation of the
compound, with two different possible atomic arrangements, distinguished by
an interchange of the two sublattices of the compound. If different portions of
the growth exhibit different sublattice ordering, antiphase domains result,
separated by antiphase domain boundaries, a defect similar to grain and twin
boundaries. For high-performance devices, antiphase domain boundaries must
almost certainly be avoided, which calls for a rigorous suppression of one of

|«— DOMAIN BOUNDARIES —>|
| |

Fig. 14. (a) Occurrence of antiphase domain disorder in the growth of GaAs on an unreconstructed
Ge (110} surface, due to the absence of a built-in bonding difference for the as-yet unoccupied
surface sites belonging to the two sublattices. (b) Creation of Ga-like and As-like electronic
configurations in the top Ge (110} atomic layer, due to reconstruction, aiding in the suppression of
antiphase disorder inside the GaAs. From ref. [55].
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the two nucleation modes. The problems in doing so depend very strongly on
the exact atomic arrangement and on the dangling-bond configuration at the
surface of the elemental semiconductor substrate. Unfortunately, they are
particularly severe for the simplest nonpolar interface orientation, the {110}
orientation. The situation is illustrated in fig. 14a, which shows that on an ideal
and perfectly flat (= unreconstructed) Ge {110} surface the sites subsequently
to be occupied by Ga and by As atoms have no built-in distinction between
themselves. The relative Ga/As ordering at different nucleation sites should
therefore be perfectly random, which in turn would lead to a high degree of
antiphase domain disorder, with domain sizes of the order of the nucleation
site separation, which is usually very small for good epitaxial growth.

The situation on the {112} surface is far more favorable. As fig. 13 shows,
the unoccupied sites ahead of an ideal (112) surface are of two quite different
kinds: Sites (labelled 1 in fig. 13) with two back bonds to the Si surface, and
sites (Nos. 2 and 4) with only one back bond. One easily sees that the two
kinds of sites belong to the two different sublattices. Now it is well known that
the column-V elements P, As, and Sb, form chemical compounds with Ge and
Si, whereas the column-III elements Al, Ga and In do not. One might therefore
expect that the strongly-bonding column-V atoms might displace any column-
III atoms from the doubly back-bonded sites (No. 1). But once site No. 1 has
been occupied by a column-V atoms, site No. 2 becomes more favorable for
occupancy by a column-III atom than by a column-V atom. This, in turn,
favors occupancy of site No. 3 by another P atom, followed by another Ga
atom on site No. 4. Apparently, this is indeed that happens: We have grown
GaP on Si {112} by MBE [54], and tests show that the observed sublattice
ordering is as described here, with no evidence of antiphase domains. Further-
more, although the electrical properties of these first GaP-on-Si {112} interfaces
are still far from ideal, we were able to build bipolar n—p-n transistors with an
n-type GaP emitter on a Si p—n base/collector structure, with emitter injection
efficiencies up to 90%. This is still far below what would be desirable for
practically useful devices (> 99%), but is far better than anything else ever
achieved in the very difficult GaP-on-Si system. It raises the hope that
device-quality polar-on-nonpolar hetero-interfaces might in fact be achievable.

Our above theoretical speculation was oversimplified in that the reconstruc-
tion of the free Ge or Si surface, which is unquestionably present, was ignored.
because of the strong bonding difference present already in the unre-
constructed {112} surface, any reconstruction on that surface [56] should be
little more than a quantiative complication, unless the reconstruction somehow
destroys the strong inherent surface site inequivalence, which is extremely
unlikely. -The situation on the {110} surface is entirely different. Here any
reconstruction would create a site inequivalence (see fig. 14b), and if this
inequivalence is of the right kind, it might convert a hopeless orientation into a
promising one. As we have pointed out elsewhere [55], the simplest possible
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reconstruction, a bond rotation similar to that on GaAs {001}, and postulated
by Harrison [57] to occur on Si {110}, is exactly of the most desirable kind. In
fact, growth of GaAs on Ge {110} apparently free from antiphase disorder can
be achieved under certain growth conditions [55], which unfortunately however
do not appear to lead to device-quality electrical properties. The (112} surface,
which has a built-in strong site inequivalence, is therefore preferable over the
reconstructed {110} surface, which must rely on a tenuous surface reconstruc-
tion to achieve site selection. Our experimental experience [54] strongly con-
firms this expectation. We therefore consider our own former advocacy [55] of
the reconstructed {110} surface as having been superseded by the subsequent
realization of the inherently greater promise of the {112} orientation.

5.4. Small misorientations: nuisance or design parameter?

There is no such thing as a perfectly-oriented crystallographic interface. Any
real interface will have deviations from perfect flatness and perfect orientation,
as a result of which the (111) bonds are rotated out of the true hetero-interface
plane by a small but non-zero angle 8. At apolar/nonpolar interface this will
cause a finite built-in interface charge to appear, and even for small misorien-
tations the resulting charge may be large by device standards. For the {112}
interface, the charge density is easily shown to be

o=(g/3 /a*) sin 6.

If the tilt angle is small enough, this charge is not likely to be removed by the
HKWG atomic re-arrangement, but is likely to act as a permanent tilt doping.
A wafer orientation to within +0.5° (= 10 milliradian) is roughly the practical
limit of current routine wafer orientation techniques. Assuming the lattice
constant of GaAs, such a misorientation corresponds to an interface charge
density of 4.7 X 10'2 elementary charges per cm?. This is a large charge, and
much more accurate wafer orientation techniques than are in current use will
be necessary. This is of course possible, but is a major nuisance. A highly
(112)-selective etch would certainly help. However, one man’s nuisance is often
the next man’s design parameter. If the orientation could be controlled to
significantly better than 10~ radian, a deliberate misorientation might become
a practical means of introducing desirable interface charges into devices such
as HEMT’s. Because the interface charges would not be randomly distributed,
but be located on quasiperiodic interface steps, they would scatter less, and
even new superlattice effects might arise. Finally, by deliberately creating a
controlled local variation in the interface tilt, one might even introduce lateral
“doping” variations into device structures. It is a fitting notion on which to
close a paper that addresses itself to the role of interfaces in submicron
structures, more specifically, to the role of the interface nanostructure in
determining the properties of devices containing those interfaces.
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By making transport measurements on InGaAs/InP superlattices we have been able to
demonstrate a regime of rapid electron tunneling perpendicular to the layers in the presence of
quantum hole localization, i.e., effective mass filtering. The experiments were conducted on
multiple quantum well and single quantum well samples in the form of p* -n junctions and
involved low-temperature photoinduced capacitance and ac conductivity measurements, which
easily resolved the 205 A superlattice period, and deep level transient spectroscopy
observations of hole trapping in 60~80 A quantum wells.

Recently there has been considerable interest in carrier
transport phenomena in semiconductor superlattices. For
the case of transport perpendicular to the layers the manner
in which the carriers pass through the barriers between the
quantum wells is central to the problem. At low tempera-
tures the carriers must tunnel through the barriers whereas
at higher temperatures one may observe phonon-assisted
tunneling and. finally, at the highest temperatures, true ther-
mionic emission over the barriers. In the tunneling regime in
direct gap I1I-V semiconductors electrons are much more
mobile than holes due to the very large difference in effective
masses between electrons and holes. As pointed out by Ca-
passo et al.,"” such an “‘effective mass filter” could lead to
large photoconductive gain, in analogy to the well-known
examples in [1-VIsemiconductors ' where hole traps give rise
to large photoconductive gain.

The photoconductivity experiments of Capasso et al.'
on AllnAs/GalnAs superlattices showed that the electrons
were clearly being controlled by the quantum mechanical
aspects of the superlattice (tunneling through the barriers);
the mechanism of hole trapping was not clear. For example,
in addition to a very small tunneling rate of holes through
the barriers due to their large effective mass (the effective
mass filter effect), it could also have been possible for defect-
related bulk hole traps to be introduced near the heterostruc-
ture interfaces during crystal growth which could act as pho-
toconductive sensitizing centers. '

We have studied InGaAs/InP superlattices grown by
gas-source molecular beam epitaxy (GS MBE) and have
seen hole trapping which we can directly relate to superlat-
tice quantum mechanical effects alone. To verify the exis-
tence of this effect in our samples we used a combination of
capacitance versus voltage (CV), ac conductivity, and deep
level transient spectroscopy (DLTS) measurements. We
were able to demonstrate a regime at low temperatures
where the perpendicular transport of photoinduced elec-
trons through the superlattice was much faster than that of
the photoinduced holes, similar to the photoconductivity ex-
periments of Capasso et al." In our case, however, we were
also able to show by ac conductivity and DLTS measure-
ments that the hole trapping was clearly a quantum well
effect and not related to superlattice-induced defects. In this
letter we will first describe our C¥ and ac conductivity mea-
surements showing electron tunneling in the presence of hole
localization. We will then describe the DLTS results which
show that the holes are trapped in the potential well formed
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by the small-gap (0.75 eV) InGaAs layer being placed
between the larger gap (1.35 eV) InP layers, i.e., quantum
well trapping.

Our samples were grown by GS MBE using standard
procedures that have been reported elsewhere.** The layer
sequence for the sample containing the superlattice started
with a 1.0-um buffer layer of n-InP (5x 10'7 cm~?) on an
n*-InP substrate. A 50-period undoped superlattice was
then grown with alternating layers of 80 A of InGaAs and
125 A of InP. This was followed by 3000 A of undoped InP
which was n type (=~10'® cm~?), a 0.7-um layer of p-InP
(5% 10"7cm ~*) to form ap *-n junction, and a contact layer
of 1000 A of p-InP (1x 10" cm~*). The single quantum
well samples were essentially the same except for an un-
doped InP buffer and a single 60 A layer of InGaAs in place
of the superlattice. Ohmic contacts were applied and mesa
diodes were formed by photolithography with either 100 or
325 um diameters. The samples were contacted and mount-
ed so that they could be illuminated through the substrate.
The measurements were made in a helium-flow Dewar
which could be varied from 20 to 500 K. The CV and ac
conductivity measurements were made with a digital LCR
meter at frequencies between 1 kHz and 10 MHz. The CV
measurements were numerically differentiated in the stan-
dard way’ to obtain the CV profile [N(x) vs x], where
N(x) = (2/9€)[d(1/C?)/dV] "' is the apparent local car-
rier concentration and x is the distance from the p-n junc-
tion.

Our most dramatic results are shown in Fig. 1. This
shows two CV profiles of the apparent carrier concentration
of the 50 period superlattice measured at 23 K. One was
taken in the dark and the other while the sample was illumi-
nated with a microscope lamp through a silicon filter (to
remove the wavelengths directly absorbed by InP). Note
that in both cases the apparent width x of the diode depletion
region moves through the superlattice at low temperatures
in spite of the fact that the electrons must pass through bar-
riers of order of 300 meV to reach x, as shown in Fig. 2. In
order to obtain such profiles the electrons must be able to
tunnel through the superlattice barriers on a time scale fast
compared to the | MHz capacitance measurement frequen-
cy. If the electrons could not move this fast through the
barriers at 23 K, the superlattice region would appearina 1-
MHz capacitance measurement to be an insulator and the
CV profile would never come closer than 1.3 zm to the junc-
tion. This point is clear when one recalls that the apparent
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FIG. 1. Apparent carrier concentration profile obtained from differentiat-
ing | MHz CV data taken at 23 K under illuminated and dark conditions.

value of x in a CV profile of a p* -n junction corresponds to
the first moment of the ac charge distribution in the diode
induced by the ac drive voltage of the capacitance meter.”
Thus if the electrons cannot move through a particular re-
gion of the material near the junction on this time scale, the
ac charge distribution, and hence x, can never appear within
this region on a CV profile.

The presence of the superlattice is clearly seen in the
illuminated profile. The superlattice period inferred from
the GS MBE growth rate is 205 A. The period in Fig. 1 is
205 + 5 A and the width of the peaks (full width at half-
maximum) is 80 + 10 A. The Debye length for a doping of
107 cm” ‘at 23K is 35 A.* The peaks beyond 0.6 zm are not
fully resolved due to the bias voltage supply being limited to
steps larger than 0.1 V beyond 10 V. Presumably the oscilla-
tions would come down to the dark CV profile if fully re-
solved. Normally such narrow peaks in a CV profile indicate
sharp peaks in the spatial profile of the donor doping concen-

~P-InP—>=n-InP n-InGaAs/InP————=—n-InP—
E¢ SUPERLATTICE

dQ

dv

MOBILE _1  TRAPPED
’.-HOLES HOLES

L

[o] 03 X 13
DISTANCE FROM JUNCTION (MICRONS)
FIG. 2. Potential energy vs distance of a p-n junction with the edge of the
depletion region x, within the superlattice. The location of the ac charge
distribution is also shown.
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FIG. 3. Photoinduced ac resistance vs reverse bias voltage at 23 K for three
measurement frequencies.

tration. However, in this case where the peaks are only pres-
ent under illumination, they must be due to trapped photoin-
duced holes. These trapped holes affect a CV profile in the
same way as ionized donor impurities, which are also posi-
tively charged. When the holes are no longer trapped, e.g., at
temperatures above 100 K, the superlattice peaks disappear.

The dynamics of hole transport can be directly studied
by ac conductivity measurements in the low-temperature
tunneling regime as a function of frequency. Figure 3 shows
the ac resistance of the sample at 23 K under the same illumi-
nation conditions as Fig. 1. The oscillations in the 10 and 100
kHz resistance have the same period as the CV profile oscil-
lations in Fig. 1 and correspond to very small steps which
can be observed in the dc photocurrent versus reverse bias.
But whereas the oscillations in Fig. 1 were due to mobile
electrons screening trapped, photoinduced holes at frequen-
cies of 1 MHz or greater, the resistance oscillations in Fig. 3
are a direct manifestation of the motion of holes on a slower
time scale. The 1 MHz resistance in Fig. 3 shows no such
oscillations and is equal to the slope of the photoinduced 7V
curve with the bias-dependent steps smoothed out. Thus the
holes cannot tunnel fast enough to follow a voltage modula-
tion on the MHz time scale. This is consistent with Fig. 1
where the CV profile oscillations could only occur if the elec-
trons were mobile and the holes immobile on a MHz time
scale. Indeed, CV measurements at frequencies less than 1
MHz are so dominated by photocurrent oscillations that CV
profiles are meaningless.

The mechanism giving rise to the resistance oscillations
can be understood with reference to Fig. 2. In the high field
part of the depletion region (left of x) the holes can tunnel
rapidly and give rise to the dc photocurrent. In the low field
and neutral region (right of x) the holes are immobile and
recombine with the electrons. At location x near the outer
edge of the depletion region the tunneling rate for holes is
critically dependent on the applied bias and will be modulat-
ed by a small oscillation in the voltage. The resistance oscil-
lations in Fig. 3 correspond to the holes in the quantum well
at x experiencing a rapid increase in tunneling rate with bias
until the depletion region widens to include the next quan-
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tum well and the process repeats with a new value of x.

The first quantum well in the superlattice (at 0.3 um in
Fig. 2) has a much thicker barrier than the others and hence
has a much slower tunneling rate. Thus even though this
well is within the dark zero-bias depletion region in Fig. 1,
very little photocurrent is detected until more than 4 V. is
applied to the diode, as seen in Fig. 3 where R>10" Q for
V <4 V. The trapped holes in this first well effectively pin the
depletion layer width and screen the superlattice from the
junction field over this voltage range. This gives rise to the
large peak in the photoinduced CV profile at 0.35 um in Fig.
1. Because of the wider barrier, this peak also persists to
higher temperatures (200 K) than the other superlattice
peaks (100 K). Only thermal emission over the entire va-
lence-band discontinuity or an electric field induced lower-
ing of this barrier can remove trapped photoinduced holes,
and hence the profile peak, from this first well. We have
verified this interpretation by making the same C¥ measure-
ment on a sample with a single quantum well of 60 A thick-
ness in place of the superlattice. In this case the illuminated
CV profile has a large peak exactly like that at 0.35 um in
Fig. 1 with none of the superlattice oscillations.

We were able to measure the thermal activation energy
associated with hole emission from the single quantum well
and the first quantum well in the superlattice by using
DLTS." For these experiments we maintained the sample at
a fixed reverse bias and used a strobe lamp (1 us pulse
length) through a silicon filter as the minority-carrier injec-
tion pulse. The DLTS spectrum of the single quantum well
at various bias voltages for a rate window of 200 us is shown
in Fig. 4. The disappearance of the peak at low bias voltages
corresponds to the quantum well no longer being within the
depletion layer, i.e., the DLTS peak in Fig. 4 is spatially
correlated with the location of the quantum well. Note also
the shift in the DLTS peak to lower temperatures and the
eventual broadening of the peak as the voltage is increased.
This corresponds to a transition from thermally activated
emission (sharp DLTS peak) to a temperature-independent
emission rate (broad DLTS peak) as the bias is increased.
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FIG. 4. DLTS spectra of hole emission from a single 60-A InGaAs/InP
quantum well for various reverse bias voltages at a rate window of 200 us.
The inset shows the measured DLTS activation energy vs voltage.
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The bias voltage (4 V) corresponding to temperature-inde-
pendent hole emission in the DLTS spectrum is exactly the
same as that corresponding to the onset of hole tunneling in
Figs. 1 and 3, as mentioned above.

By varying the rate window and measuring the activa-
tion energy of the DLTS peak as a function of voltage (inset
in Fig. 4) we can see that the shift in this peak is due to a very
strong reduction in energy with increasing voltage. Our lar-
gest activation energy appears to extrapolate to a zero-field
value of 260 meV. When the bound state energy of 20 meV is
added to this, we have a total of 280 meV for the apparent
valence-band discontinuity AE,. From the CV measure-
ments of Forrest and Kim'® the valence-band discontinuity
is AE, = 370 meV, although this value seems to be some-
what sample dependent.'' Photoluminescence and absorp-
tion measurements'? are not very conclusive, but indicate
that AE, ~ AE, /2 = 300 meV. Our corrected DLTS energy
of 280 meV is smaller than other estimates of AE,. However,
one should expect thermal emission in the presence of an
electric field to underestimate the true band-edge discontin-
uity. Our result is thus a lower limit on AE, and is consistent
with thermal emission of holes from a valence-band quan-
tum well in InGaAs/InP.

In summary, we believe that these results constitute a
convincing demonstration of a truly quantum mechanical
effective mass filtering effect. The observation of photoin-
duced superlattice oscillations in the low-temperature CV
profile can only be interpreted as electrons being mobile and
holes being immobile on the time scale of 1 MHz. Further-
more, the observation of oscillations in the photoinduced ac
conductivity at low frequencies and a strongly field-depen-
dent DLTS hole emission peak indicate that the holes are
trapped in the quantum wells and not at deep level defects.
Thus we have all of the elements of effective mass filtering.
The electrons, by virtue of their extremely small effective
mass, can tunnel easily through the 125 A barriers in less
than 0.1 us, while the holes, with much larger effective mass,
are trapped in the quantum wells for times of order 1 us and
begin to move between wells only for times longer than 10
us.
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A. Hamm, A. Savage, S. Sumski, and H. Wade in various
aspects of this project.
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Angle-resolved photoemission measurements of band
discontinuities in the GaAs-Ge heterojunction®

P. Perfetti,) D. Denley,” K. A. Mills, and D. A. Shirley

Materials and Molecular R h Division, La Berkeley Lab
and Department of Chemistry, University of California, Berkeley, California 94720
(Received 22 May 1978; accepted for publication 31 July 1978)

The conduction- and valence-band discontinuities for the (110) GnAs-Ge hetero;uncnon have been

measured as AE, =0.50 eV and AE, =0.25 ¢V by the angl 1 h ission (ARUPS)
technique. These values are in good agr with the th ical predicti ofPu:kett etal.
PACS numbers: 79.60.Eq, 71.20.+c, 73.40.Lq
During the past ten years, much effort has been de- the main effects originate at the interface; for example,
voted to understanding the physical properties of it is well known that Schottky-barrier heights, as mea-

Schottky barriers and heterojunctions.! In both systems, sured by capacitance voltage (C-V) or current-voltage
(I-V) characteristics, are nearly independent of the
metal’s work function for covalent semiconducter-metal
“'Work supported by the Division of Chemical Sciences, Office pairs. Several theoretical models have been suggested

of Basic Energy Sciences, U.S. Department of Energy. . 24
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Frascati, 00044 Frascati, Roma, Italy. ecent results obtained with surface-sensitive tech-
©)Also with Department of Physics, University of California. niques such as ultraviolet photoelectron spectroscopy
Berkeley, Calif. 94720, (UPS), % partial yield spectroscopy,’ and electron
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energy-loss spectroscopy,® however, seem to indicate
that no single theory will explain the data for all
Schottky-barrier devices.

For semiconductor-semiconductor heterojunctions, as
with Schottky barriers, the most serious problems arise
from the misfit which necessarily occurs when materi-
als of unequal lattice parameters are interfaced. The
dangling bonds arising at the interface could be expected
to provide electrically active states serving either as
charge traps, in which case a modified band profile
could result, or as recombination states which could
affect the transport properties of the junction. The wide
application of heterojunctions in electronic devices sug-
gests that a better knowledge of their interface states
would be useful for the “tailoring” of such devices.
Nevertheless, up to now only one surface-sensitive ex-
periment has been reported for such heterojunctions,®
and that work did not establish the magnitudes of the
conduction- and valence-band discontinuities at the in-
terface, but only showed their orientational dependence,
which is a consequence of the dipolelike potential pro-
duced by the interface.

These discontinuities may, however, be determined
from angle-resolved ultraviolet photoelectron spectro-
scopy (ARUPS) data. Briefly, the method consists of
detecting electrons which have been photoejected from
the surface of one semiconductor single crystal which is
covered with overlayers of a second semiconductor of
various thicknesses; as the overlayer is produced, the
top of the valence band (called here the “valence-band
maximum”, VBM) will shift at the surface relative to
E,. Since the escape depth of electrons at these energies
may be expected to be of the order of 10 A,!° the data
obtained for thicknesses of such magnitude reflect the
electronic structure of the heterojunction at the surface
and in its first few bulk layers. By increasing the over-
layer thickness, it should be possible to observe a satu-

(a)
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FIG. 1. Band scheme (a) before and (b) after the formation
of a i duct i ductor heterojunction. The ordi-
nate {s the relative energy, and the abscissa the position in
real space, with x=0 at the interface. See text for explana-
tion of symbols. The figure is drawn so that GaAs would
qualitatively correspond to material 1 and Ge to material 2.
Note that the spatial extent of the region where the band
bending occurs is of the order of 1 1 (see Ref. 11).
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TABLE I. Values of valence- and conduction-band discon-
tinuities.

Method AE, AE,
ARUPS* 0.25 0.50
EPM? 0.35 0.40

c-v° 0.6—0.19 0.15—0. 56
Eq. (5) 0.69 0. 06
2)This work.

YReference 15.
©Reference 16.

ration in the substrate band bending; for overlayers of
sufficient thickness (i.e., several times the inelastic
mean free path), no photoemission from the substrate
should be detectable, and the overlayer band bending
should become observable.

The band scheme usually employed to describe a
semiconductor-semiconductor heterojunction is shown
in Fig. 1. In Fig. 1(a), the energy levels are shown for
two noninteracting (separated) materials; the character-
istic parameters are the band gaps (E,), electron affini-
ties (x), and positions of the Fermi levels relative to the
bulk valence- or conduction-band energies (6). As shown
in Fig. 1(b), the formation of the heterojunction leaves
these parameters invariant, but the charge flow across
the junction, induced by the difference in chemical po-
tential of the two materials, results in the equalization
of the Fermi levels and a concomitant bending of the
bands at the interface, given by V} and V3. The discon-
tinuities in the valence and conduction bands, AEu and
AE_, are given by

AE, + AE,=AE,, @)
while the relation

Ei-Ei=Vy+Vi=V), (2)
describes the band bending. The partitioning of the in-
duced potential into V} and V,‘, is determined by the
doping of the semiconductors, with the bending being
larger for the less conducting material. As is clear

from Fig. 1, a simple equation obtains for the conduc-
tion-band discontinuity:

AE,=(5,+V3) = (B -5, + V3. @®

Thus, a determination of V, will also allow the calcula-
tion of AE_. This has typically been done in the past by
analyzing the C-V characteristics of the heterojunction,!
according to the relationship

1/C*~(V, = V). @

Such results have frequently been explained by equating
the conduction-band discontinuity at the interface to the
difference in electron affinities,

AE, =x3=X1» ®)

but the validity of this approach has been questioned by
several authors, who have proposed different theoretical
models.!?=!% For the (110) interface of the GaAs/Ge
heterojunction, the predictions of the self-consistent
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FIG. 2. Spectra at normal emission and 21. 2 eV photon energy
of clean (dotted) and Ge-covered (solid) (110) GaAs. The
magnified portion of spectrum 0 shows the Ga 34 peak due to
40. 8 eV radiation, Approximate coverages are as given.

pseudopotential method of Ref. 15 and the electron af-
finity difference method are given in Table I, along with
C-V results.!® The variation in the C-V data seems to
indicate that such measurements must be made in con-
junction with microscopically sensitive techniques in
order to fully characterize the interface.

We report here the first ARUPS determination of the
GaAs/Ge (110) heterojunction discontinuities. The ex-
perimental apparatus was described earlier.!” Briefly,
electrons were photoejected by 21.2-eV (He I) photons
from an in situ cleaved n-type GaAs (110) single crystal
(carrier concentration of 8 10 cm"® by Hall effect
measurements) which was subsequently covered by
evaporative deposition with successively thicker over-
layers of Ge. The electrons were energy analyzed using
a cylindrical mirror analyzer with a resolution of 0. 07
eV, During the depositions the temperature of the sub-
strate was held at the epitaxial growth temperature®® of
420°C, with a base pressure of 2X10° Torr. ARUPS
spectra were taken for various Ge coverages, ranging
from a fraction of a monolayer to ~20 monolayers;
coverages were determined by calibrating the oven with
a piezoelectric thickness monitor, and one monolayer

was defined as 8.85x10'* atoms cm"2, in conformity with -

previous work.®

669 Appl. Phys. Lett., Vol. 33, No. 7, 1.October 1978

Selected results are shown in Fig. 2, where the spec-
tra for clean and Ge-covered GaAs are presented for
normal emission; these spectra are hereafter referred
to as 0 to 6. The position of E, was determined by mea-
suring the photoemission edge of a tantalum strip which
was in electrical contact with the GaAs.!® This strip is
in contact with the spectrometer ground, and therefore
provides a stable reference level. As long as charging
effects are small (as is the case here; see Ref. 20), the
Fermi level of the metal and the GaAs will be equivalent.
The small peak just to the left of E, is due to emission
from the Ga 3d core level, excited by 40.8 eV (Hell)
photons which are a subsidiary component of the spec-
trum of the discharge lamp used. The separation of this
peak and E, decreases with Ge coverage, indicating a
change in the relative separation, near the interface, of
E, and the valence band. Accordingly, we have aligned
spectra 0 to 4 by keeping fixed the Ga 3d peak posi-
tion; the zero of energy is set as the Fermi level for the
clean GaAs sample. Spectra § and 6, having thick Ge
overlayers, have been aligned by keeping constant the
VBM, a procedure which is sufficient for our purpose of
obtaining shifts in E,.. A weak 3d signal was also observ-
ed for the spectrum 5 coverage at non-normal emission,
and was used to confirm the alignment.

For the Ge-covered surfaces, E, is displaced from
the zero of energy as shown in Fig. 2. This displace-
ment is summarized in Fig. 3 where we have plotted the
Fermi level position, relative to E, for clean GaAs, as
a function of overlayer thickness. A saturation value of
the band bending is reached for very low coverages;
analogous behavior was observed by Gregory and Spicer
for the GaAs-Cs Schottky barrier.® For such layer
thicknesses, most of the photoelectrons observed are
originating in the GaAs, and the saturation value thus
corresponds to the maximal GaAs band bending. For the
spectra incorporating thick Ge overlayers, we see a
further movement of E, towards the VBM. As the Ge
layer thickness is much less than the characteristic dis-
tance for band bending (see Fig. 1), bending effects in
the overlayer are negligible for such small coverages.
This new saturation value is representative of the Ge
half of the heterojunction; in fact, the photoelectron
escape depth is sufficiently short as to preclude, with
the coverages employed in these spectra, observation

aE (eV)
> @ N

o

) )
02 04 06 08 10 I2 14 16 18 20' ‘21468
© (monolayers)

FIG. 3. Plot of the separation of the Fermi levels for clean
GaAs and for Ge-covered GaAs, as a function of overlayer
thickness.
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of the substrate bands. From Fig. 3, we may immedi-

ately deduce that AE =0.25 eV and, with'AE,=0.75 eV,

we obtain from Eq. (1) that AE,=0.50 eV. These re-
sults, which qualitatively agree more closely with the
values of Ref. 15 than with those obtained by the use of
Eq. (5), seem to indicate that equating AE_ to the elec-
tron affinity difference is a poor approximation, and

‘H.C. Inkson, J. Phys. C 5. 2599 (1972); 6, 1350 (1973).
5P, E. Gregory and W. E. Spicer, Phys. Rev. B 12, 2370
(1975). !

8G. Margaritondo, J.E. Rowe, and S.B. Christman, Phys.
Rev. B 14, 5396 (1976).

"W. Gudat and D.E. Eastman, J. Vac. Sci. Technol. 13,
831 (1976).

8J.E. Rowe, S.B. Christman, and G. Margaritondo, Phys.
Rev. Lett. 35, 1471 (1975).

that a better knowledge of the interface physical proper-
ties should be obtained through the use of more sophisti-
cated theoretical models which include the possibility of

%R, W. Grant, J.R. Waldrop, and E. A, Kraut, Phys. Rev.
Lett. 40, 656 (1978).
10w, E. Spicer, J.S. Johannessen, and Y.E. Strausser,

relaxation at the interface.

In conclusion, we have demonstrated the viability of

ARUPS as a structure-sensitive tool, on the microscop-

ic level, for determining band discontinuities in semi-
conductor-semiconductor heterojunctions, and have ob-
tained results for the GaAs/Ge (110) couple which sug-
gest the need for further theoretical work. A paper
which describes our data in more detail is currently
under preparation.
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Ge-GaAs(110) interface formation®

R. S. Bauer and J. C. McMenamin

Xerox, Palo Alto Research Center, Palo Alto, California 94304
(Received 18 April 1978; accepted 19 April 1978)

The heterojunction chemistry for Ge grown by molecular beam epitaxy (MBE) on in situ
cleaved GaAs exhibits significant interdiffusion in short times at growth temperatures T of
430°C (significantly lower critical T than that reported for moderate-vacuum physical vapor
deposition). This results in profound changes in the electronic properties of the interface as
probed by synchrotron-radiation-excited 3d core electron photoemission. Even when there is
significant alloying of the two lattice-matched semiconductors, there is nearly equal
probability for Ge to bond to either a Ga or an As atom at the initial stage. As Ge becomes
the dominant species, we find As preferentially diffusing toward the Ge side of the junction.
This As is distributed throughout the overlayer in contrast to metal-semiconductor interface
formation where the diffusing constituent resides only on the free, growing surface. We show
that these behaviors are consistent with the kinetic and thermodynamic properties of the
atomic species. The valence band discontinuity is negligible over atomic dimensions, while for

an abrupt interface (T = 350°C) we measure AE, =0.7+33 eV. The photoemission
changes character rapidly with temperature, indicating an activation barrier for the diffusion
below which simple expressions for attenuation of the photoelectrons by electron—electron
scattering are applicable. In that case we deduce an escape depth of 7.0+0.5 A, indicating
uniform growth of Ge, with composition changing abruptly from GaAs over ~1 bond length
in the (110) direction. A negligible ( <0.2 eV) localized interface dipole layer is formed in the

process.

PACS numbers: 68.48.+f, 79.60.Eq

I. INTRODUCTION

We report the first photoelectron spectroscopy study of the
initial stages of formation of a heterojunction; specifically, that
produced by Ge deposited epitaxially on the nonpolar faces
of n- and p-type GaAs. By probing with monochromatized
soft x-ray synchrotron radiation, the core photoelectron escape
depth can be set to ~5 A, allowing microscopic band discon-
tinuity determination, and can be tuned to probe the spatial
distribution of the chemical species. Further, the dependence
on Ge coverage provides a nondestructive measurement of
heterojunction abruptness on an atomic scale.

We find that the interface chemistry is a critically impor-
tant determinant of semiconductor-semiconductor junction
properties. In particular, the interdiffusion kinetics of the
atomic species is a very sharp function of temperature. There
is only a narrow temperature range (<100°C) over which
epitaxial growth occurs without a high mobility for Ge and
GaAs intermixing. The interface electronic structure is pro-
foundly modified when interdiffusion occurs. Only when an
atomically abrupt interface is produced do we observe a sig-
nificant discontinuity in the valence band edge comparable
to that predicted by preservation of free-surface electron af-
finities between the semiconductors. For such a chemically
sharp interface, the bands change over a distance of 5 A or less
with a negligible (<0.2 eV) dipole layer localized in this
junction region. We emphasize the need for determining the
kinetics of heterojunction formation by each and every ex-
perimental preparation technique before definitive conclu-
sions of electronic or other properties can be made.

1444 J. Vac. Sci. Technol., 15(4), Jul./Aug. 1978
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Il. EXPERIMENT

Ge was evaporated from a molecular beam epitaxy (MBE)
effusion source developed by R. Z. Bachrach et al.! or from
a tungsten filament onto GaAs (110) cleaved in situ at 2 X
10710 Torr. The GaAs was held at growth temperatures T¢
ranging from 350 to 525°C at pressures of ~2 X 10~ Torr
during the ~10 A per minute evaporation. The absolute
temperature of the surface may be as much as 50°C lower
than this T¢ measured at the sample clamp ~5 mm away; the
relative growth temperatures however are conservatively
accurate to +£10°C. Epitaxial growth has been reported? at
temperatures as low as 300°C under much worse vacuum
conditions, where crystalline overlayer formation should be
more difficult than in our preparation environment.

The interfaces were probed at room temperature using the
continuum synchrotron radiation from SPEAR as shown
schematically in Fig. 1; the photons were monochromatized
in the soft x-ray region by the grasshopper monochromator
on the 4° beam line at the Stanford Synchrotron Radiation
Laboratory. The electrons thereby photoemitted were ana-
lyzed using a PHI 15-255G, double-pass CMA at 75° to the
optical axis and 20° from the sample normal. By studying Ga,
As, and Ge 3d core emission at kinetic energies Ex ~ 60 eV,
we are sensitive to the environment of the atoms within ~3
layers of the free surface. Attenuation of the Ga and As
emission by the Ge overlayer provides a sensitive measure of
heteroepitaxial growth abruptness using such short photo-
electron escape depths. The overlayer thickness L¢, is de-
termined by setting the Ge evaporation rate of the MBE

© 1978 American Yacuum Society 1444

157



1445
-
( SPEAR
Ng, = NoM (o) A (E,) [1 - exp (-Lg /)
hy
(60- N
200 eV) Navas =5 MW A (E,) exp (-Lg,/\)
1
\(E) l Ge Lo,
5-16a) -
GaAs (110)
F1G.]. Schematic di depicting how level ph ission excited

by synchrotron radiation can be used as a variable depth probe of interfacial
characteristics. Changing photon energy hv varies the kinetic energy Ex of
the emitted electrons and thereby the distance below the surface from which
they escape A. Variation of the overlayer ge by a known thick L
allows the uniformity and abruptness of growth to be determined. A simple
exponential attenuation model presented in Sec. IV describes the photoem-
itted electron intensity N (electrons/photon) by the expressions in this di-
agram. Note that core level optical absorption can also be measured on the
same sample to characterize the unoccupied interface states by constant-
final-state partial yield as described in Refs. 24 and 25.

source using a Sloan 900023 quartz crystal thickness monitor
placed at the deposition position with a linear motion in each
experiment; the evaporation rate varied by less than 20% over
periods of several hours. The chemical bonding and compo-
sition as manifest by core level changes are probed as a
function of depth below the growing interface by tuning the
photoelectron escape depth A(Ek) through variation of the
photon energy hv; while this can be simulated in XPS/ESCA
measurements by tilting the sample relative to the analyzer,
angular-dependent contributions of the final states can sig-
nificantly alter the photoemitted electron energy distribution.
Measurement of the valence band region provides emission
that is unique to interface states. The valence band cutoff can
be used with the core-level photoemission to provide the band
edge discontinuity on a microscopic scale. Independently,
Grant et al.3 have used a similar method.

lil. INTERDIFFUSION OF Ge AND GaAs
A. Kinetics

In reading the literature or any of a number of excellent
reviews, %5 one is led to believe that there is a large range of
temperature (some 500°C) over which abrupt heterojunctions
can be formed. Variations with T are reported in the twin-
ning observed in the epitaxial layer (minimum at 425-
525°C)? or the electrical rectification depending on prefer-
ential evaporation of the substrate during growth (above
800°C).6 We find that these processes are critically dependent
on the growth environment. As we show in this section, even
at moderate temperatures (~430°C), significant interdiffusion
occurs during MBE growth in ultra-high vacuum, while a 2
X 1075 Torr vacuum produces best junction behavior for an
800°C growth temperature.®

Typical 8d core photoemission is shown in Fig. 2 for a
growth temperature of 525°C. The spectra are normalized
to have constant yield /' = Ng. + Ng, + Ny, Then, if we
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FIC. 2. Energy distributions normalized to constant total core yield for 3d
core electrons of As, Ge, and Ga photoemitted by 125 eV photons from GaAs
(110) cleaved in situ and covered with equivalent thicknesses of Ge, L¢. up
to 6 A while held at a growth temperature T¢ of 525“C. The curves are of fset
vertically by one major division from each other for clarity.

make the reasonable assumption that the matrix elements M
and escape depth A are the same in Ge and GaAs, the inte-
grated Ge emission N, relative to the Ga, As, or total pho-
toemission is a quantitative measure of the interdiffusion since
the probing depth is fixed as the overlayer becomes thicker.
Note then in Fig. 2 that the As (3d) and Ga (3d) strength de-
crease together, rather uniformly as L, becomes comparable
to the photoelectron escape depth. By visual inspection, the
As to Ga ratio remains relatively constant to coverages of a few
Ge layers. We conclude that in the initial stage there is nearly
equal bonding of Ge to either a Ga or an As atom on the GaAs
side of the heterojunction.

The strengths of the Ga and As 3d core emissions appear
a bit too large for the Ge layer to be uniformly bonded over
all Ga and As surface atoms to a thickness given by L .. This
discrepancy dramatically increases and exhibits interesting
characteristics for very large coverages. In Fig. 3, we see the
GaAs emission persisting for Lg. > 50A. Further, the As
emission remains strong for the growth conditions used in this
study, while the Ga strength exhibits a continuous reduction

T, =525C hi =125 eV
T 1 T T T T T T 7T T T T T T
As (3d) Ge (3d) Ga (3d)

| T T

=375
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N (E) (electrons/photon-eV)
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11y

P

78 82 86 920 94 98 102
KINETIC ENERGY, E, (eV)

FIG. 3. Normalized energy distributions for 3d core electrons of As, Ge, and
Ga photoemitted with 125 eV photons from GaAs (110) covered with Ge of
6 A < Lg, <375 A for T¢ = 525°C. The 6 A data is the same as that shown
in Fig. 2 for reference. The curves are offset by one major division from each
other for clarity. The increasing emission of As relative to Ga and its persis-
tence for overlayers much thicker than the photoelectron escape depth are
indicative of interdiffusion of all the species.
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FIG. 4. Energy distrik lized to t total core yield for 3d
core electrons of As, Ge, and Ga photoemitted from two GaAs (110) surfaces
on which Ge was subsequently evaporated by MBE to a thickness corre-
sponding to 375 A when heated to 525°C and to 14 A when heated to 350°C.
The data of the upper panel is reproduced from Figs. 2 and 3, and the clean
curves are offset by one major division for clarity. Note the rapid attenuation
of substrate emission in the soft x-ray region and the constant ratio of Ga to
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tering or island-type formation, one must invoke a preferential
bonding of Ge to Ga rather than to As atoms. This is not ob-
served in the low coverage data as noted with regard to Fig.
2, and further, it is likely not to persist on such an atomic scale
for Ge coverages hundreds of times larger than the Ga to As
interatomic spacing. Further, the success of the simple ex-
pressions of Fig. 1 in describing below the photoemission of
intermediate temperature data (i.e., T¢ = 350°C) can only
occur if the overlayer is uniformly covering the substrate. The
interdiffusion of Ge and GaAs is very abrupt with temperature
(as discussed in Sec. IV) as is characteristic of an activated
process. Thermodynamic properties® will also affect the in-
terface growth kinetics and the composition of the transition
region comprising the junction.

B. Bonding

When the Ge and GaAs interdiffuse under the conditions
described above, the intriguing question arises as to whether
the As (and Ga) are present throughout the thick Ge layer or
are rather a fixed number of atoms “floating” on the surface
of the growing Ge as occurs for some metal-semiconductor
systems (e.g., Au on GaSb,? Al on GaAs!9). For the case shown
in the top of Fig. 4, one can measure the change in relative As
(3d) photoemission as the escape depth is varied by about a
factor of 2 through a change in photon energy from 125 to 200
eV (Ex from ~80 to 155 eV). 11 We restrict ourselves to this
range since the matrix element effects are small and slowly
varying, and therefore they can be properly accounted for.
A reduction in normalized As emission of at most 10% is

As emission when an abrupt interface is formed under the conditions in the
lower panel.

beginning at 15 A. This observation indicates a signficant
alloying of the two lattice-matched semiconductors. The
preferential diffusion of As toward the free Ge surface region
continues for coverages up to 375 A (the extent of our mea-
surement), where negligible Ga emission is observed.

These results are indicative of interdiffusion rather than
Ge island formation on the GaAs. As summarized in Fig. 4,
the relative Ga to As emission exhibits unique characteristics
for high temperature growth. The lower panel shows the sit-
uation for an interface that is abrupt (as discussed below). Note
the slightly lower As (3d) peak height relative to the Ga (3d)
structure characteristic of the clean photoemission from all
GaAs (110) surfaces studied at these photon energies. This
characteristic is maintained in thick overlayers (Lge = 2A)
for the abrupt epitaxial junction (T¢ = 350°C) in comparison
to the data for L, = 15 A at T¢ = 525°C in Fig. 3. In mea-
surements we have made for room temperature growth, the
GaAs emission persists for total coverages equivalent to ov-
erlayers many times the escape depth in thick However,
in this case the As (3d):Ga (3d) ratio is maintained in a manner
similar to the lower panel of Fig. 4. For T¢ = 25°C, one does
not expect enough mobility for appreciable diffusion of Ge
and GaAs; therefore, we conclude that the 25°C data is in-
dicative of island formation. The characteristically increased
As to Ga ratio shown in the top panel of Fig. 4 must then be
due to the enhanced diffusion coefficient for As in Ge com-
pared to Ga.” For this high T data to be caused by a clus-
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ed over this Ex range. If the number of As atoms
represented by the ~17% partial yield in Figs. 3and 4 (T¢ =
525°C, L, = 375 A) were all diffusing to and resident on the
surface of the sample, then the simple photoemission ex-
pressions in Fig. 1 would predict a much more substantial
variation with escape depth (on the order of 25%). The neg-
ligible measured photon energy dependence then shows that
As is distributed throughout the Ge. The continuing source
for the As (and Ga) in the growing Ge layer is the decompo-
sition of the GaAs substrate itself.12

This uniform interdiffusion of the two semiconductors is
in contrast to the surface segregation of one of the semicon-
ductor species in metal-semiconductor interface formation.
The difference in driving force is related to the relative
solubilities and heats of formation of the materials as well as
their diffusion.!2 For Ge or Al interfaces on GaAs, the heat
of formation of AlAs is over twice that of GaAs while GeAs
has less than half the enthalpy of the substrate.8 It is then fa-
vorable for a stoichiometric compound to form at an Al in-
terface by converting the entire surface GaAs layer to AlAs.10
The liberated Ga can then rapidly diffuse through the de-
positing Al layer to reside on the room temperature Al surface;
the more than three orders of magnitude smaller semicon-
ductor interdiffusion limits the substrate dissolution to the first
layers. For a Ge interface, the GaAs is stable, so a transition
from pure GaAs to pure Ge can occur over a single bond
length without an intermediate composition region. By ex-
trapolating to 525°C the diffusion coefficients’ for Ga and
As atoms in Ge and in GaAs, we find that the anion diffuses
rapidly enough to continually permeate the growing interface.
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FIG. 5. Energy distributi lized to partial yield for each
of the 3d core photoemi peaks individually. Two sets of raw data are
shown for the core level characteristics in pure GaAs and the preferentially
As-diffused Ge overlayer grown at 525°C. The essential constancy in lin-
eshape indicates a similarity in Ga-Ge and As-Ge bonding compared to
Ga-As covalent bonding in GaAs.

The factor limiting the As concentration is most likely the
anomalously low Ga movement out of the substrate. The
diffusion rate for Ga in Ge is slightly less than the overlayer
deposition rate, thereby accounting for the sharper Ga pro-
file.

The details of the 3d core photoemission provide insight
into the bonds formed by the As and Ga atoms diffused into
the Ge. Notably, one would like to distinguish unique inter-
face states caused by Ge bonding to As and Ga nearest
neighbors.!3 This occurs dramatically at the Al-GaAs interface
where AlAs is formed. !0 As shown in Fig. 5, we do not observe
significant changes in the 3d—-core electrons between clean
GaAs and a 75 A Ge film grown on GaAs at 525°C. The raw
data points in this figure are two sets of normalized results
from the indicated specimens of Figs. 2 and 3. One can see

"an increased number of scattered secondary electrons on the
low kinetic energy side of each primary core peak; there is also
a slight increase in Ge emission on the high Ex side but we do
not consider it significant when not accompanied by other
changes. The essential indistinguishability of these two sets
of data suggest a negligible charge transfer for As or Ga atoms
in Ge compared to the bonds existing in elemental Ge and
GaAs. Further, a negligible dipole layer (as determined by
3d shifts of less than 0.2 eV) occurs in this case.
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In order to determine the characteristics for 3d electrons
of As atoms covalently bonded to Ge, J. C. Mikkelsen of our
laboratory grew a GeAs crystal which we cleaved in situ and
measured at SSRL with the same apparatus. The resulting Ge
and As core level photoemission had the same width and
binding energy as in either Ge or GaAs, but exhibited sharper,
more pronounced spin-orbit splittings. Further, the valence -
band exhibited three density of states peaks common to both
Ge and GaAs.!4 The differences between the layered,
monoclinic structure of GeAs and the diamond/zincblende
arrangement for Ge/GaAs mainly affect the broadening of
the core spectra; thus, from the similarity of the features of
20% As diffused in Ge to those of the compounds, we conclude
that the As is in a substitutional site with covalent bonds to
near-neighbor Ge atoms characterized by negligible differ-
ence in the charge-transfer from the stoichiometric semi-
conductors.

IV. ABRUPT Ge-GaAs (110) INTERFACE
A. Kinetics of MBE growth

A growth temperature can be chosen which allows epitaxial
formation of the Ge layer but negligible intermixing of the
two species. This is seen quite clearly in the photoemission for
a 15 A overlayer. For T¢ = 525°C in Fig. 3, the peak heights
for Ga and As are roughly half the Ge 3d emission with the
proportion of As now greater than in GaAs. By comparison,
for T¢ = 850°C in Fig. 4, the Ga and As emissions maintain
the same proportion as the substrate and are less than 10% as
strong as the yield from the Ge overlayer.

We can determine the abruptness of the transition of GaAs
to Ge by using a simple model for the photoemission process.
Consider the sample as the two uniform media shown in Fig.
1. Then, the first-order effect on the photoexcited electron
density N is an exponential attenuation due to electron-
electron scattering of the number of emitted electrons N
characterized by the escape depth A. In this case, the Ge
emission from a distance x below the free surface is just given
by

dNg. = (Mge No dx) e~ (x/Ace),

The same expression describes Ga or As emission (with half
the atomic density as the Ge overlayer) with the addition of
a fixed attentuation caused by the Ge of thickness L.

dNGaas = (0.5MGaas No dx) e~ (*/AGars) g—(LGe/ACe),

Integrating through the overlayer to obtain the Ge emission,
and throughout the semiinfinite substrate to obtain the Ga or
As emssion, the expressions shown in Fig. 1 result from as-
suming equal matrix elements M at each hv and equal escape
depths at each E; for Ge, Ga, or As initial states.

The spatial dependence of the interface composition can
either be determined by changing the escape depth A through
Eg(hv) variation for a given Ge overlayer, or by probing with
a single photon energy and varying the Ge coverage Lc..
Since the escape depth is so short for 3d core electrons excited
by soft x rays, we can obtain a sensitive test of abruptness of
the interface by the second method. The same technique
would be valid for XPS measurements but thickness of 40-50
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FIG. 6. Coverage dependence for Ge (3d) photoemission normalized to total
3d core yield n when grown on GaAs (110) at temperatures ranging from
350 to 525°C. N is now the area under the N(E) peaks as for the data of
Figs. 2 and 3 shown here by the squares. This data analysis should result in
a straight ling passing through (0,0) with slope equal to the escape depth A
if the junction is abrupt and described by the expressions in Fig. 1. The cov-
erage scale was checked by two independ hods and the deduced A’s
are an upper limit based on the least-square straight-line fits plotted on the
data. The 7.0 4 0.5 A value for T = 350°C compares to 5.8 1.5 A for GaAs
deduced from oxidation studies in Ref. 11; it indicates uniform growth of
a itionally abrupt j at 350°C. The sudden change in behavior
which saturates quickly is expected for an activated process such as diffu-
sion.

0.0

A (i.e., ~2A) would have to be used. The data of Figs. 2 and
3 were analyzed taking the area of the peaks for the number
of photoemitted electrons per photon required in the ex-
pressions of Fig. 1. As shown for this data set and two others
in Fig. 6, a plot of —In [1 — Ng./(Nga + Nas+ Nge) vs Lge
should give a straight line passing through zero and having
a slope equal to the escape depth. For a growth temperature
of 350°C, the least squares fit of the data yields an escape
depth of 7.0 £ 0.5 A. This compares to a minimum escape
depth of 5.8 + 1.5 A determined!! using similar expressions
for oxidized GaAs. Such good agreement could only occur if
the atomic composition changes from (110) planes containing
all Ga and As atoms to complete Ge layers over one bonding
distance. The data for T¢ of 430° and 525°C fall on the same
straight line predicting a A of 19 + 1 A, clearly outside the
range of uncertainty for the scattering length of moderate
kinetic energy electrons. Therefore, sizable interdiffusion of
the semiconductors is indicated when the changing ratio of
As to Ga emission is also considered.

We then find a very abrupt transition for temperatures
between 350° and 430°C, with no additional activation for
the next 100°C over the short times (i.e., less than an hour) of
these growths. This is quite reasonable for an activated dif-
fusion process.” The temperatures at which the transition
occurs and the sharpness of the change with T¢ are quite
dependent on the growth method. Although we obtain un-
satisfactory junctions from an atomic abruptness viewpoint
above 425°C, electrically acceptable Ge-GaAs heterojunctions
are reported in the literature up to temperatures of 800°C.4¢

Foreign molecules in moderate-vacuum, physical-vapor-
deposition environments inhibit the diffusion process at low
temperatures; contaminents impinge on the surface and either
reduce the adatom mobility or form as impurities at the in-
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terface.!2 For the MBE conditions we have used, a growth
temperature of 350°C resulted in near-ideal photoelectron
behavior for a single layer transition region. This agreement
with the simple model of Fig. 1 further indicates homoge-
neous overlayers rather than island formation for even the first
plane of Ge atoms.

B. Electronic structure

We measure characteristics of the Ge-GaAs (110) interface
which are unique to the abrupt junction. Only for the sharp
interface results (T = 350°C) discussed above do we observe
a sizable valence band discontinuity. The features of the va-
lence band photoemission change from those characteristic
of GaAs to those of Ge for very small coverages. By Lge =7
A, the valence band maximum (VBM) and s-p bands mea-
sured with hy = 130 eV are fully developed into those of Ge.
The band discontinuity can then be measured by the change
in Ga (3d) and As (3d) binding energies relative to the VBM
on going from GaAs to the abrupt junction formed with the
lower bandgap Ge. Conservatively estimating the errors in
locating the 3d core peaks and VBM, we deduce AE, = 0.7
+ 3% eV for the n-type GaAs used. Further, this band struc-
ture change occurs over a distance of 5 A or less (the limit of
our depth resolution). The average!3 of other experimental
values is 0.55 + 0.15 eV, consistent with our result. It is im-
portant to note that if this microscopic probe is used to de-
termine the valence band discontinuity, then the interfaces
exhibiting interdiffusion have AE, = 0.2 + 0.1 eV.

Theoretical estimates for the band discontinuities vary by
almost half the Ge bandgap. Simply preserving the free sur-
face electron affinities of the two semiconductors at the het-
erojunction!® predicts 0.69 eV for AE,. More detailed mi-
croscopic theories yield 0.72,16 0.69,17 0.41,'8 and 0.35 + 0.15
€V.13.19 The rather large uncertainties of our present data
analysis do not allow us to favor some of these theoretical
methods over the others. Hi , We can lude that only
for those experimental studies where the semiconductor in-
terfaces have been demonstrated to be compositionally abrupt
can detailed theoretical calculations of interface states such
as Refs. 13, 18, and 20 be applied. We caution, however, that
large rearrangements of the interface atoms may occur and
these are not, we believe, properly accounted for in present
theories.?! In particular, the negligible localized interfacial
dipole layer and insignificant rigid GaAs band shift in the T¢
= 350°C data may be due to sizeable reconstructions at the
abrupt interface. Large dipole layers have been predicted in
some theoretical treatments?223 of ideal, unperturbed lattices,
while they are only 0.1-0.2 eV in other calculations.1?

V. SUMMARY AND CONCLUSIONS

We studied the initial stages of formation of the interface
of Ge deposited by MBE onto in situ cleaved GaAs (110).
Synchrotron radiation excited core electron photoemission
allows a variable depth probe of the interface. At temperatures
of 430°C and above, both the Ga and As emission uniformly
decrease starting from a fraction of a monolayer to coverages
of several Ge layers; thus, in the initial stage there is equal
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bonding of Ge to either a Ga or an As atom on the GaAs side
of the heterojunction. The GaAs emission persists for Ge
thicknesses many times the photoelectron escape depth, in-
dicating a significant alloying of the two lattice-matched
semiconductors. The Ga photoemission d relative to
that of As for Ge layers greater than ~20 A thick. This pref-
erential diffusion of As to the free Ge surface region is con-
sistent with the bulk diffusion coefficients of Ga and Asin Ge
and GeAs it is observed to continue for coverages up to 375
A (the extent of our measurements), where Ga emission is
negligible. The As is distributed throughout the Ge rather than
residing as a thin layer on the surface as occurs for metal-
semiconductor interface formation. This is understood by the
thermodynamics controlling compound formation at the in-
terface. The position and width of the Ge (3d) core level is
constant over the entire coverage range; further, there is
negligible broadening or relative energy shift of Ga to As core
levels. These ments are inconsistent with a large in-
terfacial dipole layer. These graded junctions exhibit a va-
lence-band discontinuity of only 0.2 + 0.1 eV for both n- and
p-type GaAs, a value about a third that expected from most
theories.

This interdiffusion is an activated process, allowing atom-
ically abrupt composition change for a growth temperature
of 850°C where epitaxy should still occur. The interface
electronic structure is very different for such junctions though
a negligible localized interfacial dipole layer is also measured
in this case. Here the valence band discontinuity is 0.7 + 3¢
eV occurring over distances of less than 5 A. Our indirect
evidence of significant interfacial atomic rearrangement and
the demonstratéd crucial importance of heterojunction
chemistry argue for determination of the growth kinetics for
each preparation system before definitive conclusions about
semiconductor-semiconductor interface properties are
warranted.
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Observation of the Orientation Dependence of Interface Dipole Energies in Ge-GaAs

R. W. Grant, J. R. Waldrop, and E. A. Kraut
Science Center, Rockwell International, Thousand Oaks, California 91360
(Received 19 December 1977)

The Interfaces between a thin (~ 20-4) abrupt epitaxial layer of Ge grown on substrates
of (111), (110), and (100) GaAs have been investigated with x-ray photoelectron spectos-
copy. Observed changes in core-level binding energies have been directly related to the ,
crystallographic orientation dependence of interface dipoles and variations of band-gap
discontinuities. The orientation variation of the band-gap discontinuities is found to be
a significant fraction (~}) of the total band-gap discontinuity.

There has been considerable theoretical inter-
est in the properties of ideal abrupt interfaces
between different semiconductors, stimulated in
part by the recent progress in molecular beam
epitaxy (MBE) whereby truly abrupt interfaces
can now be achieved. A basic property of the
abrupt semiconductor interface is the relative
alignment of the energy bands of the two semicon-
ductors; i.e., how the energy difference in the
band gaps (AE,) is distributed between the va-
lence- and conduction-band discontinuities (AE,
and AE ) such that AE, =AE ,+AE .

The first and most widely used model for esti-
mating AE, (or AE,) is based on electron affinity
differences.! Critical evaluations®® have been
made of this model. Alternative models for pre-
dicting AE , have appeared,*® and two self-consis-
tent calculations of the Ge/GaAs-interface elec-
tronic structure have been completed.®” Although
it has long been recognized that interface dipoles
could produce energy-band discontinuities which
depend on crystallographic orientation of the in-
terface plane, such effects have generally been-
ignored. Transport measurements® on vapor-
grown Ge/GaAs heterojunctions suggested that

there could be substantial (a few tenths of an eV)
changes in valence- and conduction-band disconti-
nuities, 8(AE,) and 8(AE ), dependent on crystal-
lographic orientation. Unfortunately, it is rela-
tively difficult to determine these dopant-level-
independent quantities from transport measure-
ments and the scatter in these data is as large as
the measured effect.

To investigate the interface dipole orientation
dependence, we have developed a contactless x-
ray photoemission spectroscopy (XPS) technique
which allows a direct probe of interface potential
variations. Herein, we report the observation of
sizable and systematic variations in AE , for the
Ge/GaAs interface as a function of crystallograph-
ic orientation. Figure 1 is a schematic energy-
band diagram of an ideal abrupt Ge/GaAs inter-
face. The relative positions of the average bulk
crystal potential within the two semiconductors
determine AE, and AE ..**® An orientationally
dependent change in the interface dipole magni-
tude may shift the relative positions of the va-
lence and conduction bands in the two semicon-
ductors as shown schematically by dashed lines
in Fig. 1. Figure 1 also shows the position of a
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FIG. 1. Schematic energy-band diagram. The dashed
lines illustrate a decreased value of AE, associated
with an interface dipole layer that accelerates photo-
electrons from a GaAs substrate relative to Ge 3d pho-
toelectrons which do not cross the interface.

core level in Ge and in GaAs. As the average
bulk crystal potential changes to adjust to the di-
pole variation, the relative binding energies of
all levels on both sides of an abrupt interface -
(measured relative to the common Fermi level,
E ) must also vary by the change in dipole ener-
gy with orientation; i.e., |8(AE,)| =|6(AE )|
=|8(AEp)| also indicated by dased lines in Fig. 1.
For the Ge/GaAs interface, we will specifically
consider the energy separation, AE ;, between
the Ga 3d and Ge 3d core electron levels. A mea-
surement of 8(AE ;) by XPS thus provides a direct
measure of 5(AE,). The dashed lines in Fig. 1
illustrate a change in the interface dipole which
would increase the splitting between the Ga 3d
and Ge 3d core levels to equal the decrease in

' AE,,.

Our experiment used Al Ka (hv=1486.6 eV) ra-
diation in conjunction with an extensively modified
Hewlett-Packard model 5950A ESCA (electron
spectroscopy for chemical analysis) spectrome-
ter to excite photoelectrons from Ge/GaAs inter-
faces for which the Ge was an =20-A-thick layer
on a thick (0.5 mm) GaAs substrate. The es-
cape depth for the Ge 3d and Ga 3d photoelectrons
is =20 A. Thus, photoelectrons from both sides
of the Ge/GaAs interface are observed simulta-

neously in the same XPS spectrum. Electrons
which originate on the GaAs side of an abrupt in-
terface pass through any dipole layer at the inter-
face in order to be emitted from the free surface
and detected, while electrons originating in the
Ge do not. For example, an electron passing
through a dipole layer in a direction from higher
‘to lower electron density will experience an acce-
leration and, consequently, a relative increase
in kinetic energy proportional to the dipole mo-
ment per unit area, 7, at the interface.® A kinet-
ic-energy increase will appear as an apparent
binding-energy decrease in the XPS spectrum.

In terms of the average charge density p(z) over
planes parallel to the interface, the dipole mo-
ment per unit area is

'r=fzﬁ(z)dz.

The self-consistent calculations of Baraff, Appel-
baum, and Hamann® and Pickett, Louie, and Co-
hen” have shown that the potential variations near
an interface are localized to within 1 or 2 atomic
layers, a length considerably less than the Ge 3d
and Ga 3d photoelectron escape depths.

Interface states and bulk doping differences
which cause band bending can complicate the abil-
ity to determine AE, from transport measure-
ments. In the XPS techniques described here,
however, because the photoelectron escape depth
is much smaller than typical band-bending lengths
£ (£>10° A for moderate dopant levels), the ef-
fect of interface states is to shift the potential
within the sampled region on both sides of an in-
terface by the same constant value. Therefore,
since AE is the difference in core-level binding
energy for photoelectrons which originate from
each side of the interface, any potential shift due
to interface states or other sources of band bend-
ing cancel. It is assumed that the two semicon-
ductors are nondegenerately doped and that the
dimensions perpendicular to the interface sam-
pled by XPS are small compared to £.

The very thin (~20-4) epitaxial layers of Ge
used for these interface studies were grown with-
in the XPS apparatus on heated (=425°C) GaAs
substrates by evaporative MBE techniques simi-
lar to those previously described,® but at low
flux rates. GaAs substrates with (100), (111),
(ITI), and (110) faces were cut from a single
boule of undoped GaAs (n-type carrier concentra-
tion 10'® cm®).!* Laue back-reflection photogra-
phy showed that the substrates were oriented to
better than 1°. Each substrate was etched in
3:1:1 H,SO,:H,0,H,0 prior to insertion into the
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XPS vacuum system. Substrate surfaces were
cleaned by Ar*-ion sputtering (750 eV) followed
by annealing at ~575°C to remove sputter damage
(vacuum-system base pressure was low 10" 1°
Torr). Room-temperature low-energy electron-
diffraction (LEED) patterns characteristic of
(110) (1x1), (111)Ga (2x2), (TIT)As (1x1), and
(100)Ga c(8x2) were obtained. In addition, a
(100)As surface was also studied which was ei-
ther ¢(2x8) or (2x4). Additional LEED measure-
ments confirmed the epitaxy of the Ge overlayers.
Following the XPS measurements, a metal point
contact was made to the semiconductor surface
to ensure reasonable diode characteristics.
Figure 2 shows an XPS spectrum from a sam-
ple of epitaxial Ge grown on a (110) (1x1) GaAs
substrate. To determine AE 5, a background
function which is proportional to the integrated
photoelectron area was subtracted from the data
to correct for the effect of inelastic photoelectron
scattering. AE ; was measured between the cen-
ters of the peak widths at half of the peak heights.
This procedure made it unnecessary to resolve
the spin-orbit splitting of the Ge 3d and Ga 3d lev-
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FIG. 2. XPS spectrum in the energy region of the Ga
3d and Ge 3d core levels obtained from a (110) Ge/GaAs
interface. The thickness of the epitaxial Ge overlayer
was ~20 &,
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els (=0.5 eV) to obtain high-precision peak posi-
tions.

Measurement results of eight different inter-
faces are given in Table I. In general, several
(three to five) independent determinations were
made on each interface. In all cases, measure-
ment reproducibility was <0.01 eV and was usual-
1y <0.005 eV; calibration uncertainties increase
the error limits to 0.1 eV. The measurements
on the two samples of (110) (1x1) and (TIT)As
(1x1) reproduce very well. We believe the dis-
crepancy in the two values shown for (111)Ga
(2x2) is real and represents a subtle difference
in the interface properties grown on this surface.

If we arbitrarily reference all §(AE ) values
to the (110) charge-neutral surface such that
8(AE ,),,0,=0, we obtain the values of 8(AE,) shown
in Table I. It is interesting that the (TTI)As and
(111)Ga and the (100)As and (100)Ga differences
are nearly symmetrically distributed around the
(110) value. However, the known complexity of
these surfaces'? makes a simple interpretation
of the variations in valence-band discontinuity
difficult.

In summary, a technique has been developed
to observe directly variations in band-gap discon-
tinuities at abrupt semiconductor interfaces, and
systematic changes in AE, as a function of inter-
face crystallographic orientation have been ob-
served for Ge/GaAs. The maximum variation in
AE , between the (111) and (ITI) interfaces is
=0.2 eV, which is a significant fraction (=%) of
AE, (0.75 eV). This result suggests that accurate
future models used to predict AE, and AE _ need
to account for dipole orientation dependence.

We acknowledge helpful discussions with Profes-

TABLE I. Ge-3d-Ga-3d binding-energy differences
and corresponding variations in valence-band discon-
tinuity for various Ge/GaAs interfaces.

Substrate AE, S(AE,)
surface (eV) (eV)
(111)Ga 10.27+0.01 ~ - 0,085

(2x2) 10,31+£0.01 :
(100)Ga
c(8x2) 10.22+0,01 -0.015
(110) 10.20+0.01 0
{(1x1) 10.21+0,01
(100)As 10.17+£0.01 +0.035
(IMaAs 10,112 0,01 +0.10
(1x1) 10.10+0.01
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INTERNAL PHOTOEMISSION IN GaAs/(A1xGa1_X)As HETEROSTRUCTURES

G. ABSTREITER and U. PRECHTEL

Physik-Department, Technische Universitdt Miinchen, D-8046 Garching, Fed. Republic of Germany
and

G. wEIMANN and W. SCHLAPP

FTZ, D-6100 Darmstadt, Federal Republic of Germany

Band offsets in (AlyGaj_y)As/GaAs heterostructures are determined using internal photoemission
experiments. Onsets in the photocurrent are observed for photon energies exceeding the fundamen-
tal energy gaps of GaAs and (AlyGa1-x)As. Additional onsets occur at photon energies in the
infrared region due to internal photoemission from the conduction band in GaAs over the barrier
into the conduction band of (A1xGa{-yx)As and in the near red region where excitations from the
GaAs valence band into the (AlyGai-x)As conduction band are involved. From the measured energies
we determine AEc/AEg = 0.8 * 0.03 for x = 0.2.

1. INTRODUCTION ‘ year the values of band offsets proposed in

The fascinating electrical and optical proper- Ref. 1 had been widely accepted, most but not
ties of semiconductor heterostructures have all of the recent work suggests considerably
opened the possibility for the development of smaller conduction band offsets, especially
various new and future devices. For many of these since the work of Miller et al.”®" was published.
new concepts an exact knowledge of the band off- The mentioned experimental techniques, however,
sets at the interface of the two semiconductors suffer from the need of more or less complicated
involved is important. The most widely studied theoretical models for the interpretation of the
heterojunction is the nearly lattice matched experimental data or not accurately known
Gahs/(A1 Ga,_ )As system. The band offset has properties of the samples. Important features
been studied with various techniques. Among the which have not been taken into account properly

in most of the published work are the com-

most prominent ones are optical absorption and
excitation spectroscopy in quantum wells’'™%/ plicated valence band structure in quantum

and methods which use purely electrical proper- We115/9/- the nonparabolicity of the conduction
ties which have been discussed extensively by band which is important especially for higher
kroemer’3/, More recently also the comparison 1ying levels or thin quantum wells,. the not well
between calculated and measured charge transfer understood behaviour of impurity levels in

at single heterojunction interfaces has been (A1,Ga,_ )As, especially DX-centers, and ex-
used to determine values of conduction and citonic effects in absorption spectroscopy.
valence band offsets/s/, X-ray or UV photoemis- These insufficiencies in the interpretation of
sion spectroscopy, a method which has been used the experimental data and the lack of the
extensively for other heterojunctions/7/, is not exact knowledge of the sample parameters are
very suitable because of the small energy gap probably the main rea§?3 ﬁ?; the large scatter
differences in the GaAs/(A1 Ga,_ )As system as of the published data’ ™*''". Most of the

well as growth probIems/s/. While until last available data were obtained in the x-region for

0378-4363/85/$03.30 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division)
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which (A1xGa1_x)As is still a direct band gap
semiconductor. At x = 0.3 the published values
range from AEV/AEg = 0.52 to 0.12, where AEg is
the total band gap difference and AEV is the
valence band offset. These large uncertainties
make it necessary to look for alternative ex-
perimental methods which have not to rely on
sophisticated theoretical models.

2. THE EXPERIMENTAL METHOD

In this contribution we present first ex-
perimental results of band offsets determined
with a simple and transparent method which we
call internal photoemission. This technique has
been applied already in 1965 by R. williams/12/
and shortly afterwards by A.M. Goodman/13/ in a
slightly different version to investigate bar-
rier heights at Si/SiO2 interfaces. The method
makes use of the photoexcitation of carriers
at the interface of either the valence- or the
conduction band over the barrier into the con-
duction band of the insulator or of the wide-
gap material. The internal photoemission is
detected via the induced photocurrent normal to
the barrier. In the following we describe the
first application of this method to study the
band offsets at semiconductor-semiconductor
interfaces.

The samples used in the present studies were
grown by molecular beam epitaxy on (100)
oriented n-doped GaAs substrates. The hetero-
structures consist of a 3 um thick -GaAs buffer
layer doped 1ightly with Si (n ¥ 3 x 106 3y,
an undoped (A1o.26ao.8)A5 insulating layer of
nominal thickness 120 nm, and a thin (¥ 30 nm)
highly doped (n ¥ 2 x 10'® en™3) (M1 ,6a; g)As
top layer. The meta1-insu]ator—semicoﬁductér
arrangement was completed by evaporating semi-
transparent NiCr Schottky gates on top of the
highly doped alloy Tlayer. The gate area was a
few mm“. The doping and thickness parameters
were chosen in such a way that the total

(A]XGa1_x)As Tayer was depleted at zero bias.

No persistent photoconductivity was observed, in
marked contrast to the situation of usual n-type
modulation doped structures with higher x—va]ues.
The samples were first characterized by low tem-
perature current-voltage and capacitance-voltage
characteristics. At lTow temperatures, no dark
current normal to the interface and Schottky
barrier was detectable. From C-V measurements
flat-band condition at the interface was deter-
mined at approximately zero bias. A more accurate
determination of flat-band situation is obtained
from the change in sign of the ac-photocurrent,
as will be discussed later. The basic experimen-
tal set-up for measuring the photocurrent con-
sisted of a single pass grating spectrometer,

a continuous light source in the visible and
infrared region, a chopper, and a lTock-in am-
plifier. The light was focussed onto the sample
which was mounted in a temperature-variable
liquid He cryostat with optical windows at the
exit slit of the spectrometer. A cut-off filter
avoided higher-order radiation passing the
spectrometer. The dependence of the ac-photo-
current on photon energy was measured with lock-
in techniques,and in the case of infrared
frequencies, which showed much weaker effects,
signal averaging was used. The energy dependent
photocurrent was analyzed for various applied
voltages.

3. RESULTS AND DISCUSSION

Fig. 1 gives a general idea of expected and
measured onsets of photocurrents in the used
heterostructures. The band diagrams for applied
voltages U < 0 and U > 0 are shown schematically
on the top. For U < 0 both the (A1xGa1_x)As and
the GaAs layers are depleted, accompanied by,
electric fields which cause a separation of
photoexcited electron-hole pairs in the same
direction. Consequently the sign of the photo-
current is the same in the (Alea1_X)As and in
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FIGURE 1
a) Schematic band diagrams of the used hetero-
stucture under forward and reverse bias con-
ditions
b) Dependence of the induced ac-photocurrent on
the photon energy for different bias voltages

the GaAs layer. The onsets are expected for
photon energies larger than the energy gaps of
GaAs and (AIXGa1_x)As, respectively. This can be
seen in the lower curve of Fig. 1b). For U =

- 400 mV applied bias a relatively sharp onset
of the ac-photocurrent is observed at 1.513 eV
and a much stronger one at 1.757 eV. The higher
intensity of the photocurrent for energies above
the gap of (Alo.ZGao.s)As is caused by the much
stronger electric field close to the surface and
the total separation of the electron-hole pairs.
At zero bias the induced photo-current is neg-
1igibly small for energies below the (A]xGa1_x)As
fundamental gap. For higher photon energies the
same sign of the current is observed due to the

Al Ga,_,As/GaAs
T=10K

cb

ulmv)
350

PHOTOCURRENT (arb. units)

1 | |
175 170 165

PHOTON ENERGY (eV)

FIGURE 2
Detailed spectra of the induced photocurrent
due to the process shown schematically in the
insert (internal photoemission)

surface electric field related to the Schottky
barrier. With positive bias voltages, the sign
of the current has changed due to the inversed
directions of the internal electrical fields.
The signal size of the GaAs related photocurrent
is, however, much reduced. An electron accumula-
tion layer is formed at the interface, accom-
panied by only weak electric fields in GaAs. The
change in sign of the induced photocurrent just
above the GaAs energy gap allows an exact deter-
mination of flat-band condition at the interface.
For the sample studied at present we found

UFB = (+ 30 £ 10) mV. The band situation for
U>0 94s also shown in Fig. 1a) schematically.
An additional onset of photocurrent is expected
when the photon energy exceeds the separation
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of the valence band in GaAs to the conduction
band of (Alea1_x)As marked by the arrow II in
Fig. 1. A careful examination of the measured
traces at forward bias indeed shows an additio-
nal onset of the photocurrent in between the
GaAs and (Anga1_x)As energy gap. The intensity
is comparaﬁﬁe or even larger than the GaAs
related photocurrent. The onset energy deter-
mines directly the valence and conduction band
offset at the interface.

A more careful examination of this additional
induced photocurrent is shown in Fig. 2. Experi-
mental traces are displayed for various applied
positive gate voltages in the energy region
below, but close to the (A1xGa1_x)As gap. The
insert shows schematically the process respon-
sible for the induced photocurrent in this
energy region. With increasing voltage the on-
set is found to shift to smaller energies. This
is mainly due to the increased electric field
at the interface. An exact determination of the
onset energy consequently requires a back extra-
polation to flat-band voltage. The simplest
evaluation of the relevant energies is shown in
Fig. 2. The crossing of a Tinear extrapolation
of the background and the additional induced
photocurrent is marked by arrows. In Fig. 3
these positions are plotted versus photon energy
(full squares). Extrapolation to flat-band vol-
tage leads to an onset energy of (1713 t 5) meV.
This does not change when different evaluations
of the original spectra are used like marking
the first measurable additional signal or
plotting the spectra versus square root of the
induced photocurrent. Using the measured energy
gap of GaAs and (A1o.26ao.8)A5 as measured by
the onset of the photocurrent and taking into
account small shifts due to Franz-Keldysh
effect by extrapolating also back to flat-band
condition and bulk exciton effects, we find a
total energy gap difference of AEg = 244 meV
and AEC = 197 meV and AEv = 47 meV. This leads
to AEC/AEg = 0.8 + 0.03.
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FIGURE 3
Experimentally determined onsets of the photo-
current due to internal photoemission versus
gate voltage. Full squares are related to ex-
citations from the valence band, full circles
to excitations from the conduction band.

PHOTO CURRENT (arb.units)

220 200 B0 60 10
ENERGY (meV)
FIGURE 4

Induced photocurrent at infrared energies for
different gate voltages. The insert shows the
excitation process schematically.

In order to verify and support this interpre-
tation we have ajso measured the induced photo-
current for photon energies in the infrared close
to the energy of the conduction band offset. A
current normal to the barrier is expected for
energies large enough to excite electrons from
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the conduction band in GaAs into the conduction
band of (A]xGa1_X)As as shown in the insert of
Fig. 4. This type of carrier excitation can only
be observed for positive gate voltages when an

~ electron accumulation layer is formed at the
interface. Experimental traces for various bias
voltages are shown in Fig. 4. With the infrared
optical cryostat used for those experiments we
reached sample temperatures of only 30 K. There-
fore the Tow energy tails of the spectra are
smeared out. As expected, photocurrent is only
observed for U > 0. Using a similar procedure

as described for the experiments in the visible
we find onset energies versus gate voltage which
are plotted in Fig. 3 as full circles. The error
bars in this case are larger. A linear back
extrapolation to UFB leads to a conduction band
offset of 193 £ 7 meV in excellent agreement
with the earlier discussed value. The shift of
the onset energies with increasing gate voltage
is however much stronger than observed for the
excitations of valence band electrons. This is
naturally explained by the quantization of elec-
tronic states in the conduction band (see insert
of Fig. 4). The energy of the lTowest subband €
is increasing with increasing gate voltage. At
the interface the barrier in the conduction band
is lowered at least by €4 This effect adds to
the shift caused by the increased electric field
which is also present in the experiments perform-
ed in the visible or near red region. In Fig. 3
the dashed line represents the sum of both shifts
where the voltage dependent calculated values of
€ have been added to the solid line which re-
presents the linear back extrapolation to UFB of
the visible experiments. The effect of the in-
creasing Fermi energy in the conduction band has
been neglected in this evaluation. The dashed
line falls right on the experimentally determined
onset energies of the infrared experiments. This
excellent agreement gives us confidence on the
reliability of this type of experiments for the
determination of band offsets.
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4. CONCLUDING REMARKS

We have presented first experimental results
of the determination of heterostructure band
offsets by internal photoemission both from the
valence band and the conduction band. The derived
values of AEc and AEV are in disagreement with
most of the recent evaluations of band offsets
which, however, rely on complicated theoretical
models. The simplicity of the new method is
evident. For x = 0.2 and (AIXGa1_X)As grown on

" top of GaAs we find AEc = (197 * 5) meV and

AEV = (47 * 5) meV. The new method can be applied
also to p-type samples, inverted structures, and
symmetric GaAs/(A]xGa1_x)As/GaAs structures.
Essential, however, is that no persistent
photoconductivity is present in the samples.
Further internal photoemission experiments on
various structures should contribute to a better
understanding of band offsets at semiconductor
heterostructures and perhaps shine 1ight on the
dependence of the offsets on various parameters
Tike composition, growth condition, and strain.
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Quantum levels associated with the confinement of carriers in very thin, molecular-
beam-grown AL Ga,_, As-GaAs-Al Ga,_, As heterostructures result in pronounced struc-
ture in the GaAs optical absorption spectrum. Up to eight resolyved exciton transitions,
associated with different bound-electron and bound-hole states, have been observed. The
heterostructure behaves as a simple rectangular potential well with a depth of ~0.88AE,
for confining electrons and ~0.12AE, for confining holes, where AE, is the difference

in the semiconductor energy gaps.

One of the most elementary problems in quan~
tum mechanics is that of a particle confined to a
one-dimensional rectangular potential well. In
this Letter, we report the direct observation of
numerous bound-electron and bound-hole states
of rectangular potential wells, formed by a thin
layer of GaAs sandwiched between Al,Ga, .. As
slabs. The levels are observed by measuring
the optical absorption of the central GaAs layer
of the structure. The presence of the bound
states introduces a series of resolved exciton
transitions in the above-band-gap absorption
spectrum of GaAs layers less than 500 A thick.
A range of heterostructures, with central GaAs
layers as thin as 70 is, has been studied. The
heterostructures produce two attractive poten-
tial wells of different depths, one for electrons
and one for holes. Analysis of the spectra shows
that the wells are extremely rectangular and that
the electron and hole well depths are approxi-
mately 88 and 12% of AE,, respectively.

The investigation was made possible by two re-
cent developments. The first is the emergence
of molecular-beam epitaxy?'* (MBE) as a tech-
nique for the growth of layers of IMI-V semicon-

ductors. Our observations demonstrate the great
precision of MBE in fabricating thin and uniform
layers. The second is the development of selec-
tive chemical etches* for the removal of the GaAs
substrate without damaging the thin epitaxial lay-
ers of the heterostructure.

During the last decade there has been intense
activity in the study of electrons confined to thin
layers. These studies were primarily experi-
ments on metals, superconductors, and metal-
oxide-semiconductor devices.® Recently, Chang,
Esaki, and Tsu® reported observing two levels in
tunneling experiments involving GaAs-Al Ga, .,As
heterostructures, grown by MBE, with GaAs
thicknesses of 40~50 A. This confining layer is
thinner than any we t studied and in their ex-
periment the applied . .tric field distorts the
rectangular well into a trapezoidal shape. Never-
theless, the energies they quote are consistent
with our more detailed observations.

With the use of MBE, the precision growth of
multilayer GaAs-Al,Ga, .,As heterostructures
has been possible. The usual growth conditions
are as follows: vacuum before growth, <1x107°
mm; vacuum during growth, ~1x10°7 mm (ar-

827
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senic); As, source; {100} GaAs substrate; tem-
perature, 600°C; and semiautomatic shuttering
on the Al oven. At our growth rate, 1 um per
hour, the shutter time is equivalent to ~0.5 A of
growth. To increase the GaAs optical absorption,
as many as fifty GaAs layers have been grown in
a single structure. These GaAs layers are sepa-
rated by Al,Ga, .,As layers which are normally
>250 A thick. The observed bound states pene-
trate only about 25 A into the Al,Ga, .,As layers.
Consequently, the carriers are tightly bound to
individual layers. Hence, we are studying ener-
gy levels 6f a single well, not energy bands of
a superlattice. Although it is not possible to
measure the electrical properties of the layers
themselves, thicker layers, grown under identi-
cal conditions, are p~10'"-10'° cm ™® (GaAs) and
p~10'~10'" cm ™2 (Al,Ga, -,As). As a consequence
of the ~0.12AE, discontinuity in the valence band,
the AL Ga, ., As layers will be depleted. Band
bending of 1-10 meV in the Al,Ga, . As layers,
caused by this depletion, should have a negligi-
ble effect on the energy levels. This was con-
firmed by the fact that the spectral features did
not change when the thickness of the Al,Ga, . ,As
layer was varied from 125 to 500 A. Most data
to be discussed here were obtained from struc-
tures with x =0.2+0.01.

If a particle is completely confined to a layer
of thickness L, (by an infinite potential well) then
the energies of the bound states are -

E =E,+(*/2m)(k,* +k ?), (1)
where
E,=(*n%/2m)(n/L)?, n=1,2,3. (2)

In reality the potential well is finite and the above
solutions are inadequate for a quantitative analy-
sis of the data. We have used a computer to ob-
tain the eigenvalues for a well depth V,. The be-
havior of energy levels relative to those obtained
for V= is shown in Fig. 1. Both the level spac-
ing and the number of bound states decrease as
V, is decreased, but the n =1 state exists for all
positive values of V,. Thus, for all attractive
potential wells, at least one bound state will ex-
ist for each type of carrier.

There will be two series of bound-hole states
associated with the + 3 and + § valence bands,
quantized in the z direction. We will refer to
these as the states of the heavy and light hole.
The appropriate masses for calculating these
states are (y, — 2y,) 'my=0.45m, and (y, + 2y,) "'m,
=0.08m,, respectively.” These masses deter-
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FIG. 1. Calculated energy levels of a particle in a
symmetrical rectangular potential well of depth V.

mine the k£, (001) dispersion of these bands. Cou-
lomb attraction correlates the motion of the car-
riers in x and y directions, forming exciton
states with peaks in the optical absorption spec-
trum. States with the same quantum number »
have a substantially greater electron-hole over-
lap. Consequently, excitons with these states
will dominate the optical absorption spectrum.
Therefore we expect two series of exciton peaks,
one series associated with equal-n states of the
electron and the heavy hole and one series asso-
ciated with equal-~ states of the electron and the
light hole.

Figure 2 displays typical absorption spectra of
our structures in the band-edge region of GaAs
at 2 K. Roughening the external surfaces with an
etch removed all structure due to interference ef-
fects. There is negligible absorption in the

. Al, ,Ga, ;As layers below 1.75 eV. The trace

labeled L,=4000 A is typical of high-purity bulk
GaAs and it shows none of the quantum effects
central to this paper. It does, however, show
the dominant excitonic® contribution to the bulk
GaAs band-edge absorption. The traces L,=210
A and L,=140 A show well-developed structure
above the usual GaAs band gap. Moreover, the
exciton peak of bulk GaAs moves smoothly to
higher energy as L, is reduced below 500 A,
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FIG. 2. Typical absorption spectra at 2 K. The trac-
es labeled L, =210 A and L, =140 A show excitons as-
sociated with the electron and hole, each in the nth
bound state. For L,=4000 A, the absorption coeffi-
cient @ (cm™!) is about 2.5 x 10* at the exciton peak and
~1 % 104 in the band-to-band region. Similar values
are obtained for the thinner multilayers.

thereby becoming the lowest absorption feature
in the quantum limit. The faint doubling of the

lowest peak in the L,=140-A spectrum is real.
This splitting increases as L,”? and results in

two resolved peaks in thinner layers. No dou-

bling is observed for the n =2 peak.

The single exciton series and the doubling of
the lowest peak can be explained by assuming
that the potential well for holes is weak. Then
for layers with small L, for which two exciton
series could be resolved, there is only one bound
state for the light holes and consequently only the
lowest exciton peak will double. The well depth
for holes was determined by fitting the splitting
of the lowest peak in a series of samples (see
Fig. 3). It was found to be about 28 meV or ~12%
of AE,. In making this fit, the known heavy- and
light-hole masses and the measured L, were
used. The well depth for electrons must there-
fore be about 0.88AF, =220 meV.

Figure 3 is a plot of L, versus the measured
exciton energies. L, was determined, within
+10%, from the measured rate of growth of the
epitaxial layer. The solid theoretical curves
were constructed from the known electron mass
m,=0.0665m,,° the known heavy-hole mass, and
the known well depths. Absolute energies were
determined by extrapolating the measured ener-

bt 4
4000~ £
L T sof w220mev=-,88 AEg
2000~ Aljg,.u 1
L 1 L w30mev «.12 AEg 4
b T T v
500
2 ool
-
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0 " 1 1 1
1.500 1.550 1600 1650 1700
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FIG. 3. The data points are a plot of the measured
L, versus the measured exciton energies. The open
circles are resolved excitons associated with the light-
hole n =1 state. The open squares are the extrapolated
energies for » =0. The solid curves are the calculated
energies for the excitons associated with the electron
and heavy hole, each in the nth bound state.

gies to n=0. These extrapolated energies are
shown by the open squares. The calculated ener-
gies of the bound states for n=1, 2, ... were then
added to these energies. The excellent agree-
ment between theory and experiment is a confir-
mation that the well depths and masses are cor-
rect and that the potential wells are quite rec-
tangular. By varying the depth of the potential
well for electrons, we found that a depth of 220
+ 30 meV was required to fit the data in Fig. 3,
confirming the value deduced above. Attempts
to fit the energies with eigenvalues of nonrec-
tangular wells indicated that the potential step
iog_‘ming the side of the well occurs in less than
5A.

The energy of the open squares in Fig. 3 is
equal to the band-gap energy of GaAs minus the
exciton binding energy. The energy of the squares

- decreases slowly with L, and eventually saturates

at L,<200 A at 1.512+0.001 eV, about 3 meV be-
low the bulk exciton energy of 1.515 eV (2 K), in-
dicating that the exciton binding energy increases
from 4 meV ® to ~7 meV as a consequence of car-
rier confinement. This increase in binding ener-
gy agrees quite well with that expected'® for a
three-dimensional exciton as it approaches the
two-dimensional limit.

We have benefited from conversations with
E. O. Kane, G. A. Baraff, A, C, Gossard, J. C.
Hensel, and M. B. Panish. L. Kopf rendered vai-
uable technical assistance.
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Schottky barriers: An effective work function model
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The experimental observations of metallurgical interactions between compound semiconductor
substrates and metallic or oxide overlayers have stimulated a new model of Fermi level “pinning”
at these interfaces. This model assumes the standard Schottky picture of interface band
alignment, but that the interface phases involved are not the pure metal or oxide normally
assumed by other models. For both III-V and II-VI compounds, the barrier height to gold is
found to correlate well with the anion work function, suggesting the interface phases are often
anion rich. This correlation holds even for cases in which the “common anion rule” fails, and
explains both successes and failures of this earlier model.

PACS numbers: 73.30. + y, 85.30.Hi, 68.48. + f

Metal-semiconductor contacts, while crucial to semi-
conductor devices and studies, are still not well understood.
Models relating Schottky barrier heights to metal workfunc-
tion, electronegativity, and heats of condensation and reac-
tion with substrate constituents, as well as semiconductor
properties such as surface and interface states, heats of for-
mation, polarizability, ionicity, band gap, and defect energy
levels can all be found in the recent literature. Some of these
models assume the interface to occur abruptly between the
two desired phases, while other models require the occur-
rence of the metallurgical interactions recently observed.
The wealth of models available, and the diversity of assump-
tions they invoke, imply that the fundamentally important
aspects of Schottky barrier formation have not yet been
established. .

In spite of the rich array of various models there are
some notable experimental results which remain unex-
plained. One is the fact that liquid gallium will make a tem-
porary ohmic contact to lightly doped n-type GaAs under
the conditions in which the native oxide to GaAs is disrupted
exposing clean gallium to an oxide free GaAs surface.! With
time and exposure to air the contact will become rectifying as
predicted by previous models. The second and more con-
vincing result is the Okamoto et al. study? of Schottky bar-
rier heights for the Al-(GaAs-AlAs) interface prepared by
molecular beam epitaxy. They find barrier heights, particu-
larly to AlAs, which are significantly different from those
predicted by previous models and which are significantly
different from those for Au-AlAs.> We have reexamined ear-
lier models in light of the recent observations of interface
intermixing and propose that the simple Schottky picture of
work-function matching—if coupled with mixed phases at
the interface—appears to account for a large amount of ex-
perimental data and suggests directions for research in con-
trolling Fermi level pinning.

Our model begins with that of Schottky,* which as-
sumes an ideal metal-semiconductor interface, i.e., one in
which the interface is inert and there are no appreciable sur-
face or induced interface states in the semiconductor. The
Schottky barrier height is given by*

Bon =Pry — X»
¢bp =(Es/q) +x— [ 98
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where ¢,,(4,,) is the Schottky barrier height to an n-type ( p-
type) semiconductor, ®,, is the metal work function, g is the
electron’s charge, and y is the electron affinity of the semi-
conductor. Thus, for the ideal case and for a given semicon-
ductor, ¢, should be determined by the metal work function.
Unfortunately, this is not the case for GaAs and many other
semiconductors.’

Our model, called the effective work function model
(EWF), suggests that the Fermi level at the surface (or inter-
face) is not fixed by surface states but rather is related to the
work functions of microclusters of the one or more interface
phases resulting from either oxygen contamination or metal-
semiconductor reactions which occur during metalization.
The theory requires that when a metal is deposited, or an
oxide is formed, there is a region at the interface which con-
tains a mixture of microclusters of different phases, each
having its own work function. We should therefore modify
the “ideal” surface discussion as follows:

Son = Perr — X»
where @ is an appropriately weighted average of the work
functions of the different interface phases. Thus the mea-
sured @,, can depend somewhat on the measurement tech-
nique, i.e., C-V or I-V.

For most of the compounds under discussion, metaliza-
tion and/or oxidation results in a condition in which @, is
due mainly to @, , the work function of the anion; we
suggest that this occurs as a result of one or both of the
following reactions:

Anion oxide + Compound—Anion + Cation oxide,

M + compound—(Anion or Metal-Anion com-
plex) + (M-Cation).

The condition for driving this reaction to the right and
hence generating excess Anion at the interface is that the
Gibbs free energy AF is negative. Such oxide reactions have
been examined,” and excess group V anions have been ex-
perimentally observed when AF is negative, i.e., for GaAs,
InAs, and InSb.*” This has not been observed when 4F is
positive, i.e., for GaP.” It is interesting to note that for
InP, AF=0; it has been possible to form metal-oxide semi-
conductor field-effect transistor (MOSFET) structures using
SiO,, which exhibit a low interface state density® on this

@© 1981 American Institute of Physics 727



TABLE 1.* Au Schottky barriers.

®,, =5.1-55¢eV"®

Compound Es/q+x op Eg/q+ X —dv P pnion
GaP 5.86¢ 0.96 4.9 5.0°
InP 5.75¢ 0.85% 4.9 5.0
AlAs* 5.6-6.0% 0.9' 4.7-5.1 5.0'4.8)
(1.4)s%m (4.2-4.6)** (P = 4.0-4.3>)
GaAs 5.5¢ 0.s' 5.0 5.0'4.8)
InAs 53" 0.3-0.5™ 4.8-5.0 5.074.8)
AlSb* ¢ 5.2¢ 0.54' 4.7 4.84.7)
GaSb 4.76" 0.1' 4.7 4.84.7)
InSb 477" =0.1' 4.8(77K) 4.8°4.7)
ZnO 792" 2.7" 5.2 7.3°
ZnS 75" 1.6' 59 5.74
CdS 721" 1.63' 5.58 5.74"
GaS* 6.5' 0.757 5.75 5.74"
ZnSe 6.76" 131" 5.45 57"
CdSe 6.65" r21' 5.44 5.7
GaSe* 5.4' 0.5° 49 5.7
ZnTe 579" 0.65¢ 5.14 4.88°
CdTe 572" 0.78' 4.94 4.88"
GaTe* 4.95' 0.45° 4.5 4.88"
*Does not obey common anion rule.
**Al-AlAs barriers.
“Band gaps were taken from A. G. Milnes and D. L. Feucht, He and Metal-Semicond Ji jons (Acad New York, 1972), p. 8.
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material. This is consistent with ou.r model that would pre-
dict either no or very little excess free phosphorus at the
interface. A GaP MOSFET structure with low interface-
state densities would be predicted, since no free P is expected
at this interface. It should also be noted that for GaAs it is
well known that MOSFET structures have notoriously high
“interface-state densities” (10'>~10'* cm~?) and that excess
arsenic is usually observed at the interface.” Again this is
consistent with the model, since the ¢,,, expected for the As-
GaAs interface is about 0.8 eV (the usually observed barrier
height for most metal depositions as well). Since workers
have reported a large density of mid-gap states for MOSFET
GaAs structures, the model would ascribe these “states” to
arsenic clusters at the interface which act as Schottky barrier
contacts with ¢,, ~0.8 eV embedded in an oxide matrix.
Excess anions can also be generated by reaction of met-
als with the substrate. For example, it is known that Au
deposited on GaAs and GaP results in excess Ga in the Au
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film.'® Also preliminary phase diagram data'' show that an
arsenic phase is expected at equilibrium for Au-GaAs and
Au-InSb. Thus a knowledge of both oxide and reactive metal
chemistry should enable accurate predictions of the trans-
port properties of metal-semiconductor devices (including
Schottky barrier heights).

The current status of this model'? is shown in Table I,
which lists the experimentally derived values of
#pand Eg/q + y — @4, for Au/III-V and Au/II-V con-
tacts. There are three points to note in this table. First, the
Schottky model (Eg/q + x — ¢4, = P,,=5.1-5.5¢€V)is
not obeyed. Second, the EWF model agrees well, as expect-
ed, for these data by assuming @, to be dominated by
D pnions -6 Panion = Ec/q + ¥ — &, Third, the common
anion rule'? is not obeyed for AlAs and AlSb. We believe
that the common anion rule followed more directly from the
anion than initially suggested; in fact, we believe that this
rule followed from the formation of microclusters of anions

ll2
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at the interface which dominated the Fermi level position
determinations cited . The common anion rule asserts that
#., depends only upon the semiconductor anion. Since, in
our model, ¢, = ((Eg/q) + ¥) — Panion» @ cOMmon anion
would lead to a constant @, only for a constant E; /g + y;
Table I shows that those cases following the common anion
rule also obey that constraint.

The EWF model also explains such departures trom
“normal” behavior as the Al-AlAs result,? also shown in
Table I. For the Al-AlAs case, the metalization was per-
formed in an ultrahigh vacuum molecular beam epitaxy sys-
tem, where the A1As surface was very clean, and subsequent-
ly annealed. Under these conditions, excess As should react
with Al rather than forming microclusters of As. Thus, it is
expected that @, should be dominated by ®,, = 4.04.3
eV. We believe that this explanation is correct, since
X + @b, =~4.2-4.6 for this case, which is much closer to @,
than to @,, . Similarly, the Ga-GaAs ohmic contact men-
tioned earlier can be explained since @, = 4.36eV (Ref. 14)
and ¢, = 0-0.3 (for ohmic behavior); ¥Gaas + Gpn = 4.1-
44=Dg;,.

The electrical behavior of most covalent semiconductor
interfaces is dominated by the apparent pinning of the Fermi
energy level at the interface. We are proposing a model of
this behavior which assumes work function matching and
(typically) mixed phase behavior at the interface; “pinning”
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normally observed is shown to follow naturally from micro-
clusters of anions at the interface, which are expected from
chemical arguments and observed in some recent
experiments.
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Fermi-level pinning behavior has been observed at the free surface, oxide interface, metal
interface, MBE grown surface, stop-regrown homojunction, and misfit-dislocation pinned
heterojunction of GaAs. Theories of such behavior are numerous and disparate. Theories of
ideal heterojunction band offsets are less diverse, but have still not converged to a single
mechanism. Recent studies of heterojunctions suggest that the conduction-band offsets are rela-
tively independent of interface Fermi-level position, including situations in which the interface
Fermi-level appears to be strongly “pinned”. In “ideal” heterojunctions, the conduction-band
offsets and bulk doping determine interface Fermi-level location; among other results, this
mechanism allows the two-dimensional electron gas at modulation-doped AlGaAs-GaAs
heterojunctions. If “pinned” heterojunctions involve charge densities comparable to those infer-
red for Schottky barriers, then the pinning interface states should set up a dipole sufficient to
alter the band offsets; the interfacial band alignment should then be dominated by the alignment
of the pinning states, rather than that of the bulk bands. The experimentally suggested lack of
sensitivity of band offsets to changes in pinning at heterojunction interfaces suggests that the
mechanisms involved in band line-ups at “ideal” heterojunctions may be related to those
mechanisms involved in Fermi-level “pinned” systems. A simple mechanism is that of work
function matching, in which the transition to “pinned” behavior involves the generation of a new
material at the interface; since the work function difference between heterojunction materials
is unaffected, the band offset would likewise be unaffected. The effective work function model
explains the pinning phenomenon on the basis of anion clusters, which have been observed at
all classes of pinned interfaces involving III-V compounds. The application of other models to
both pinned and unpinned interfaces is less clear; more information is required. Pinning models
which involve interface state densities within each semiconductor must address the lack of sen-
sitivity of band offset to different interface Fermi-level locations.

1. Introduction

Heterojunction-based device structures offer very intriguing possibilities
[1,2]. The possibility of separately “biasing” electrons versus holes or of con-
fining one or both classes of carriers without applied bias and separately from
the source ions permits new device structures; implementing such structures
in III-V materials to exploit greater mobilities and possible ballistic transport
could permit the increased fabrication costs to be justified by improved device

0039-6028/86/$03.50 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division)
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performance. Furthermore, heterojunctions provide an ordered single-crystal
interface between two well-characterized semiconductors; their fabrication is
becoming increasingly controlled and routine via several techniques, thereby
permitting extensive experimental characterization of the formation and elec-
tronic properties of these interfaces. Theoretical analysis of such interfaces
faces few of the difficulties encountered in similar treatments of Schottky
barriers; in at least some cases, the interfaces are known to be ordered and
abrubt on an atomic scale, and the crystal structure and band structures of
the two sides of the interface are quite similar. We regard these interfaces as
the likely first candidates for “complete” understanding, at least at the level
currently achieved for the cleaved free surface of III-V compound semicon-
ductors.

However, the hoped-for understanding has not yet been achieved; in fact,
there is little agreement on so fundamental an issue as the “correct” division
of the total change in band gap (between the two semiconductors) between
a valence-band offset and a conduction-band offset. The literature contains
many studies asserting that the band offsets depend upon growth conditions,
growth sequence [3-5], and crystallographic orientation. Such studies typi-
cally conclude that, since more than one band offset is possible, a simple
prediction ignoring such complications is demonstrably false and unwarranted
[3]; furthermore, authors still willing to rashly ascribe some validity to a
simple “zeroth-order” approximation [1] often assert that a work function
matching approach [6] is demonstrably less accurate than a “first-principles”
bulk approximation.

In this paper, we wish to suggest that simple models are both useful and
valid — both as initial guides in device design and in terms of addressing
theoretical aspects of interfaces. Furthermore, we assert that at present a
work function matching scheme of heterojunction band offsets is the “simple
model” of choice; it is at least as consistent with current acceptable data as
any competitor, and it describes a wider range of experimental conditions
than do alternatives. In support of this suggestion, we shall first briefly de-
scribe our modified work function matching scheme for “pinned” compound
semiconductor surfaces and interfaces — and explain why we feel these mod-
ifications are justified. Next, we shall discuss why this model is also consistent
with band offsets as currently measured. We shall exclude some interfaces
from current attack by our model; we add that such an exclusion should also
be the current approach of theorists wishing to achieve a first-principles full
understanding of these interfaces. Finally, we shall point out that the inter-
faces in which a range of band offsets have been observed may well not be
of any interest to device designers, since the electrical properties of such
interfaces are unknown. In fact, the alteration of band offsets (at least under
most current models) would appear to require a charged dipole and/or
graded, mixed, disordered and/or roughened interface; all of these pos-
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sibilities offer reasons for concern to a device designer, at least for specific
classes of devices.

2. Work function matching

Conceptually the most straightforward mechanism for understanding of
the bands of two dissimilar materials is to seek some means of aligning them
both with respect to the same reference. If we make this reference the vacuum
level, then we are invoking a work function matching scheme. Advantages
of such a choice include thermodynamic validity and observability. A detailed
treatment of the thermodynamic basis for work functions has been available
for many years, as have many caveats which we shall discuss shortly [7]. The
observability of work functions by many techniques has been exploited for
an even longer time; the fruits of such labor are the availability of data
concerning the work functions of many materials under many conditions as
measured by many techniques. For many materials, the work function of
specific, ordered surfaces are known to two or three decimal places, without
debate. Objections to the application of such data to schemes matching two
work functions may be divided into three classes:

(1) They don’t work [3].

(2) The difference of two large numbers to derive a small number is risky [1].

(3) The surface/interface dipole invalidates the thermodynamic treatment
[8]. '

We shall present data suggesting that such schemes do work fairly well, if
one properly allows for interface metallurgical effects. We agree that the
limited precision in defining the difference in two large (= 5 V) numbers to
infer a small (= 1 V) number limits the utility of the method; however, this
is a practical question, not one of basic concepts [9]. The primary conceptual
objection to this scheme is one of surface and interface dipoles and their
effect upon both measured work functions and actual interface band align-
ments. This question is difficult to address experimentally, since separation
of “bulk” work functions from surface dipole effects is basically not possible
[7,10]; the magnitude of variation of work functions from one crystal surface
to another suggest possible dipole-induced errors of = 1 V [11] suggesting
that this effect could dominate the desired answer in a fashion that cannot
be addressed by simple techniques. Theoretically, the answer is “maybe”:
some recent models describing band line-ups of either metals or semiconduc-
tors on semiconductors have ascribed the entire observed band line-ups to
interface dipole-driven effects [12,13]; another recent calculation suggests
that interface dipoles deviate from surface dipoles by < 0.1 V [14], suggesting
that the intrinsic error to the concept may be only comparable to the present
measurement precision.
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3. Effective work function model

The question of why the model “doesn’t work” despite these conclusions
must now be addressed; in point of fact, we believe that the model [15] does
work! We first discuss metal contacts on compound semiconductors, in which
purported disagreement is larger. We note that in-situ surface-sensitive
studies of the formation of such interfaces have often observed metallurgical
disruption of the semiconductor [16], giving rise to several “explanations” of
Fermi-level pinning based upon such disruption [15,17]. The effective work
function (EWF) model assumes such disruption occurs, leading to mixed
phase interfaces. On chemical grounds, the interface between most III-V
compounds and oxygen or Au should lead to cation compounds and/or alloys
with the overlayer, along with free excess anion. The work function of this
postulated anion corresponds to the work function observed for the barrier
height.

To summarize, the EWF model assumes that, at pinned interfaces, the
interface Fermi-level location is determined by the work function of the anion
released from the substrate by the processes used to generate the interface.
A major implication of this model is that the Fermi-level position is relatively
independent of the bulk metallurgy, since the anion at the interface is the
determing factor. Another implication is that the observed pinning position
should have a work function (¢ = y + ¢y,) equal to that of the anion. This
prediction is compared with experiment in fig. 1 for some materials; note that

L B L L L

x
1¢(As)~¢(P)
551 ///\/ ]

60— -~ Ey ]
L 1 l 1 I | l 1 l 1 l
AlAs GaAs InAs InP GaP GaAs

Fig. 1. Interface Fermi-level location for (mostly) Au contacts on various compounds and alloys.
Except AlAs affinity, the electron affinities, band gaps, and barrier heights)for compounds from
references in ref. [15]; AlAs electron affinity derived by assuming the EA model for heterojunc-
tion band alignments. All alloys assume that the valence bands vary linearly with composition be-
tween the end-point compounds; the barrier heights for alloys are from ref. [39] (GaAsP), ref.
[40] (InGaAs), ref. [41] (InGaP) and ref. [42] (AlGaAs).
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@p = Pas, SO the model predicts a constant work function in this series, as is
observed. In ref. [15] we compare the predictions with experiment for other
materials. Pinning behavior has been observed on free surfaces and at I1I-V
interfaces with oxides, metals, and misfit dislocations [17]; anion clusters or
excesses have been observed on free surfaces [18], metal interfaces [19],
oxide interfaces [20], and at dislocations [21]. We believe the correlation of
measured barrier heights to this simple model, which is based upon effects
that have actually been observed to occur in at least some instances, is highly
suggestive. We further note that the mixed phase assumption embedded in
our model provides a natural explanation for the discrepancies between dif-
ferent measurement “definitions” for a single barrier height, since different
techniques will average via different weighting functions over the mixed phase
interface. However, we add that valid questions concerning the model in-
clude:
(1) The work function of small anion clusters, and in fact the size distribution
of such clusters.
(2) The persistence of these “pinning” positions under conditions where sur-
face probes suggest depletion of the anion.
(3) The manifold parameters available to vary alloy and/or compound dis-
tribution to “explain” deviations from our modified “anion rule”.
Further, all models based upon metallurgical interactions must assume a “uni-
versality” of such interactions; given the small degree of disruption necessary
for such a model to “explain” experimental results (= 10> cm™2 for
chemisorbed surfaces and = 10" cm™? for metal-semiconductor interfaces),
the exclusion of such effects at any interface may not be possible with current
techniques. While we are uncomfortable invoking a “Maxwell’s demon”, we
advocate use of the model for its practical utility, its chemical intuition, and
the observation of our proposed demon in the same classes of interfaces that
are pinned.

We note that the defect model [17] also must assume “universality”, has
a large number of defect parameters, assumes “demons” never observed at
these interfaces, and must further assume that interface defects are not sub-
ject to the metal screening demonstrated by Heine [22] to apply to surface
states at metal-semiconductor interfaces. Finally, the defects must be stable
under very substantial fields — of order = 2 X 10’ V em™! [23]. Furthermore,
the calculations for such levels [24] demonstrate that the energies are a strong
function of whether the defects are at the surface or in the bulk; this suggests
that pinning positions should differ between chemisorbed surfaces and stop-
regrow interfaces.
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4. Electron affinity rule

The original “rule” for ascertaining heterojunction band alignments was
due to Anderson [6]; this rule is simply work function matching, and is typi-
cally called the Anderson rule or the electron affinity rule (EA). Despite the
compelling nature of the thermodynamic argument in favor of such a descrip-
tion, the electron affinity rule has come under strong attack for the same
reasons as the work function matching scheme for metal-semiconductor con-
tacts. Further objections specific to the heterojunction literature refer to
various observed “non-linear” results [3-5]; this term is used to refer to as-
pects of interfaces not addressable by any model that defers treatment of
interface dipoles, grading, etc. The magnitude of such effects seems to be
large; in favorable cases heterojunction band offsets have been observed to
vary by = 0.3 V depending upon which semiconductor is deposited upon the
other [3]. It is clear that the electron affinity rule cannot predict such be-
havior; it is less clear that predicting such behavior is a desirable aspect of
even a first-order theory.

At present, one cannot exclude the possibility that such effects are extrin-
sic, and not related to abrupt ideal heterojunctions at all. These effects have
been reported for heterojunctions involving Ge with some compound
semiconductors; such interfaces are experimentally attractive because ger-
manium is easy to deposit “stoichiometrically”. Problems with comparing
such experiments with any theory include:

(1) The theoretical “certainty” of atomic rearrangement/intermixing at most
such interfaces [25].

(2) The uncertain growth morphology on the (110) growth plane less suscep-
tible to the above effect [26].

(3) The absence of electrical characterizations of such heterojunctions grown
in the same systems under the same conditions as were the interfaces for
which a band offset was measured.

The experimental situation becomes even more uncertain given the current
status of the device world’s favorite heterojunction, AlGaAs/GaAs. The
“best guess” value for that band offset has recently been revised by of order
0.3 V [27]. The revision of the band offset in this case is largely due to the
application of new techniques for determining the offset, coupled with re-
evaluation of the theoretical basis for the original technique. Although such
revisions should not have impacted the surface studies, the only previous
surface study of that interface was consistent with the old “right” answer [4].
We feel that this result reflects the quality of those samples, which unfortu-
nately were not of state-of-the-art caliber even for that time. Those results
were obtained for growth in the (110) orientation, an orientation notoriously
difficult to grow well [26], at an unusually low growth temperature; a year
after those measurements, segregation or spinodal decomposition of AlGaAs
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alloys grown in that orientation at that growth temperature was reported by
another group [28].

However, we must work with what we have; in fig. 2 we compare the
electron affinity model to the selected heterojunction band offset values pre-
sented by Kroemer in a recent critical review [29], with the AlAs value
altered to reflect the current understanding. In fig. 3 we present the same
comparison after exclusion of the homopolar/heteropolar interfaces for which
we have strong questions. For comparison, we include the Harrison atomic
orbital model (HAO) [30], and an empirical model of Katnani and Mar-
garitondo (KM) [31]. In fig. 3 we have added a point with question marks;
AISb/GaSb appeared a possibly useful device interface [2], and the HAO
model disagrees with the EA model. Current data are intermediate, but place
only a lower bound on the discrepancy [32] with the HAO model; the data
are not yet sufficiently complete to warrant strong conclusions, however.
Based on the new AlAs/GaAs, and possibly the AISb/GaSb, values, we
suggest that the EA model fits the data at least as well as the HAO model;
we suggest that the HAO model incorporate modifications to deal with the
potential of aluminum compounds differently. We further note that the em-
pirical model of Katnani and Margaritondo seems in error for InAs/GaSb,
CdS/InP, and (possibly) GaAs/InAs. The EA model shows errors only for
Si/Ge and for ZnSe/GaAs; while the former interface was found to be inde-
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Fig. 2. Heterojunction band offsets as predicted by refs. [6, 31, 30] compared with “critically
selected” values of ref. [8]. Electron affinities for compounds from references cited in ref. [15];
those for sillicon and germanium from ref. [43].
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Fig. 3. Same as fig. 2, without the homopolar/heteropolar heterojunctions.

pendent of deposition order (the latter was not studied in the inverse order),
there are insufficient data to establish the electrical perfection and abruptness
of these interfaces. We note that the experimental [31] offset plotted implies
that the band gap of Ge is entirely contained within that of Si (“normal
offset”) and that 4, =< A.. Some strained layer superlattice studies suggest
[33] that 4, > A.. Further, preliminary data on strained layer SiGe/Si super-
lattices suggest a “staggered” configuration [34], as the EA model predicts,
but of unknown magnitude; further, we do not know whether this staggering
would be observed in the absence of strain, which is the configuration being
predicted by all the models. From fig. 2 we could infer a general failure of
the EA model to explain heterojunction offsets involving germanium; should
this failure persist in “perfect” heterojunctions, perhaps a calculation of ex-
pected “dipole changes” for this indirect small band-gap semiconductor might
be appropriate.

In general, however, we believe that current “best data” on “best ordered”
and understood heterojunctions permit the EA rule to be applied with at
least the confidence due other first-order-theories. We feel that a large discrep-
ancy between the EA rule and experiment or theory should stimulate study to
ascertain the cause of the discrepancy. We do not feel the EA rule will always
be the state of the art heterojunction band offset theory; in fact, we encourage
theorists to attack this problem on systems currently under experimental con-
trol (AlAs/GaAs, GaSb/InAs) where interfaces of near ideal abruptness and
order appear feasible. We note, however, that since the band-gap discon-
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tinuity and its allocation between the valence and conduction bands are a cru-
cial aspect of the issue, theories which properly obtain the band gaps (includ-
ing subsidiary minima at L and X) would be highly desirable.

5. Pinned heterojunctions

A work function matching picture appropriate to both pinned and unpin-
ned heterojunctions is clearly possible; the pinned he:erojunction is assumed
to have some metallurgical interactions giving rise to the excess anion pos-
tulated by the effective work function model. Such an interface will have band
bending in both semiconductors permitting the interface Fermi level to coin-
cide with the work function of the postulated anion. For an interface between
materials using different anions, such as InAs/GaSb, one would presumably
have some form of alloy of the two anions, with a possibly different work
function. However, unless there are two layers of anions each contacting only
the other and the semiconductor (i.e. InAs/As/Sb/GaSb) there should be a
single interface work function; both semiconductors should line up with re-
spect to this single work function by standard work function matching argu-
ments, and the difference between the two semiconductor band alignments
should again correspond to the difference in their electron affinities, so the
band offset should be independent of pinning or interface Fermi level loca-
tion. For this argument to apply, we need not even assume the pinning is due
to excess anion; any single work function interface layer leads to this conclu-
sion. This does assume that the interface disruption does not lead to graded
or intermixed interfaces leading to unusual dipoles.

Such an argument leads to the conclusion that heterojunction band offsets
should be independent of interface Fermi level location; this argument applies
to both pinned and unpinned heterojunctions. Many heterojunction band
offset models assume that interface Fermi level position has no effect upon
band alignment, but it is not clear to us that this is true for all such models.
The model of Tersoff discusses band alignments in terms of dipole formation
at the interface; this dipole involves states tunneling from one material into
the other. The “neutrality level” of this theory is somewhere in mid gap, and
the imaginary states (and their decay length) used to derive a dipole are re-
lated to this point; we would expect their occupation to be dependent upon
Fermi level position, especially as the Fermi level moves across the band gap,
as it can do in an ideal heterojunction interface such as the AlAs/GaAs case,
where both electron and hole two-dimensional gases have been observed.
Further, we do not understand why the band offset for Ge/GaAs appears in-
dependent of Fermi level location when the interface Fermi level is varied
from well within the fundamental band gaps to the case where the Ge is ap-
parently degenerate n-type even at the interface [34]. A final problem with
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the model of Tersoff [13] is that it apparently assumes that dielectric screening
affects both electrostatic and chemical potential changes [10]; we are unable
to reconcile band offsets depending upon, e.g., growth sequence, by = 0.3 V
[3] with such screening affecting all possible sources of chemical potential
shifts.

We believe that these arguments also have some relevance to other models
of Fermi-level pinning; a standard current model for Fermi-level pinning is
that of metallurgical interaction-induced defects [17]. Within this model, both
the pinning position [17] and the sign of the charge induced in these defects
is a function of the bulk doping [35]. Defect densities adequate to pin
Schottky barriers would also strongly alter band offsets [35] and align pinned
Fermi levels rather than bulk bands [36]; we would predict that a pinned n—p
heterojunction should exhibit a different band offset than would a pinned p—n
heterojunction grown under the same conditions and the same order. Both
values should be different from that of an unpinned heterojunction. With
some effort, one should be able to perform the same band offset tuning for
pinned homo-junctions! We suggest that some effort in realizing this intrigu-
ing possibility is warranted; aside from intrinsic interest in interface state de-
nsities arising solely from band offsets and totally independent of material and
band structure changes (since there are none!), such studies should be directly
relevant to an important device issue: namely, that of stop-regrow epitaxial
growth techniques. Performing such studies on GaAs(100) surfaces and inter-
faces should strongly impact both device technology and our understanding of
pinning mechanisms. We note that this raises the possibility of experimentally
performing the gedanken experiment discussed by Tersoff of fabricating a
heterojunction between two semiconductors of identical band structure but
containing a band offset [13]. However, we must note that this inferred offset
arises from an electrostatic potential shift; unlike chemical potential shifts
[10], the screening discussed by Tersoff [13] should apply to such abrupt po-
tential shifts, possibly reducing the magnitude by a factor of the dielectric con-
stant of the semiconductor. Furthermore, the postulated existence of such
strong fields at the interface could well destabilize the pinning centers; this
suggests that stop-regrow interfaces without Fermi-level pinning may prove
simpler to achieve at n—p junctions than at n—-n or p—p junctions!

We have performed some preliminary measurement on misfit-dislocation
pinned heterojunctions [37]. These measurements are fully consistent with
the band offset being independent of the existence of interface pinning; the
observed rectification can be modelled semiquantitatively (including its tem-
perature dependence) in terms of pinning at the dislocation and screening of
this potential along the interface away from the dislocation. The point is that
there is no indication of a dependence of band offsets upon Fermi-level po-
sition within the interface. We have not yet attempted to repeat this study for
p—p, or the p—n and n—p possibilities, so we cannot rule out the occurrence of
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these intriguing possibilities of band-offset tuning.

A further relationship between Fermi-level pinning and heterojunction
band offsets has been noted by Katnani and Margaritondo [31]; this is that, if
one “lines up” the pinned Fermi-level positions on two semiconductors, the
resultant band offsets are in reasonably good agreement with experiment.
This relationship between Schottky barrier heights and heterojunction band
offsets follows naturally from the work of Tersoff [13], leading to answers pre-
sumably similar to those of ref. [31]. We note that the effective work function
model, coupled to the EA model, requires such behavior for cases in which
the pinning material (usually the anion) for the two materials has similar work
functions. For anions having different work functions, our model would pre-
dict a discrepancy between Schottky barrier heights and heterojunction band
offsets; this error is = 0.1-0.3 V for GaSb/InAs, and nearly 0.75 V for CdS/
InP, the two discrepancies between the KM model and experiment noted ear-
lier in this paper.

6. Conclusion

In this paper we have demonstrated the ability of work function matching
schemes to organize and predict experimental band alignments at Schottky
barriers and at both pinned and unpinned heterojunctions. We have raised
some questions as to the ability of alternative first-order models of such inter-
faces to account for some general aspects of these interfaces. Further, we
have suggested several classes of experiments that appear hkely to elucidate
the role of at least some classes of pinning theories.

We note that no _current model, including the work function models es-
poused herein, is truly sufficient for device design needs. A convincing, first-
principles treatment of the underlying band structure is likely required to fully
understand the manifold details of carrier confinement and transport both
parallel and perpendicular to these very ordered interfaces. We strongly
suggest that theorists address some specific interfaces where interface struc-
ture appears simple and well defined, and data appear likely to be both repro-
ducible and available. However, we also point out that theories without an
adequate description of band gaps are unlikely to provide convincing first-
principles allocation of band offsets, let alone a detailed description of trans-
port, tunneling, and carrier confinement.
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We performed a simple and straightforward synchrotron-radiation photoemission test of the
electron affinity rule, the oldest and most widely used model to predict semiconductor-semi-
conductor band lineups. The results show, beyond any experimental uncertainty, that the rule is
incorrect. The elimination of the rule and of all models related to it considerably simplifies the
theoretical situation of this fundamental area of solid-state physics.

When two different semiconductors are brought togeth-

er to form a heterojunction interface, the mismatch in for-
bidden gaps must be accommodated by discontinuities in
their band edges.! The resulting conduction-band va-
lence-band discontinuities, AE, and AE,, are the most im-
portant parameters in determining the behavior and per-
formance of heterojunction systems. The strong funda-
mental and practical interest of such systems has stimulat-
ed much research to understand and predict the band
discontinuities.? In fact, it is not clear a priori how the
forbidden-gap difference is shared between AE, and AE,.
« Many models have been developed to solve this prob-
lem.>"!? Several of these models >*° are related to the so-
called electron affinity rule,? originally proposed in 1962.
This rule simply states that the conduction-band discon-
tinuity equals the difference between the electron affinities
of the two semiconductors.

For 24 years the electron affinity rule has been very
popular and widely used in fundamental research and in
technology.!”> Recently, it came under strong theoretical
criticism, which prompted the development of alternate ap-
proaches.*"!° Experimental tests of the rule have been
made difficult by the chronic unreliability of the electron
affinity data. The uncertainty has left this fundamental
area of solid-state physics in a state of underlying con-
fusion, which has certainly contributed to some notori-
ous problems such as the errors in estimating the
Ga,; -y Al,As-GaAs band lineup. )

We present here a simple, straightforward, and unambi-
guous test of the electron affinity rule for the prototypical
interface ZnSe-Ge. The test is based on synchrotron-
radiation photoemission measurements of all the physical
quantities involved in the rule. The results clearly demon-
strate that the rule is not correct.

The experimental approach is somewhat related to that
used by Zurcher and Bauer® to test the rule in the case of
the GaAs-Ge interface. ZnSe-Ge, however, has clear ad-
vantages which eliminate the uncertainties affecting the
test of Ref. 20. In particular, AE, is very large for ZnSe-
Ge, and therefore can be directly derived from the
double-edge structure of valence-band photoemission data
without relying on an indirect derivation from core-level
peak data.’ Furthermore, the large magnitude of the
discontinuity enhances the discrepancy between the pre-
dictions of the rule and the experimental findings, to
values well beyond any reasonable experimental uncer-
tainty.

The simple philosophy of the test is explained by Fig. 1.
Here DOS labels the density of states of a semiconductor
in the energy region close to its forbidden gap, E,. E, and
E_. are the band edges. The distance between E. and the
vacuum level (VL) is by definition the electron affinity, X.
EDC labels the energy distribution curve of photoelectrons
emitted by the semiconductor under bombardment by pho-
tons of energy hv. The shaded area corresponds to the
secondary electrons created by inelastic scattering process-
es. The low-energy cutoff of the distribution corresponds
to the vacuum level. The upper edge corresponds to
E,+hv.

The distance in energy between the two EDC edges D
equals hv—(E,+X). Thus, the electron affinity can be
directly derived from the EDC spectra. Calling D, and D,
the values of D for two different semiconductors, the elec-
tron affinity rule for their interface trivially predicts that

AEU=D1_D2 . (1)

Equation (1) can be used to directly test the rule with
photoemission methods. This is done by comparing the
value of AE, predicted by Eq. (1) with the measured
discontinuity. In turn, the discontinuity is measured®2'-23
by taking EDC’s on thin overlayers of one semiconductor
deposited on the other. This approach has been discussed
in detail in several recent reviews.>

X=hv-D-Eg
hv
Eg™ [+ - 5
X
~
/N -
I,\ \~ /‘\\"’l I“‘ "'I
J oos ) £DC
Ey E¢ VL Edge
Energy -

FIG. 1. Schematic explanation of the test. The distance in
energy D between the upper and lower edge of a photoemission
spectrum is related to the electron affinity. For a detailed ex-
planation, see text.
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The above approach is not immune from experimental
difficulties. The low-energy EDC cutoff can be due to the
electron analyzer rather than to the sample vacuum level.
This problem is solved by electrostatically biasing the sam-
ple to move the low-energy cutoff of its spectra to higher
energies. The sample can become charged when exposed
to the electron beam, and this affects the EDC’s. Howev-
er, charging problems are easily corrected by illuminating
the sample with an intense visible light which generates
photoconductivity. Of course, the results are crucially
dependent on the cleanliness of the system and the test
must be performed in situ under ultrahigh-vacuum condi-
tions.

ZnSe-Ge offers the additional advantage of being a very
extensively studied interface.?'~?* Several photoemission
experiments measured AE,,>'~2 with results between 1.29
and 1.52 eV. In the present case, from double-edge spec-
tra like the two top EDC’s of Fig. 2, we derive AE, =1.44
eV. These curves were taken on as-grown Ge overlayers
on cleaved ZnSe. Extensive experiments have demonstrat-
ed that the discontinuity measured at these Ge thicknesses

E(eV)
.~\". Lo @ ".‘.1 g
A c e Znge | f
) S 2 % ©
° ° oo °.~_’. o ".- ..'
® o % 0 ° Y Ge
% o0 o A o o
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~— *o |
‘o)
1.
hv=17ev .
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5 7 T 13
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FIG. 2. A direct illustration of the breakdown of the electron
affinity rule. The two upper curves are photoemission spectra
taken on ZnSe covered by 4 and 8 A of Ge. They exhibit the
characteristic double edge due to the valence-band discontinuity.
The two other curves refer to clean ZnSe and Ge. These last two
curves were aligned to each other so that the low-energy cutoffs
coincide (see inset). The two upper curves were aligned with
respect to the ZnSe curve so that the bulk-ZnSe features coin-
cide. Thus, the electron affinity rule would predict that their
upper edges coincide with the upper edge of the lower Ge curve.
The dashed line emphasizes that this prediction is wrong.
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coincides with the final AE, for very thick overlayers.?

Furthermore, they also demonstrated that AE, does not
change (within 0.1 eV at most) in going from disordered to
ordered overlayers.?!

Measurements of the distances D for ZnSe substrates
and very thick (> 50 A) Ge overlayers were performed on
six different systems, with three different photon energies,
hv=17, 20, and 23 eV, and with a variety of bias voltages
and intensities of the discharging light. The combined re-
sults of all these measurements give D, —D;=2.21 eV.
This value is 0.77 eV larger than the experimental va-
lence-band discontinuity.

This complete breakdown of the electron affinity rule is
directly visualized in Fig. 2. The two bottom curves show
the EDC’s of ZnSe and Ge, aligned with respect to each
other so that their low-energy cutoffs coincide (as shown
in the inset). The two top curves have been aligned with
respect to the clean-ZnSe EDC so that the ZnSe-related
features coincide (e.g., the Zn 3d peak). Thus, if the elec-
tron affinity rule was valid, the upper edges of the two top
curves would coincide with the upper edge of the Ge EDC.
The dashed vertical line shows that they do not, and
dramatically so.

Of course, the validity of this test depends on its com-
bined accuracy. Contributing to this accuracy are the un-
certainty in deriving the edge positions from the experi-
mental curves, and the uncertainty in measuring AE,.2
From the extensive experiments performed by different
authors on this interface,?' 2> we can derive a conservative
uncertainty for our present AE, value, 1.4433% eV. The
combined uncertainties in deriving the four required edge
positions give an uncertainty of the order of 0.4 eV for
Dy —D,. This is consistent with the standard deviation of
our D, — D, data, 0.46 eV. Thus, in the worst case there is
still a large difference of 0.24 eV between the minimum
possible value of D —D,, 1.76 eV and the maximum pos-
sible value of AE,, 1.52¢eV.

We emphasize that our test has several self-consistency
features which increase its reliability. For example, one
could argue that we are not really measuring the electron
affinity of Ge, but that of whatever species we obtain by
depositing Ge on ZnSe. However, the electron affinities
which must be used for the electron affinity rule are
specifically those of the interface species.® Thus, we are
measuring exactly the quantities which are relevant for the
rule. As a limit case, the test would be valid even if our
system was heavily contaminated— which it was not. The
EDC’s taken at low Ge coverage are affected by signal re-
lated to localized states.>* However, this is irrelevant to
the huge discrepancy between the upper edge of the two
top curves of Fig. 2 and of the bottom curve.

This result should put an end to a long and bitter contro-
versy, and simplify the theoretical situation by eliminating
one class of models. Obviously, it does not per se endorse a
specific alternate model. For example, in the framework
of Mailhiot-Duke approach,* it can be interpreted as evi-
dence that there is substantial relaxation of the interface
atomic positions with respect to their bulk values.

We emphasize, however, that recent evidence was pro-
vided for a correlation between Schottky barrier heights
and heterojunction valence-band discontinuities.>?* This
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result could either be explained®® by the midgap-energy
approach proposed by Tersoff,'®?® or by a combination of
the electron affinity rule and of the Schottky model for
metal-semiconductor interfaces. The breakdown of the
electron affinity rule leaves Tersoff’s approach!® as the
only heterojunction model consistent with all present ex-
perimental data.
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Photoluminescence measurements at S K on wafers containing parabolic quantum wells fabricated by
molecular-beam epitaxy with the GaAs-Alg;Gag9As system reflect harmonic oscillator-like electron and
hole levels. The many observed heavy-hole transitions can be fitted accurately with a model that divides
the energy-gap discontinuity AE, equally between the conduction and valence-band wells. This is in
marked contrast to the usual AE,=0.85AE, and AE,=0.15AE, generally assumed for square wells. Ex-
periment and theory show that parabolic wells can lead to parity-allowed An =2 (*‘forbidden’’) transitions
with strengths greater than that of nearby An =0 (‘‘allowed”’) transitions.

INTRODUCTION

It is well known that molecular-beam epitaxy (MBE)
readily lends itself to the growth of structures requiring
smooth and abrupt GaAs-Al,Ga,_,As heterointerfaces.!?
In addition, the MBE growth method is well suited to the
fabrication of structures with various potential profiles, e.g.,
triangular quantum wells have been grown by MBE.> Re-
cently, a pulsed Al source has been used with MBE to allow
the growth of Al,Ga,_,As with an arbitrary Al profile.*
This Rapid Communication describes the MBE growth and
some of the characteristics of multiquantum well GaAs-
Al,Ga;_,As structures with parabolic potential wells. As
expected, these structures result in exciton transitions in the
excitation spectra that reflect a uniformly spaced density-
of-states function for the electrons and holes. The photo-
luminescence data also show enhanced ‘‘forbidden transi-
tions,’’>¢ transitions with An =2 but parity allowed. Ana-
lyses of the energies of the various exciton transitions sug-
gest that the partitioning of the energy-gap discontinuities
between the electron and valence-band wells may not be the
same as that utilized for square wells.”-®

For square GaAs wells of width L, and infinite height,
the energy levels of a particle of mass m,* depend on L, ac-
cording to

1
2m®*

Ey=

2
nwk
. W

where n=1,2,3, etc. With parabolic wells
Ey=(n—1/2)kwy , (2)
where again n =1, 2, 3, etc, and

wo; =~/ Kl/ml. , @3)
with K, equal to the curvature of the parabolic well. Defin-
ing the curvature K; by the potential height of the finite
parabolic well at z= +L,/2, namely, QAE,, where AE, is
the total energy-gap discontinuity between the GaAs at the
bottom of the wells and the Al,Ga,_,As at the top of the
wells and Q is the fraction of AE, for the ith particle well,
Eq. (2) becomes

12
E,,=z<n—§)Z—[3%A.—EL] @
¢ H

It is interesting to note that the partitioning of the energy-
gap discontinuity Q, comes in directly in Eq. (4) but not in

2

Eq. (1). Equations (1) and (4) are, of course, only approxi-
mations since the finite well heights should be taken into
account as well as the dependence of the effective mass on
the Al,Ga;_,As alloy composition x.

RESULTS

Parabolic compositional profiles were generated by alter-
nate deposition of thin undoped layers of GaAs and
Al,Ga,_,As of varying thickness. Computer control was
employed in the deposition. The relative thicknesses of the
Al,Ga,_,As layers increased quadratically with distance
from the well centers while that of the GaAs layers de-
creased. Average layer thickness of approximately 10
were employed in order to permit the GaAs layers to be suf-
ficiently thick to produce surface smoothing and cleaning,'®
while still allowing ample electron and hole tunneling to
average the effective potentials to parabolic profiles. Each
well contained 20 layers of Al,Ga,_,As and 21 layers of
GaAs. The thickness of the Nth layer of Al,Ga,_,As from
the center of the well was [(N—0.5)/10]2x L,/20. The
Al,Ga,_,As layers are centered at distances (N —0.5)L,/20
from the well center, and the remaining material is GaAs.

Figure 1 shows the photoluminescence and excitation
spectra at 5 K from a parabolic well sample with ten periods
where each period consists of a parabolic well estimated
from the growth parameters to have L,=510+35 A and
barriers of width Lg=237 £16 A composed of x=0.30
+0.06 alloy. The photoluminescence spectra were obtained
with an excitation intensity /,=0.14 W/cm?. The photo-
luminescence is relatively sharp, 2.2 meV full width at half
maximum, and sufficiently intense to demonstrate that the
Al-containing layers do not seriously degrade the recom-
bination efficiency. The excitation spectrum with detection
set at the photoluminescence peak exhibits much structure
and shows essentially no Stokes shift between the n=1
heavy-hole exciton E|, and the emission peak. Thus, the
main recombination from this sample is intrinsic and due to
E,\» exciton emission as in the better quality square potential
well samples.!! Any electron density in the wells cannot
exceed 5% 10'° cm~2,

Assignments of the various exciton transitions are ai>o in-
dicated in Fig. 1. Circular polarization excitation and detec-
tion techniques aided in the identification of some of the
lower energy peaks.*!! The allowed transitions, An =0, are
identified by E,,, where nis defined by Eq. (4) and m signi-

3740 ©1984 The American Physical Society
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_Em . TABLE 1. Experimental and calculated energy-level spacings for
PARABOLIC WELL parabolic quantum wells.
L Lz=510 &
Expt. Calc. Eq. (4) “Exact” calc.
E L,=510£35 &, x=0.300.06
w [ AE, (meV) 23 335 313
s AE) (meV) 8.4 5.4 5.2
3 AE, (meV) 169 122 118
w
Il AL 2.65 6.19 6.02
z AE, . " -
3 [ AE,
- ‘e
5t iE 1.32 273 2.65
a
- A 2,01 2.26 227
152 453 4154 AE, ’ ’ ’
ol ba oo ta et ba o baba bl badatatalatalal
152 1.56 160 164 1.68 172 L,=325125 A, x=0.2910.06
Y
PHOTON ENERGY (eV) AE, (meV) 40.1 516 489
FIG. 1. The photoluminescence spectrum obtained at 5 K with AE, (meV) 15.6 8.33 8.1
0.14 W/cm? excitation at 1.6 eV is shown in the insert. The excita- AE; (meV) 219 18.9 17.9
tion spectrum was taken with the same intensity as above and with AE
the detection set at the peak of the photoluminescence, 1.531 eV. L3 257 6.19 6.04
Various exciton transition peaks are labeled in the figure. Exciton AE,
transition energies for the heavy-hole excitons calculated using para- AE,
bolic wells of equal height for the electrons and holes are shown as AE, 1.44 213 2.73
short vertical bars below the peaks. Their calculated strengths nor-
malized to 100 for E,, (without the resonant enhancement) are AE, 179 227 221
given as integers below the peaks. For An#0, the sum of AE, : ’ ’
strengths of overlapping transitions, e.g., Ea4 and Ej),, are includ-
ed in the strength given. L,=336125 A, x=030+0.06
AE, (meV) 331 50.8 48.2
AE, (meV) 124 8.20 8.0
fies whether the exciton transition involves a light or heavy 8 (meV) 87 18.5 177
hole, / or h, respectively. For the parity allowed ‘‘forbidden AE, 267 6.19 6.03
transitions,”*¢ An =0 but even, the designation E_, is AE, : " -
used, where n refers to the electron level as above and n’ AE,
the quantum number for the hole designated by m as above. AE, 1.40 273 212
Differences of the energies of the various transitions were
. AE,
then used to determine the energy-level ladders for elec- — 1.91 227 221
trons, heavy holes, and light holes, AE,, AE,, and AE, AE,

respectively. For these estimates, the binding energies of all
the excitons were assumed equal.!? The experimental
values of AE, are given in Table I along with estimates from
Eq. (4) using the commonly accepted values for m" and
Q,, namely, m/mg=0.0665" my/mo=0.45,"" m®/my
=0.088,% Q,=085 and Qy=Q=1-Q,=0.15" Data
from two other parabolic well samples, L, =325 +25 A and
L,=336125 A, are also given in Table 1.

DISCUSSION

The agreement between the measured energy-ladder spac-
ings and that calculated via Eq. (4) from the known growth
parameters as given in Table I is poor. The L, dependence
of the calculated results can be removed by taking ratios of
these energy ladders which then points up wherein the ma-
jor problem lies. The average of the measured ratios are
AE,/AE,=2.6, AE,/AE;=14, and AE,/AE,=19. These
ratios arec to be compared to calculated values; AE,/
AE,=6.0, AE,/AE;=21, and AE,/AE,=2.3. The agree-
ment between these two sets of numbers is also very poor

except for AE;/AE, and hence raises questions about the
validity of Eq. (4) which assumes one effective mass
throughout and parabolic wells of infinite height. With this
in mind Eq. (4) was modified to include by perturbation
theory the variation of the effective masses with z which
results in a correction to the energy levels determined from

Eq. (4) of

o 381x10° . )G 2
SE, L ( )lzm,’/mof(m' ,x)(3—2n+2n?) meV ,

(%)

where for x=0.3, f(m,",x)=0.27 for electrons and 0.17 for
heavy holes. For the sample with L,= 510 A this correction
reduces the ladder spacings given in Table I by from 1.5% to
3.0% and hence for this L, has little effect on the caiculated
ratios derived from Eq. (4). However, the correction to Eq.
(4) given by Eq. (5) does result in calculated energy-level
spacings that decrease slightly with increasing » as is usually
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observed and predicted by the more exact calculation given
below.

A better calculation of the energy levels has also been
made using a program that determines the transmission of
an arbitrary sequence of square-shaped wells and barriers as
a function of energy. This computation includes any stand-
ing wave effects due to the discontinuous growth profile,
the variation of the effective masses with x, the finite well
height, and the boundary conditions for GaAs-Al,Ga,_,As
interfaces proposed by one of us (D.A.K.) and independent-
ly by Bastard.'* The results of these calculations are also
given in Table I and they are found to differ by only a few
percent from those determined from Eq. (4). The relatively
good agreement between the experimental and calculated
values of AE;/AE, (15% +4%) suggests that the main diffi-
culty involves the partitioning of the energy-gap discontinui-
ty and not the hole masses. Since Eq. (4) gives results on
AE, that are only a few percent smaller than the values
given by the better computation, Eq. (4) will be used to il-
lustrate the problem with the partitioning of the energy-gap
discontinuity. Equation (4) leads to
AE, [0 m)”

AE, |1-0. m'

which with the conventional masses m,* (Refs. 13 and 14)
yields Q,=0.50. Thus there is a discrepancy when com-
pared with the generally accepted value of Q,=0.85 (Ref.
7) based on square-well spectra. However, there is some
evidence that Q, is sensitive to certain growth parameters.'

At present we have no explanation for the discrepancy
between our value for Q, and the accepted value. The para-
bolic wells we require to explain the observed ladder of lev-
els could be produced by a combination of the accepted
value Q, = 0.85 and a negative space charge due to a densi-
ty nyp=1x102 cm~2 of either electrons or negatively
charged acceptors. The absence of a Stokes shift between
the emission peak and the 1A excitation peak rules out such
a density of electrons in these samples. Also, with this den-
sity of electrons one would not see the 1h exciton peak in
excitation at all. We believe the presence of such a density
of acceptor or donor impurities is also ruled out by the fact
that the same MBE apparatus produces quantum wells in
modulation-doped samples exhibiting very high carrier
mobilities. Therefore we believe space-charge effects in
these samples are negligible.

Short vertical bars under the various peaks in Fig. 1 indi-
cate energies of the heavy-hole transitions determined
via the exact program using Q,=0.51, L,=507 A, and
x=0.25. Values of L, and x employed are within the es-
timated uncertainties of these quantities given earlier. The
calculation gives AE,=22.8 meV, AE;=8.0 meV, and
AE;=19.4 meV. The calculated and experimental energies

=26, (6)
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of the E,, transition were set equal. The agreement
between these calculated and experimental heavy-hole exci-
ton transitions is considered excellent, but the L, and x
used are not unique. On the other hand, the calculated
light-hole transitions (not shown) are too high in energy as
expected since the calculated AE;/AE, is too large.

One of the more striking characteristics of the data in Fig.
1 is the large strength of the ‘‘forbidden transitions” (parity
allowed, An=2), especially those for large n. Strong for-
bidden transitions E;;, with resonant-type line shapes like
that shown in Fig. 1 have been seen previously in multi-
quantum square-well structures.!” For the undoped square-
well case, theoretical estimates of the strengths of the for-
bidden transitions using finite square-well eigenfunctions
which take into account different effective masses for the
wells and barriers give values that are many orders of mag-
nitude too small. These estimates have now been repeated
using infinite parabolic-well eigenfunctions that include only
GaAs masses. The calculated strengths (matrix elements
squared) for Ey, and Ey are equal.>$ Also, since the spac-
ing of the energy level ladder for the An=0 heavy-hole
transitions is almost four times that of the heavy-hole
ladder, transitions Ey and Ejyy, Ejsy and Eg,, etc. are at
nearly the same energy and hence are not expected to be
resolved. Therefore to compare the calculated strengths
with the excitation spectra, the strengths of overlapping
transitions have been added together. The numbers under
the various heavy-hole exciton transitions in Fig. 1
represent the integer values of the calculated strengths nor-
malized to 100 for the calculated strength of E;,. (The
resonant enhancement of E}, in Fig. 1 due to resonant Ray-
leigh scattering renders direct comparisons with this experi-
mental peak meaningless.!®) These results explain the large
strengths of the An#0 transitions and the decreasing
strength of the An=0 transitions as n increases. The
strengths of these parity-allowed transitions arise from the
fact that, in contrast to the square-well case, the hole and
electron wave functions for parabolic wells have different
spatial ranges for the same n, and for different n are not
even approximately orthogonal. Thus, with parabolic wells,
the An # 0 parity-allowed transitions are not really ‘‘forbid-
den.”

CONCLUSIONS

Photoluminescence spectra of GaAs-Al,Ga,_,As parabol-
ic quantum-well samples reflect the expected harmonic os-
cillator levels. The observed level intervals suggest that
the energy-gap discontinuity between the GaAs and
Al,Ga,_,As layers is evenly split between the electron and
valence-band wells. Theory and experiment show that the
An=2 parity-allowed transitions are enhanced relative to
the An =0 allowed transitions as n becomes large.
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We show through all-electron first-principles electronic structure calculauons of core levels that, con-

trary to previous expectations, the valence-band offsets in the

d s AlAs-GaAs

and CdTe-HgTe are decided primarily by intrinsic bulk effects and lhat mterface charge transfer has
but a small effect on these quantities. The failure of previous models is shown to result primarily from

their decision to omit cation d orbitals.

PACS numbers: 73.40.Lq, 71.20.Fi, 73.30.+y

Measurements'~> and theoretical modeling*’ of the
lineup between the top of the valence bands of two semi-
conductors forming a heterojunction have recently been
revived® irr light of new results which cast doubt on both
previous measurements® and theories.*® Textbook
descriptions '° of the zone-center valence-band maximum
(VBM) in a binary zinc-blende semiconductor (the I'ys,
state) suggest that it consists almost exclusively of anion
valence p orbitals. It was therefore initially expect-
ed*>3-!! that the VBM energies of two common-anion
semiconductors which share the same crystal structure
and lattice constant (e.g., the AlAs-GaAs or CdTe-HgTe
pairs), would be nearly equal. These expectations were
formulated in terms of the hitherto successful “common-
anion rule”!" (stating that the offset AEypym between the
VBM energies of two covalent semiconductors reflects
primarily different anion energies, and hence would near-
ly vanish for semiconductors sharing a common anion),
and simple tight-binding* and dielectric® models, all pre-
dicting nearly vanishing ( <0.1 eV) band offsets for such
common-anion systems. While these predictions were in
agreement with the then-available experimental data on
AlAs-GaAs (Ref. 9) and HgTe-CdTe,'? more recent
measurements on AlAs-GaAs [AEypym =0.45+0.05 eV
(Ref. 2)] and CdTe-HgTe (AEypy=0.35+0.06 eV
(Ref. 1)] have shown previous expectations and models
to be substantially in error. It has been recognized,®!'?
however, that the band offset AEvpm could be thought to
consist of an intrinsic “bulk” (b) contribution AE{ gy,
reflecting the disparity between the VBM energies of two
isolated semiconductors (when their energies are com-
pared on the same, absolute scale), and an “interface
specific” (IS) contribution AE{yp reflecting chemical
events at the interface (hence, depending on interfacial
charge transfer, orientation, dipole layer, interdiffusion,
defect structure, etc.):

AE ypm -AEQBM +AE%M. 1)

The failure of previous models** in the crucial com-
mon-anion test was recently interpreted*-® as reflecting
the neglect of AE{hy—in particular the omission of in-
terfacial charge-transfer (screening) cffects. This inter-

pretation granted a decisive physical role to interfacial
dipoles in establishing AE ypy for these systems.

In this Letter we contest this basic physical interpreta-
tion. We first calculate the valence-band offsets of the
four basic common-anion semiconductors AlAs-GaAs,
CdTe-HgTe, CdTe-ZnTe, and HgTe-ZnTe in a way that
parallels their measurement in photoemission core-level
spectroscopy *: from the core levels. We find our calcu-
lated AEypm values to be in good agreement with experi-
ment. We then use a simple electrostatic model for core
shifts to show that interface-specific dipole contributions
to AEypm are small in these systems. We show further-
more that the failure of earlier models*> does not result
primarily from neglect of AE {y, but is predominantly a
consequence of imperfect representation in simple tight-
binding models*' of AE{gym. In particular, the omission
of the outermost cation d orbitals explains most of the
incorrect magnitudes.* This approach hence provides a
fundamentally different interpretation of the physical
mechanism governing band lineups in common-anion
systems, and provides a simple correction which fixes
previous models.* Predictions for band lineups for two
hitherto unreported systems (CdTe-ZnTe and ZnTe-
HgTe) are given.

We begin by reviewing the tight-binding viewpoint on
the problem. In this approach*!” the energy of the I'ys,
VBM of a zinc-blende semiconductor AC is expressed
solely in terms of nonmetal (C) and metal (4) p-orbital
atomic energies (¢S and ¢, respectively) and their in-
teraction (V,,) as

= (e +e)2—(ef = e A+ V12 ()

The bulk-intrinsic (“natural”*) valence-band offset be-
tween two semiconductors AC and BC is then simply
given as the difference between the respective VBM en-
ergies as

AEY gy = e0fm — effiu. 3)

The charge-transfer term is approximated as the differ-
ence®

AE Pim = efi€ — efC€ 4)
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TABLE I. Tight-binding, all-clectron, and experimental valence-band offsets (in electronvolts) in common-anion pairs, calculated

from different core levels (n/). SO is the spin-orbit splitting.

All-clectron
(Present results)
Tight-binding* Average Average Using Using Using
Systems AEbpm  AEGMs  AEWYs AESS (with SO)  (no SO) 1s 2 3pin Bpd
CdTe-HgTe 0.00 0.09 0.09 0.35+0.06® 0.37 0.39 0.377 0.388 0400 034
CdTe-ZnTe =0.07 0.00 =0.07 ses 0.13 0.12 0.125 0.122 0.108 0.04
ZnTe-HgTe 0.07 0.09 0.16 s 0.26 0.29 0.277 0.286 0.289 0.30
AlAs-GaAs 0.01 0.15 0.16 0.45 £ 0.05°¢ 0.42 0.41 0.41 0.40 e 0.31

*Using data from Ref. 14.
bReference 1.

between the average s-p hybrid energies €, of the semi-
conductor AC,

efiCm= (el 43¢+ S +3€5)/8, (5)

and that of BC. From Egs. (1)-(5), Table I'* exhibits
the following features of the tight-binding band offsets:
(i) Relative to experiment, the calculated AE{py is far
too small [reflecting the fact that the differences of p-
orbital energies*!®!* for (Zn,Cd,Hg) and (AL,Ga) are
small too], and may even have the wrong sign
(CdTe/ZnTe), and (ii) the charge-transfer correction of
Eq. (4) improves the results but still falls short (by a
factor of 2-4) of experiment. For InAs-GaAs,* not de-
picted here,'* dipole effects alone incorrectly reverse the
sign of AE{pwm, yielding AEvpy= —0.13 eV, whereas
the experimental result (quoted in Ref. 4c) is positive
(+0.17 eV).

The reader should note at this point that it has long
been customary, both in tight-binding* [Eqgs. (2) to (5)]
and in empirical'> or first-principles’ pseudopotential
calculations for semiconductors, to neglect cation d
bands, despite the fact that they reside inside's the
valence band (for 1I-VI's) or close to its minimum (for
I11-V’s). These cation d bands may, however, selectively
alter the VBM energies of such compounds, and hence
contribute to the band offset between two materials. Ob-
serve that in tetrahedral symmetry the cation d and
anion p states share the same symmetry representation
(I";5), and hence can interact through the potential ma-
trix element (¢4 |V |9f)=V,,. This interaction repels
the VBM by Vi/(ef—ef). This repulsion varies
significantly from one compound to another since both
the variations in spatial distributions of the cation d or-
bitals (hence, Vg4,) and the variations in the energy
denominator (ef —e) along the II-VI series are sub-
stantial (for ZnTe, CdTe, and HgTe the atomic-orbital
energy difference'® ¢S —ef is 4.3, 5.8, and 3.9 eV, re-
spectively; the energies of the I'jsy d band relative to the
VBM are 7.3, 8.4, and 7.4 ¢V, respectively). Such p-d
repulsion effects have been previously shown to reduce
significantly the band gaps of II-VI’s,! to explain the

-ABC,.
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“Reference 2.

“band-gap anomaly” in chalcopyrites,'” and to clarify

the reason why Cu impurity acceptor states (exhibiting
p-d repulsion) are abnormally deep in II-VI’s relative to
the isovalent Na impurity'” (which lacks p-d repulsion).
We will show below that this effect also controls much of
the band offsets in common-anion semiconductors, and
that alternative contributions (e.g., charge transfer) are
negligibly small.

We have calculated self-consistently the band struc-
tures of ZnTe, CdTe, HgTe, AlAs, and GaAs, treating
core states relativistically and valence orbitals semirela-
tivistically, using the general potential linear augmented
plane-wave method'® in the local-density formalism. For
each common-anion pair, we also calculated the band
structure of the 50%-50% ordered compounds CdHgTe;,
CdZnTe;, HgZnTe; and GaAlAs, in the ordered
CuAu-I-like structure'® [space group D3, identical to
an alternating monolayer superlattice in the (001) orien-
tation] to find the cation core-level difference [see Eq.
(6) below]. All structural parameters of the ternary
compounds'"™'® are relaxed to attain the minimum total
energy.

To parallel the measurement of AE gy in photoemis-
sion core-level spectroscopy’> AEygy is expressed as'
(see Fig. 1)

AE v = (effm — €4%) — (efm — €5%)

ABC: ABC:
+ (c,.;_,' 21— €nl.B 2).

()]

Here, for example, €4S is the core level nl of atom A in
AC and e(f§y is the VBM energy of AC. The first two
bracketed terms in Eq. (6) are calculated from core lev-
els n/ obtained from the band structures of AC and BC,
respectively, whereas the third term is calculated from
the band structure of ABC,. We assume (and demon-
strate below) that the core-level difference AEc, [last
bracketed term in Eq. (6)] in common-anion superlat-
tices (which include information on AE{§y) has but a
negligible dependence on the superlattice thickness. We
hence calculated AEc, from a simple (1,1) superlattice
This assumption reflects the fact that for
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FIG. 1. Schematic energy-level diagram used to deduce the
valence-band offset between AC and BC.

common-anion systems interface-induced effects are both
small (see discussion below) and localized near the inter-
face. The band offsets calculated from Eq. (6) for
different choices of the core levels n/ are shown in
columns 7-10 of Table I. They exhibit a near inde-
pendence of AEvyppm on the core level chosen. Table I
also shows that the AEypy values are transitive, i.e.,
AEym(AC-BC) =AE ygu(AC-DC) +AE vpm(DC-BC)
to within a precision of 0.02 eV. We test independently
our assumption that AEcL in common-anion systems is
insensitive to the details of the superlattice structure by
comparing AEc calculated from the ABC; system to
that calculated from the A3;BC4 or AB3;C4 systems,
where the ternary phases are represented in the T “lu-
zonite” structure.'!® We find these values to agree within
0.02 eV. The fifth and sixth columns of Table I compare
the calculated AEvpm values [including spin-orbit in-
teractions] 2 with experiment, "2 showing nearly perfect
agreement for the two cases where data are currently
available, and offering two predictions where they are
not.

We have suggested (see also Ref. 13) that the deep
core levels of cations in common-anion pairs are nearly
unchanged relative to a common reference energy (e.g.,
vacuum) in going from a binary to a ternary (including
alloy'?) system, i.e.,

AC = en’ and BG =€l
This *“‘new common-anion rule” can be deduced by cal-
culation of the change AV, in the electrostatic potential
at the cation site 4 upon replacement of one cation (4)
in the binary 4,C; system by another (B), producing
thereby the (1,1) superlattice AC-BC (i.e., ABC;). This
electrostatic potential involves two (competing) contribu-
tions: (i) the intersite Madelung potential produced at 4
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by all other charges and (ii) the on-site Coulomb repul-
sion due to the altered charge at A. Denoting by
Aq =(qf€—q4)/2 and AQ =(g#%C—g45C%)/2 the cat-
ion charge disparities in the binary compound (BC,AC)
and in ABC), respectively, and by d the nearest-neighbor
anion-cation distance (assumed equal in the lattice-
matched AC and BC semiconductors), the change of the
electrostatic potential at A is calculated to be

AV, =(Aq/d)a*r —azg+(d/R4)(1-2)], ¢)

where azp=1.638 and a*=0.976 are the Madelung
constants for the zinc blende and for the cation lattice'®
in ABC, structures, respectively, A =AQ/Aq, and R, is
the effective radius for atom 4 where the charge transfer
(in forming ABC,) occurs.?' Our self-consistent calcu-
lations show that the charge differences inside the
muffin-tin spheres are Ag =0.024¢, A =0.86 for CdTe-
HgTe and Ag =0.043e, A =0.82 for AlAs-GaAs. Using
the experimental bond lengths (d =2.80 A for CdTe and
HgTe; d =2.45 A for AlAs and GaAs) and c:stimalting22
R4 as =0.3d we find AV, to be as small as 0.04 eV.
This small value (comparable to the uncertainty of the
calculation and experimental error bars'~3 for AEvpy)
suggests that interface dipole contributions to AE vpm are
equivalently small, and justify the use of a thin (1,1) su-
perlattice. It is further supported by recent experimental
observations?® [note that if AV, =0, any size of the su-
perlattice will give the same AE ¢ ].

Since the difference between the two cations is the
only factor distinguishing any pair of lattice-matched
common-anion binary semiconductors, the substantial
AE ypMm values obtained here for AlAs-GaAs and HgTe-
CeTe necessarily reflect participation of cation orbitals
in the VBM. We find that the cation d orbitals, omitted
in previous studies*’ are the major contributors. First,
our self-consistent band calculations show directly sub-
stantial hybridization of cation d character in the Is,
VBM state: Within the cation muffin-tin sphere we find
7.5%, 6.9%, and 12.2% d character for I'js, of ZnTe,
CdTe, and HgTe, respectively. [For comparison, note
that the cation p character (4.3%, 4.0%, and 4.0%, re-
spectively) is actually lower than the d character in the
II-VI systems!] Second, one can independently model
the amount AEZf by which the VBM of AC is repelled
upwards by the cation 4 band, and hence find the pd
correction 8,q =AESf — AEZf to the band offset between
BC and AC. AEZf can be obtained as the amount by
which the IN'jsy cation-d-band energy shifts upwards as
anion p orbitals are removed from the linear augmented
plane-wave basis set. Alternatively, one can calculate
AE;,‘f by subtracting from the total I'js,-I'y, valence-
band width (calculated with cation d bands) the corre-
sponding tight-binding value (calculated without cation
d bands). Both models yield to within £0.1 eV the 5py
corrections to the band offsets 0.04, 0.34, 0.30, 0.31,
0.04, and 0.35 eV for the CdTe-ZnTe, CdTe-HgTe,
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ZnTe-HgTe, AlAs-GaAs, GaAs-InAs, and AlAs-InAs
pairs, respectively. Note that &y is large for Hg-
containing semiconductor pairs (since the Hg 5d orbitals
are shallower than other column-II cation d orbitals, and
hence repel the VBM more effectively) and for Al-
containing compounds (since the empty Al 3d orbitals
are higher in energy than the anion p orbitals, and hence
AEp, is negative). For all other common-anion pairs
AEZf is similar, and hence the tight-binding model is ex-
pected to work well for these systems.

In conclusion, we find that the principal error in previ-
ous tight-binding models for band lineup in lattice-
matched compounds (and to a lesser extent also in
plane-wave pseudopotential models’ which also neglect
occupied cation d bands) is omission of cation d orbitals,
and that the assertion that interface dipole effects are
needed to obtain the correct lineup is not tenable.

After the results of this work were circulated privately,
Duc, Hsu, and Faurie informed us of their new photo-
emission measurements?* of the band offsets in CdTe-
ZnTe (0.10£0.06 eV) and ZnTe-HgTe (0.25+0.05
€V), in excellent agr t with our independent predic-
tions of Table I.
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Common-anion rule and its limits: Photoemission studies of
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Synchrotron-radiation photoemission data show that the valence-band discontinuities of
CulnyGa -xSex-Ge and CuxAgi-InSe>-Ge interfaces are independent of x within the experi-
mental accuracy of 0.1 eV. We argue that this result is consistent with the Wei-Zunger explana-
tion of the breakdown of the common-anion rule, which is based on a substantial role of the cat-
ion d states in determining the valence-band-edge position.

The breakdown of the common-anion rule,' demon-
strated by a number of recent experiments,?-® has a major
impact in semiconductor physics. The thought underlying
the common-anion rule was that the valence-band max-
imum of covalent semiconductors is composed mostly of
anion p orbitals, hence a pair of semiconductors sharing
the same structure, lattice constant, and a common anion
(e.g., GaAs-AlAs, CdTe-HgTe) would exhibit very simi-
lar valence-band-edge energies E,, or a vanishing va-
lence-band discontinuity, AE,. This viewpoint is anchored
in simple tight-binding approaches'® which describe co-
valent semiconductors solely in terms of anion and cation
valence s and p orbitals (note that'! isovalent cations have
similar p orbital energies, hence contribute little to AE,).
Wei and Zunger'? have shown that the fallacy in this ap-
proach is that valence-band states of common-anion semi-
conductors manifest cation components in addition to
anion states. Whereas such extravalence states (e.g., Al
3d) or subvalence states (e.g., Zn, Cd, and Hg outer d or-
bitals), were previously thought'®!> to be unimportant
near E,, Wei and Zunger have demonstrated through all-
electron first-principle calculations that these cation orbit-
als provide the main discriminating factor between a pair
of lattice-matched common-anion semiconductors, and
hence the band offset.

Our understanding of band discontinuities is based pri-
marily on binary (elemental or compound) materials.
There exist, however, a large number of ternary semicon-
ductors (e.g., T'B™X)" chalcopyrites) which allow us to
test our current understanding of this problem by provid-
ing a choice of two cations (T'=Cu,Ag and
B"'=Al1,Ga,In). Furthermore, since they include a noble
metal T with relatively shallow d states, these materials
offer a natural test to theories which emphasize the role of
d states. We present here photoemission measurements of
clean and Ge-covered- CulnSe,, CuGaSe,, and AglnSe,,
and of two series of alloys of these ternary chalcopyrites.
The results are consistent with the predictions derived
from the Wei-Zunger model.

The experiments consisted of measuring AE, for inter-
faces obtained by depositing Ge on freshly cleaned chal-
copyrite surfaces. This approach has been extensively
used to estimate the empirical position in energy of the
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valence-band edges of semiconductors on an absolute
scale whose zero is arbitrarily set to coincide with the top
of the Ge valence band.'*'> The value of AE, for any pair
of semiconductors can be estimated, in first approxima-
tion, by taking the difference between the corresponding
empirical valence-band-edge positions.'*!> There is am-
ple evidence ' that the accuracy of this empirical method
is, on the average, 0.1-0.15 eV.

Before discussing the results of our experiments, we will
extract from the detailed model of Wei and Zunger the
essential physics, as it pertains to both binary and ternary
semiconductors. This will establish the expectations to
be tested experimentally. Consider, first, two binary
common-anion semiconductors AX and BX and neglect
the effect of 4 states on the band discontinuity between
them [Fig. 1(a)l. The cation p orbitals (4",p) and
(B",p) can couple with the anion p orbital (X,p), as all
have the same symmetry (f2, or I'js) in the zinc-blende
lattice. This coupling results in the two bonding states
Ti5.(A4-X) and I'ys5,(B-X), whose energy difference pro-
vides in this model (i.e., neglecting charge-transfer
effects'? the valence-band discontinuity AE, for the AX-
BX interface.

We see that each of these bonding states is repelled to
deeper energies relative to (X,p) since the cation p orbital
energy is above the anion p orbital energy. This repulsion,
| v(4,p;x,p) | ¥/le(4,p) — e(X,p)], is proportional to the
square of the coupling matrix element, V(4,p;X,p), and
hence it increases as the A —X bond length becomes short-
er. If AX and BX have the same bond length and similar
cation p energies (as is the case!! in CdTe-HgTe or
AlAs-GaAs), this model predicts a vanishing valence-
band offset, in contrast with the experimental results.?™®
This model correctly predicts, however, that the valence-
band maximum (VBM) energy of the material with the
shorter bond length is deeper than that of the material
with the longer bond length, e.g., E,(GaX) < E,(InX). It
hence gives an essentially correct value'® for the valence-
band discontinuity of the GaAs-InAs heterojunction, 0.17
eV. Corrections due to Ga and In d states were found to
be small (0.04 eV in Ref. 12).

In many binary materials, e.g., AX and BX, the cation d
states cannot be neglected. If these orbitals are below the

9388 ©1987 The American Physical Society
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anion p state (e.g., Cu 3d, Zn 3d, Ag 4d, Cd 4d, Au 5d, or
Hg 5d), they will repel upwards the valence-band max-
imum, as shown in Fig. 1(b). Since this repulsion is pro-
portional to |V(4,d;X,p)|?*/[e(4,d) —e(X,p)], it be-
comes larger when the 4 —X bond becomes shorter and
when the d orbital energy of the cation 4 becomes more
shallow. Hence, since the Hg 5d state is shallower than
the Cd 4d state, HgTe would have a higher VBM energy
than CdTe.'? This model leads to a finite band effect be-
tween common-anion pairs with the same bond length and
similar cation p orbital energies, in agreement with exper-
iment. (Note that Al has empty, high-energy 3d orbitals
which lower the VBM and AlAs relative to GaAs. This
leads'? to AE, =0.4-0.45 eV for the AlAs-GaAs hetero-
junction).

This model can be extended to ternary materials in a
simple way. We will consider two common-anion cases:
(i) In Fig. 2, we show the model for ternary materials with
a common noble metal, TAX,-TBX, (e.g., CulnSe, and
CuGaSe;) and (ii) in Fig. 3, we show ternary materials
with a common group-III element, T VBX; and T ¥BX;
(e.g., CulnSe; and AgInSe,).

In the case of TAX, and TBX, if the effect of the cat-
ion d orbitals is neglected, our simple model predicts [Fig.

['(a) Binaries AX and BX (No d) |

\ ’
\ Misv(p),”
L .

|
.
~isy (P)/
250 ()
B-X -

AE, ——
A-X

[(b) Binaries AX and BX (with d)|

fisv(pd)
L/ VBM
Nisv (p) / \
B-X | \
\ \
\ \ i I
\\ ' , ,1
\ ! Ad |
— 1
\ 1 \ 1
‘I \ B.d \ 1
. — \fis(pd)!
\is(pd) - d-band
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FIG. 1. Energy-level diagram for the band offset of binary
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ing the cation d states. CB denotes conduction band; VBM
denotes valence-band maximum.
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2(a)] that the material with the shorter bonds (TAX,
here, or CuGaSe;) will have a deeper E, than the material
with the longer bond (TBX; here, or CulnSe;). In con-
trast, if the d bands of T are taken into account [Fig.
2(b)], they repel the VBM upwards, i.e., on an opposite
direction to the effect of the cation p states [Fig. 2(a)l.
This repulsion is naturally larger for the material with
shorter bonds. Hence, the noble metal T has an opposite
effect on the band offset than the main group cations A
and B. This partial cancellation suggests

E.(TAX,) > E.(4X) ,

E.(TBX,) > E.(BX) ,

AE (TAX,-TBX,) < AE.(4X-BX) ,
i.e., that the common-anion rule is better obeyed in ter-
nary systems than in binary systems. Since the valence-
band discontinuity of the GaX-InX interface, AE,(GaX-
InX), is already small (0.1~0.2 eV for A =Ga, B =In, and
X =As or Sb and nearly X independent in binaries,'* this
model predicts an essentially vanishing valence-band
discontinuity for the interface between the two ternary
compounds, i.e., AE,.(CulnSe,-CuGaSe,)=0. Note also
that this model predicts a deeper d-band energy [I's(pd)

[ (a) Binaries AX and BX (No d)J

Binary BX Binary AX

(longer bonds) (shorter bonds)

—_ faal
AN . \
B o/ \ / \
\
\\ ! II \\ Al p
\ A
\ \ ' /
N \ ! /
\ \ o Xp /
\ s /
\Tisy (9),7 \ /
QLI P \ /
B-X AE, \1sv(P)/
A-X

[ (b) Ternaries TAX; and TBX, (with d) |

Ternary TBX, Ternary TAX.
y 2
fsy(pd) M5, (pd)
/VBM | JvemMy
, \ \
Tisv(P) / ' ! \
B-X ‘\ B \ isv(P)
\ \ ! P Aax
\ \ / I
\ \ 1 1
\ \ | !
\ \ ’ 1
\ /
\is(pd),”" Td N\ ;/
d-band N\ Nis(pd)/
d-band

FIG. 2. Energy-level diagram for the band offset of a hetero-
junction formed by a pair of ternary semiconductors with a com-
mon noble metal, (a) neglecting or (b) considering the role of
the cation d state.
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[(a) Binary Bonds (No d)]

BX in T@BX, BX in TOBX,
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o8
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/ \ | —
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e RET \isu(P);
n—
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FIG. 3. Energy-level diagram for the band offset of a hetero-
junction formed by a pair of ternary semiconductors with a com-
mon group-I1I element (a) neglecting or (b) considering the role
of the cation d states.

in Fig. 2(b)] for the material with the shorter bonds (Cu-
GaSe;), in agreement with band-structure calculations. 17

In case (ii), T'BX, and T2BX,, if the noble metal d
bands are ignored [Fig. 3(a)], this model predicts again
that the material with the shorter bonds (T'BX, or
CulnSe;,) has a deeper E, relative to the material with the
longer bonds (T2BX; or AgInSe,). Inclusion of d bands
[Fig. 3(b)] shows again an upward repulsion of the VBM.
This repulsion is larger the shorter the bonds are and the
shallower the noble metal d orbitals are. Since in our ex-
ample, T'BX; (i.e., CulnSe,) has both shorter bonds and
shallower (Cu 3d) orbital energies relative to 72BX; (i.e.,
AglnSe, with Ag 4d), these factors will make the upward
repulsion larger in CulnSe,. However, the Ag 4d orbitals
are more extended than the Cu 3d orbitals, contributing
therefore to a larger pd matrix element for Ag containing
systems. The effects of upward displacements of the
VBM npartially offsets the effects of the main group cation
[Fig. 3(a)], leading to a reduction of AE, in the ternary
compounds. Whereas detailed calculations may be need-
ed to determine AE, accurately, this model suggests again
a small band offset.

In summary, the Wei-Zunger model predicts that the
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FIG. 4. Valence-band discontinuities for Culn,Ga, -,Sez-Ge
(top) and Cu,Ag -xInSe,-Ge (bottom) interfaces, derived from
our spectra and plotted as a function of x. The values of x were
0, 0.17, 0.42, 0.72, 0.89, 1.0 for Culn,Ga;—-xSez, and 0, 0.35,
0.67, 0.85, 0.96, 1.0 for Cu,Ag; -xInSe,.
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FIG. 5. Synchrotron-radiation photoemission spectra taken
on a clean Culno42GaossSe: surface, and on the same surface
covered with in situ deposited Ge overlayers of increasing thick-
ness (shown in A for each curve). The spectra were taken with
a photon energy of 20 eV, obtained by filtering the emission of
the 1-GeV storage ring at the Wisconsin Synchrotron Radiation
Center with an Al Seya-Namioka monochromator. The hor-
izontal scale is referred to the leading edge of the spectrum cor-
responding to a thick Ge overlayer.
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36 COMMON-ANION RULE AND ITS LIMITS: PHOTOEMISSION . ..

position of the VBM is only weakly modified in going
from CulnSe; to CuGaSe; and from CulnSe; to AglnSe,.
Our experimental data are consistent with these predic-
tions. They show, in fact, that the empirical position of
the valence-band edge is constant, within an accuracy lim-
it of the order of 0.1 eV, for all compounds in the two al-
loy series Culn,Ga;-,Se; and CuxAg;-,InSe;. The
magnitude of the accuracy is much smaller than the tygi-
cal AE,’s observed when the common-anion rule fails.>

Crystals of Culn,Ga;-,Se and Cu,Ag,-,InSe; were
grown from the melt by a liquid-encapsulated Bridgman-
Stockbauer method after in situ synthesis from the ele-
ments.'® Values of x equal to 0, 0.25, 0.5, 0.75, 0.9, and
1.0 were chosen for the starting melt composition. Elec-
tron microprobe analysis was used to determine the crys-
tal compositions at the 15%-fraction-solidified point, the
region used for the investigation. These compositions are
indicated in Fig. 4.

Figure 5 shows a typical set of data, obtained for
the compound Culng4,GagssSe2. The figure includes
synchrotron-radiation photoemission spectra taken on the
clean surface of this compound (obtained by operating a
diamond grinder under ultrahigh vacuum) and on the
same surface covered by Ge overlayers of increasing
thickness. The method for extracting the valence-band
discontinuity of the Culng4,Gao s3Sez-Ge interface from
these data is well established, and described in detail in
Refs. 14 and 15. In essence, AE, is given by the distance
in energy between the leading edges of the clean-surface
spectrum and of the spectrum corresponding to a thick Ge
overlayer, corrected for the Ge-induced changes in the
substrate band bending. In turn, the latter can be derived
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from the rigid shift in energy of the clean-surface spectral
features, which occurs upon Ge deposition and is clearly
visible in Fig. 5. From the data of this figure, we deduce a
AE, of 0.60 eV. Thus, the position of the Culngg4p-
Gay s3Se, valence-band edge on the empirical scale re-
ferred to germanium is —0.60 eV.

Previous measurements on the end compositions of the
first alloy series were inconclusive as far as the possible
compositional dependence of the empirical valence-band-
edge position is concerned. '” The measured values of AE,
with respect to Ge were closer to each other than their
combined experimental uncertainties. The present study,
extended to a number of intermediate compositions, offers
much better evidence for the substantial constancy of the
valence-band-edge position. This point is emphasized in
Fig. 4, which shows AE, for the two alloy series as a func-
tion of composition.

In conclusion, our data are entirely consistent with the
predictions of the Wei-Zunger model, extended to ternary
semiconductor heterojunctions. In essence, we find that
the common-anion rule, which is strongly violated in
numerous binary semiconductors, works instead reason-
ably well for ternary materials and for their alloys. This is
due to the interplay of several different factors, and
among these the shallow d states play an important role.
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An LCAO theory of heterojunction band-edge discontinuities is formulated and tested for
approximate self-consistency. It leads to a table of valence-band maxima for all tetrahedral
semiconductors; discontinuities can be obtained from the table directly by subtraction. The
discrepancies with the current scattered data do not appear - significantly larger than the
uncertainty in those data, a few tenths of electron volts. A pseudopotential theory of such
discontinuities is also formulated, based upon self-consistent atomic pseudopotentials. This
leads to valence-band maxima reasonably consistent with the LCAO theory, except for
junctions between materials of significantly different bond length. It also suggests that the
Frensley—Kroemer scheme does produce self-consistency for systems of matching lattice
constant, but produces incorrect trends with mismatch in lattice constant. The goal in any
case is taken to be a table of valence-band maxima. LCAO values seem a better standard
than photoelectric thresholds, though a comparison of the two indicates them to be roughly

consistent for treating junctions if both sides are homopolar or if both sides are polar.

PACS numbers: 73.40.Lg, 71.10.+x

I. INTRODUCTION

The junction between two materials in which the crystal
structure is continuous is the simplest kind of interface. The
most apparent, and perhaps the most important, property of
such a junction is the shift in the band edges across the junc-
tion. One might at first think that the loss of the translational
symmetry of single-crystal materials would require extensive
calculation in order to solve the electronic structure from
which the question could be answered. Such calculations can
be done be replacing the system by a periodic set of slabs.!
However, in this particular case the central problem is the
potential to be used. Once the potential is selected, the shift
in the band edges can be obtained immediately without
solving for the electronic states. This can be done, for example,
by examining a part of the system well removed from the
junction and asking what is the maximum energy for which
a propagating valence-band state can be constructed; this
becomes the valence-band maximum in that region. The
calculation of that maximum energy could be done by setting
periodic boundary conditions on a limited region of material
and thus carrying out a local band calculation. In fact that will
not even be necessary. We will be able to extract the result of
carrying out these calculations without going through the
numerical details.

A plausible semiempirical theory of the discontinuities has
been given by Anderson?? and used by Shay et al. In this
approach the shift in the conduction-band minimum is set
equal to the difference in electron affinities for the two ma-
terials. In some sense, however, this replaces one simple
problem by two very difficult problems since the junction
between the material and vacuum is intrinsically much more
uncertain.® It is not clear that the effects of surface dipole
layers and surface reconstruction would cancel out to the
extent required though we will see that they appear to on
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equivalent faces. In addition, the wide variation in experi-
mental values for the electron affinities makes the model very
difficult to test. We therefore seek a microscopic theory of the
heterojunction itself.

Il. LCAO THEORY

In the LCAO theory of perfect crystals the individual
electron states are written as linear combinations of atomic
orbitals

k) = X ug|a). (1)

In covalent solids (polar as well as nonpolar) a rather good
description can be given using only a single atomic s state and
three atomic p states on each atom,%7 and these are all taken
to be orthogonal to each other. This works particularly well
for the valence-band states and we will concentrate on them.
Translational periodicity allows one to relate the coefficients
u, on translationally equivalent orbitals using a phase factor
ek (ra=18) for a state of wave number k and reduces the
problem to the diagonalization of an eight-by-eight matrix,
corresponding to the four orbitals on each of the two atoms
per primitive cell. At special wave numbers it is possible to
diagonalize the matrix exactly. In particular, the valence band
maximum at k = 0 has been found to be given by®

c a c _ 4,92 1/2
Eo=f'$£—[(5'7fﬂ) +V,,2] SNG)

where ¢, is the p-state energy on the metallic atom (cation)
and ¢; is the p-state energy on the nonmetallic atom (anion).
The matrix element V,, is an appropriate interatomic matrix
element between atomic p states on adjacent atoms; matrix
elements between states on more distant atoms are neglected.
A triply degenerate conduction-band state at k = 0 is given
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TABLE I. Atomic p-state energies, taken from Herman and Skillman
(Ref. 11) or extrapolated from their values, all in eV.

Be 4.2 Cu 1.83
B 6.64 Zn 3.38
C 8.97 Ga 4.90
N 11.47 Ge 6.36
o 14.13 As 7.91
F 16.99 Se 9.53

Br 11.20
Mg 2.99 Ag 2.05
Al 4.86 Cd 3.38
Si 6.52 In 4.69
P 8.33 Sn 5.94
S 10.27 Sb 7.24
Cl 12.31 Te 8.59

1 9.97

by the same expression with the sign before the square root
changed.

It has further been found that a reasonably good description
of the bands in the perfect crystal is obtained if the p-state and
s-state energies in the crystal are taken as atomic term
values®-8 and that interatomic matrix elements such as V.
tend to vary with bond length d from material to material as
d=2.910 This particular matrix element may be estimated
ast

Vir = 2.16h2/md2, ()]

where the coefficient 2.16 was chosen to accord with the
values fit to the true bands for silicon and germanium by
Chadi and Cohen.® The term values may be taken from the
Herman-Skillmantables!! and are listed in Table I for con-
venience. Such parameters are all that are needed for an ap-
proximate description of the energy bands for any of the
tetrahedral solids and those few we have given suffice to give
the splitting between the triply degenerate levels at I'. It may
be of interest that in a recent reformulation? of a bond-orbital
theory of tetrahedral solids'V., and (¢§ — €5)/2 are directly
identified with the covalent and polar energies V and V3 (see
Ref. 9 for a definition of these parameters). We do not, how-
ever, make use of that fact here.

Use of differences in atomic-term values has given a good
description of the electronic structure of the polar semicon-
ductors and we can hope that they may be used also in the
heterojunction where the different atom types are separated
to different parts of the crystal; the only question is the extent
to which this corresponds to a self-consistent potential. We
may see that it should be reasonably self-consistent by imag-
ining construction of the electron states in the system by a
series of unitary transformations.”® We begin with atomic
orbitals on each atom, form sp? hybrids, and finally bond
orbitals in each bond; two electrons are associated with each
bond. All of this is done independently for each bond and
should not entail approximations other than that made for the
perfect crystal. If we were then to make the bond-orbital
approximation!? of forming the valence-band states for the
heterojunction from bond orbitals alone (no antibonding or-
bitals), the corresponding unitary transformation would not
entail any charge redistribution and the parameters of the
theory (the ¢, in particular) would remain rigorously un-
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changed; Eq. (2) could be used to obtain the valence-band
maximum in each region.

The only error in this solution is the neglect of the ad-
mixture of antibonding orbitals as the final electron states are
obtained. We may estimate the error by calculating the ad-
mixture of antibonding states in perturbation theory. (Here
it is matrix elements for hybrids rather than for p states which
enter.) These effects tend to be small; each silicon bond orbital
has admixed contributions from each of the six nearest-
neighbor antibonding orbitals corresponding to about 0.005
electrons.” In the bulk material such effects are included in
the potential when the energy bands are fit, but at a silicon-
germanium junction, for example, the germanium anti-
bonding orbitals added to the silicon-germanium bond at the
junction produces a dipole which is not exactly cancelled by
the silicon-germanium antibonding orbital added to the
germanium bond orbital. An additive effect occurs on the
silicon side. The corresponding dipole layer, reduced by a
factor of the dielectric constant (dividing by the dielectric
constant should approximate a self-consistent solution), gives
a shift of the band edges on the two sides of about 0.01 eV.
(The largest effect was the stronger coupling with germanium,
due to the larger sp-splitting, giving a dipole which lowers the
electron energy in silicon relative to that in germanium.)
These effects appear to be negligible, and are omitted in this
first treatment. Effects appear to be similarly small in the
compound semiconductors. (See Appendix)

Neglecting these shifts due to charge redistribution, we may
immediately evaluate the energy of the valence-band maxi-
mum using Egs. (2) and (3) and Table 1. The results are given
in Table II. Note that these energies are not meaningful as
photoelectric thresholds (energies relative to vacuum) because
of surface effects, as we will see in Sec. IV. However, they can
be subtracted to obtain the difference in valence-band max-
imum on the two sides of a heterojunction. The results of this
calculation for four systems where there is experimental in-
formation are given in Table IIl. The value for GaAs-
GaggAlo2As is, of course, one-fifth the GaAs-AlAs value. The
agreement with experiment can be considered very good.

The theory is directed at the valence-band edges, and these
give the clearest specification of parameters since that edge
occurs always at I'. However, we may also obtain the con-
duction-band discontinuities

E.—E,=<E,—E,+ E;—E, (4)

from the experimental band gaps, E, or Eq. A number of these
are included in Table II. These also show experimental
uncertainties of up to 0.2 eV, so the uncertainties here are even
greater. The values of E, — E, for the four junctions of Table
III are included there. Gag gAlo 2As is a direct-gap semicon-
ductor so the relevant gap is Eg and E; — E  in Eq. (4) is taken
as one-fifth E,(GaAs) — E,(AlAs). Comparable agreement to
that for the valence-band edge is essentially guaranteed by
the use of Eq. (4). Similar agreement was obtained by Shay
et al.,* using electron affinities for Ge-Si, Ge-GaAs, and
InP-CdS. (The extrapolations and assumptions used for
GaAs-AlAs make it difficult to assess.) Because of the prob-
lems involved in semiconductor-vacuum interfaces and be-
cause of the uncertainties in electron affinity we prefer the
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Again the principal uncertainty is in the choice of a self-
consil potential, and indeed the matching of potential

values at interstitial positions used by Frensley and Kroemer
was viewed by them as a speculation. We will instead directly
superimpose self-consistent atomic pseudopotentials and
compare with LCAO results and with the Frensley-Kroemer
results. Atomic pseudopotentials, such as those of Animalu and
Heine,3 are individually screened (metallic screening). Direct
superposition should give approximate self-consistency,
particularly in view of our finding in the LCAO theory that
the effects of charge redistribution are small, and in view of
the familiar transferability of pseudopotentials from one sit-
uation to another.!4 Selection of the pseudopotential again
makes the problem unambiguous, and again we can extract
the answer without detailed calculation.

The pseudopotential is written as a sum of atomic potentials,

W(r) =L wi(r — r). (5)
1

The pseudopotentials for x < 0 are to correspond to one
compound, those for x > 0 are toc correspond to another. The
first question is the difference W in average pseudopotential
on the two sides, which may be obtained from

W = [d3r0(x)W(r) / fddr ®6)
where 0(x) = 1 for x > 0 and 8(x) = —1 for x < 0. We may
evaluate this by making a Fourier expansion of f(x) and of W
to obtain the result entirely in terms of the pseudopotential
form factors w, for the individual atomic pseudopotentials.
Note that wo does not enter, but the result for a large system
is found to depend only upon the limg—.o Wg = —2Er/3 with
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TABLE II. Valence-band edge E, [Eq. (2)], direct gap E,, and
indirect gap Eg, all in eV, and bond length 4.
d(A) -E, E, Eg

C 1.54 15.91 5.5

BN 1.57 16.16

BeOd 1.65 16.27

Si 2.35 9.50 4.183 1.132

AIP 2.36 10.03

Ge 2.44 9.12 0.892 0.762

GaAs 2.45 9.53 1.52b

ZnSe 245 10.58 2.82b

CuBr 249 11.90

Sn 2.80 8.04

InSb 2.81 8.41 0.24b

CdTe 2.81 9.32 1.60b

Agl 2.80 10.49

SiC 1.88 12.56 7.752 2.3a

BP 1.97 11.81

AINd 1.89 13.84 w;

BeS 2.10 12.05 ’

BAs 2.07 11.17

GaNd 1.94 13.66

BeSe 2.20 11.19

Zn0d 1.98 15.58 3.40b

CuF 1.84 18.41

InNd 2.15 13.00

BeTe 2.40 10.00

AlAs 243 9.57 2.77¢

GaP 2.36 10.00 2772 _ 2.38a

ZnS 2.34 11.40 3.80a

CuCl 2.34 13.11

AlSb 2.66 8.67 253 1.87b

InP 2.54 9.64 1.37a

MgTed 2.76 9.33

Cds 2.53 11.12 2.56b

GaSb 2.65 8.69 0.81b

InAs 2.61 9.21 0.42b

ZnTe 2.64 9.50 2.39b

CdSed 2.63 10.35 1.84b

Cul 2.62 10.62

aJ. C. Phillips, Bonds and Bands in Semiconductors (Academic,
New York, 1973), p. 169.

b P. Lawaetz, Phys. Rev. B 4, 3460 (1971).

¢ Extrapolated from Ref. b of Table III.

d Wurtzite structure. The three bands are split at I'. This gives the
centef of gravity.

theoretical values obtained by subtracting the E,’s of Table
1L
ll. PSEUDOPOTENTIAL THEORY

A natural alternative to an LCAO theory is a pseudopo-
tential-based theory, such as that of Frensley and Kroemer.12

Er the free-electron Fermi energy. In fact the result, once
obtained, is obvious. Since the self-consistency was obtained
as for a metal, the Fermi-Thomas result of
oW = —(2Er/3N)SN 7)
must be obtained, where 6N is the difference in electron
density on the two sides and the lower W is on the side with
higher electron density. We may in fact write W for each
materiai (measured from a common metallic Fermi level)
as
= _ _/9VBr%\2/5 h? _  689eV — A2 ®
Coz) ma=" &

and then perform band calculations (adding W's for the

TABLE III. Valence-band and conduction-band discontinuities for S-S heterojunctions, in eV.

N i s’ Theory Ey—E,’ Experiment Theory E.—E.'*, Experiment
Ge Si. 0.38 (0.24 t0 0.17)3 0.01 . —~0.12 to —0.194
Ge GaAs 0.41 (0.36 > 0.76)2 —0.35 —0.40 to 0¢
GaAs Ga, 4 Al, ,As 0.01 0.03b ~0.24 ~0.22b
InP Cds 1.48 1.63¢ 0.29 0.56¢

aQbtained from the experimental values of E, — E' using the difference in band gaps, Eq. (4).
bR. Dingle, W. Wiegmann, and C. H. Henry, Phys. Rev. Lett. 33, 827 (1974).

¢ Reference 4.
dReference 3, pp. 52 and 105.
eReference 3, p. 110,
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TABLE IV. Pseudopotential calculation of valence-band maxima and comparison with other values. All values in eV.

W(Eq. 8)] Wgd Bandwidth?a —Ey[Eq. (10)] —E, (FK)b —E, (LCAO)¢
Variations with metallicity
Si —12.48 -2.47 12.5 10.77 8.68 9.50
Ge -11.57 ~2.13 12.6 9.12d 9.12d 9.12
Sn -8.79 ~1.83 11.3 7.57 8.04
Variations with polarity
Ge -11.57 -2.13 12.6 9.12d 9.12d 9.12
GaAs —11.48 -2.12 12.55 9.08 9.72 9.53
ZnSe —11.48 -2.49 12.25 10.35 10.65 10.58

aReference 12. '

b Reference 12.

CFrom Table II.

d These values were fit by the choice of the zero of energy.

lattice wave numbers) in each region separately in order to
obtain the relative band edges.

The valence-band minimum I'; will lie in the neighborhood
of W since W is the expectation value of the Hamiltonian with
respect to a constant pseudowave function. We immediately
see a difficulty in the pseudopotential approach in that the
above calculation is giving the valence-band minimum and
we seek energy discontinuities at much different energies.
Nonetheless, the results of the calculation will be informative.
We will use the W calculated above and the pseudopotential
of Chelikowski and Cohen!® to calculate the position of the
valence-band maximum. The valence-band minimum could
be obtained by diagonalizing a Hamiltonian matrix based
upon the Chelikowsky-Cohen pseudopotential, but pertur-
bation theory will suffice. The k = 0 plane wave, of energy-
expectation value W, is coupled by pseudopotential matrix
elements W, to plane waves differing in energy by #2¢%/2m.
We will see that in silicon, for example, the coupling for g =
[111)27/a = 3w/2d and the seven other equivalent g will
lower the energy more than 3 eV, while those for wave
numbers of the [220]27/a type, and others, give shifts less than
0.1 eV; we may neglect the variation of these small terms from
system to system and drop them. We have then

W— —
h%(37/2d)2/2m
and the valence-band maximum is obtained from
E, = Ey min + bandwidth (10)

with bandwidths given by Chelikowsky and Cohen.

We carry out this estimate for an interesting sample of
materials in Table IV. The values of E, are all measured from
the same artificial zero of energy and only the differences
between them are meaningful. It is easier to compare with
other calculations if we alter the zero of energy to bring all
values for germanium in register with that in Table II: This
entailed adding —7.60 eV to the values from Eq. (10).

The LCAO values are listed in the final column for com-
parison. The first three entries reflect the variation in values
with metallicity (or with bond length), while the second three
reflect variations with polarity. If we take the LCAO values
as a standard, we see that the pseudopotential calculation
overestimates the effects of metallicity but gives a fair account
of the variation with polarity; the latter trend came principally
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Ev min =

from the final term in Eq. (9). The degree of consistency is in
fact somewhat remarkable for both sets in view of the addition
and subtraction of two large terms, reflected in the first and
third columns. In addition, we have treated the Chelikow-
sky-Cohen pseudopotential as if it was local. The nonlocal
terms in the pseudopotential will not influence the disconti-
nuity across the heterojunction which we associate with the
change in W since the nonlocal terms do not affect the limg—o
W,,; this aspect of the nonlocality is screened out. (For this
reason it would be absolutely essential to any nonlocal cal-
culation to carry it out self-consistently; otherwise a spurious
contribution to the discontinuity would be introduced.) It
would, however, affect the second term in Eq. (9). Because
of the use of perturbation theory, however, a careful treatment
of the nonlocality did not seem warranted.

A second interesting comparison is with the calculation by
Frensley and Kroemer, also listed in Table IV. This provides
a test of their matching procedure. We see that in fact their
procedure may be justified for systems of varying polarity,
and it is not difficult to see why this might be so. The matching
is of course exact for a Ge-Ge junction (no junction at all). As
we increase polarity on one side, forming GaAs, the interstitial
potential might well be expected to remain constant. Simi-
larly, the transfer of charge across the junction might well be
negligible; the increased electronegativity of the As is com-
pensated by the decreased electronegativity of the Ga.

On the other hand, Table IV suggests that the trend with
metallicity is not even of the correct sign. In a junction with
higher electron density on one side a self-consistent potential
difference will arise stabilizing the differences in electron
density. This shift in average potential level on the two sides
is missed by the Frensley-Kroemer scheme, but is included,
and perhaps overestimated, in our pseudopotential approach.
For studies of heterojunctions this effect may not be of such
major importance because junctions are difficult to make if
there is appreciable lattice mismatch where the effects would
be largest.

IV. SEMIEMPIRICAL APPROACH AND
PHOTOTHRESHOLDS

We return finally to the semiempirical approach based
upon electron affinities. The equivalent approach based upon
photothresholds (the photothreshold equals the electron af-
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finity plus the band gap) compares more directly with the
tables here. The magnitudes of the E,’s given in Table Il are
not directly meaningful as photoelectric thresholds because
of surface dipoles, because of the neglect of nonorthogonality
of the orbitals making up the LCAO states,”? and because of
image-potential effects.” We test the extent to which these
shifts are the same in all materials by plotting the observed
photothreshold ® against the values of E,, from Table II in Fig.
1. It is in fact seen that to a remarkable extent the data are
‘described by the line drawn there,

&= |E,| —38eV- 11)

To this extent these photothresholds can be subtracted directly
to obtain heterojunction discontinuities.

One reason this comes as a surprise is that photothresholds
on different faces of the same crystal can differ appreciably
due to the differences in dipole layers appearing on different
surfaces. (Of course, the energy to remove the electron to
infinity cannot differ and electric fields must arise outside the
specimen to make this true; however, these are bypassed in
the experiment.) All of the measurements on polar semicon-
ductors were made on (110) surfaces and the effects appear
to have been similar on all of them. The measurements on Si
and Ge were made on (111) surfaces and indeed they are
displaced from the line; they would be fit better witha 4.4 eV
rather than 3.8 eV in Eq. (11). This difference in surface di-
pole would not enter the heterojunction step so significant
errors could arise in this method as applied to a junction be-
tween a homopolar and a heteropolar semiconductor.

V. CONCLUSIONS

The energies of the valence-band maxima, as calculated
in an approximately self-consistent LCAO method and as
calculated in an approximately self-consistent pseudopotential
method, are in approximate agreement with each other. We
prefer the LCAO result, partly because in this approach ap-
proximate self-consistency comes almost automatically, and
partly because it is possible to treat the levels of interest di-
rectly rather than calculating the band minimum and adding
a large bandwidth to obtain the maximum. The uncertainties
due to close cancellation in the latter approach may be sig-
naled by the lack of smooth variation from material to ma-
terial in the bandwidth column of Table IV.

The discontinuities in the valence-band maximum in a
heterojunction, as deduced from the LCAO theory, are ob-
tained simply by subtracting the corresponding E,, values in
Table II. These can be interpolated for mixed compounds.
The conduction-band minima are obtained by adding and
subtracting appropriate band gaps. These also, for a given
direct or indirect gap, can be interpolated for mixed com-
pounds. The values obtained may only be reliable on the scale
of a few tenths of electron volts because of the uncertainties
in the potentials discussed. However, it does seem likely that
a table of E,, values could be constructed from experiment and
that it would be accurate on a much finer scale for all com-
binations of compounds in the junctions. This would not only
be useful for study of heterojunctions, but would also be useful
in many other parts of the theory of covalent solids. In the
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D(ev)

|Ey| (ev)

FIG. 1. A plot of the experimental photothreshold against the energy of the
valence-band maximum from Table I1. The line corresponds to the empirical
relation, Eq. 10. Experimental values were taken from G. W. Gobeli and F.
G. Allen, Phys. Rev. 127, 141 (1962); 127, 150 (1962); 137, A245 (1965); R.
Swank, Phys. Rev. 153, 884 (1967); and T. E. Fisher, Phys. Rev. 139, A1228
(1965); 142, 519 (1966).

mean time, values from Table Il may provide the most reli-
able and most general guide.
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APPENDIX: NOTE ADDED AFTER THE
CONFERENCE

W. R. Frensley (private communication) has correctly pointed
out that for oppositely skewed compounds, such as GaSb-
InAs, Table I, can lead to the valence band on one side of a
junction overlapping the conduction band on the other. In
such a case the estimate of the dipole made for Ge-Si in Sec.
11 is quite inappropriate. Clearly, when the valence band on
one side approaches in energy the conduction band on the
other the tails of these valence-band states will extend far into
the opposite material producing a larger dipole. A similar
effect occurs at a metal-semiconductor junction when the
Fermi energy in the metal approaches a band edge.

R. Sokel (private communication) has treated the latter case
using a WKB approximation in the semiconductor and found
that the dipole does not diverge as one might guess. For a
symmetric treatment of conduction and valence bands in the
semiconductor and a free-electron metal he finds that the
dipole contributes a step 6 E in the energy giverr by

GE__ e, om* 12
B = " ire (e, — )
E. — Ep\1/2 Erp — E,\1/2
X[(c F) _(_r o) ] 12)
E.—E, E. —E,
where Er is the metal Fermi energy (Its value includes the

steps it is the final self-consistent value), and E. and E,, are the
conduction-band and valence-band edges, and m* is the ef-
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fective mass in the semiconductor. ¢, is the dielectric constant
in the semiconductor. 4E in all cases contributes with a sign
such that it reduces the tendency for the bands to overlap.

This result is most applicable to the light hole and con-
duction bands in direct-gap semiconductors. The expression
in square brackets varies between —1 and 1 with E in the
gap. m*/(E, — E,) tends to be independent of material, as
suggested by the k-p formula for the effective mass. Evalua-
tion of Eq. (12) for GaAs gives a maximum shift of 0.02 eV.
Part of the reason this is so small is because of the dielectric
constant of 10.9.

This contribution, Eq. (12), arises from electrons which in
the metal propagate nearly perpendicular to the interface.
There are contributions from other electrons associated with
different bands in the semiconductor but we may expect them
to be similarly small. This metal-semiconductor problem also
is different from the heterojunction problem discussed here.

- However, Sokel’s result suggests that indeed the dipoles are
not strong enough to prevent overlapping of valence bands
on one side of a heterojunction with conduction bands on the
other. Our estimate of small dipole effects may not have been
misleading.

When we have such an overlapping we will have band
bending on both sides with a degenerate hole gas on one side
and a degenerate electron gas on the other and the classical
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band-bending analysis becomes appropriate, though with
band curvatures dependent upon the electron- and hole-gas
densities.
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Simple physical considerations of local charge neutrality suggest that near a metal-
semiconductor interface, the Fermi level in the semiconductor is pinned near an effective
gap center, which is simply related to the bulk semiconductor band structure. In this way
“canonical” Schottky barrier heights are calculated for several semiconductors. These
are in excellent agreement with experiment for interfaces with a variety of metals.

PACS numbers: 73.30.+y, 73.40.Ns

Despite decades of intense study, there exists
no quantitative, predictive theory of Schottky
barrier heights. Simple models' ® and phenom-
enological theories* ” have had some success in
explaining barrier formation and chemical trends
in barrier heights. Also, a few calculations for
model systems®® have yielded reasonable agree-
ment with experiment. In general though, the
complexity of real interfaces and the subtlety of
the effects involved have frustrated attempts at a
truly predictive theory. In view of the intrinsic
interest and technological importance of metal-
semiconductor (M-8) interfaces, this inability to
understand their most crucial electronic charac-
teristic is quite disappointing.

For the more covalent semiconductors, the
barrier height is independent of the metal used
to within + 0.1 eV for metals of practical inter-
est.? Thus, one hopes for a rather simple ex-
planation of the roughly “universal” barrier
heights for M-S interfaces with these semicon-
ductors. Explanations so far have focused on the
possible pinning of the Fermi level (Ef) by states
associated with defects in the semiconductor.'*"!?
I argue below that these explanations, while suc-
cessful in describing surfaces with submonolayer
metal coverages, are inappropriate for bulk in-
terfaces. -

Here I show that a simple parameter-free model
for Fermi-level pinning by metal-induced gap
states (MIGS) can predict quantitatively the ob-
served values of the “universal” barrier heights,
as well as explaining why more-ionic semicon-
ductors do not exhibit such universality. Such
MIGS pinning has been found in numerical cal-
culations by Louie, Chelikowsky, and Cohen®®
but the simplicity and generality of the mecha-
nism has not been recognized. In particular, the
behavior seen is by no means peculiar to the
ideal planar interface as has been suggested.'®
While following Heine® in spirit, I stress here
the continuum nature of gap states, and the re-
sulting locally metallic character of the semi-

conductor near the interface.

The various models of Schottky barrier for-
mation are discussed in several excellent re-
views.!*'’* The crucial point is simply that the
barrier height is determined by the position of
Ey within the semiconductor gap. The barrier
is the energy needed to excite an electron from
E§ to the conduction minimum (for n-type semi-
conductors). Band bending due to doping can be
neglected in the region of interest, which extends
only ~10 A from the interface.

At a M-S interface there is a continuum of states
around E; because of the metal. As first dis-
cussed by Heine,® those states within the gap de-
cay exponentially inside the semiconductor, but
still have significant amplitude a few layers from
the interface. Any deviation from local charge
neutrality in this region results in “metallic”
screening by the MIGS.

A very small density of MIGS is sufficient to
pin Er. With use of Thomas-Fermi screening,
a local density of only 0.02 state/atom eV in the
gap gives a screening length of about 3 A. Nu-
merical results of Louie and Cohen® show a den-
sity much greater than this for the first 6 A or
so at a metal-Si interface.

It is therefore convenient to consider the bar-
rier height as having two contributions—a short-
range part, which may be related to surface di-
poles,' the M-S electronegativity difference,* or
more subtle details of bonding; and an additional
dipole from metallic screening by MIGS, which
tends to pin Ef so as to maintain local charge
neutrality. Here I argue that whether short-
range or screening effects dominate (Ef un-
pinned or pinned) depends simply on bulk’ semi-
conductor properties, as does the barrier height
in the pinned limit. Moreover in the strongly
pinned limit appropriate to Si, Ge, and GaAs,
the pinning occurs relatively deep in the semi-
conductor.

It is important to remember that the MIGS are
actually Bloch states of the bulk semiconductor
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with complex wave vector.!"'” The formal prop-
erties of gap states have been studied extensive-

ly.!5"17 There is a sum rule'®!® on the density

of states (DOS) whereby any weight in gap states

must come from the valence and conduction bands.

Gap states take their weight primarily from those
bands that are nearest in energy (allowing for
wave-vector and symmetry selection rules).
Charge neutrality thus requires occupation of
those MIGS which come primarily from the va-
lence band, while leaving those of mainly con-
duction-band character empty.

I therefore propose that £ must fall at or near
the energy where the gap states cross over from
valence- to conduction-band character. In one
dimension this energy corresponds'® to the branch
point E g of the complex band structure, as dis-
cussed by Kohn and Rehr.'®"'¢ The generaliza-
tion to three dimensions is discussed below. (Of
course, there is no discontinuous change in the
character of the wave functions at Eg.'? Rather,
states at Eg derive their weight equally from va-
lence and conduction bands. The net effect is
still to pin Ef at or near E5.) For covalent semi-
conductors, Ep is closely related to the surface-
state and vacancy levels, explaining why different
theoretical approaches®'!? yield similar results.

By finding the branch point in the complex en-
ergy bands, we immediately have a “canonical”
barrier height for the given semiconductor. The
barrier heights whichare determined in this way
from the bulk band structure of several semicon-
ductors are in excellent agreement with experi-
mental values for interfaces with a variety of
metals.

The expected behavior can be: seen in the self-
consistent calculation of Lovie and Cohen® for a
“jellium”-Si(111) interface. At Si atoms a few
layers from the metal, states “spill over” into
the gap from the conduction and valence bands
above and below. In between there is a minimum
in the calculated local DOS, presumably at E g
(where the MIGS decay length is shortest). The
Fermi level is pinned precisely at this minimum;
this is viewed as a natural consequence of the
principle of local charge neutrality.

One begins by defining the cell-averaged real-
space Green’s function,

R E)= Yuu*(F W (F + R)
ot )= o et

gy

=§E

e
_Enh' (1)
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where K is the Bloch wave vector, n is the band
index, and ¢ and E are the corresponding wave
function and energy.

In one dimension, for sufficiently large R,
G(R,E) changes sign at the energy of the branch
point.!” In higher dimensions we pick a direction
by specifying R; then for each 2, there is a
branch point as the longitudinal wave vector is
varied. By integrating over the entire Brillouin
zone, for large R we automatically pick out the
contribution to G(R,E) with longest range.

For an ideal interface, Im(k) must be normal
to the interface. It would therefore appear that
we should pick R in that direction. However, for
a disordered interface it seems preferable to
assume that all directions are permitted, as in
an impurity problem. Then the direction which
gives the most slowly decaying MIGS is the im~
portant one. Experimentally there appears to be
no dependence of barrier height on orientation
for interfaces prepared in the usual manner. On
the other hand, there is evidence of strong orien-
tation dependence for ideal epitaxial interfaces,?
consistent with the model here but not with defect
models.

Fortunately, the appropriate choice of direction
is obvious. The fcc (cell) nearest-neighbor lat-
tice vector is (a/2)(110). This is also the direc-
tion along the chains of bonded atoms in the dia-
mond and zinc-blende structures. Numerical
calculations have shown that charge disturbances
propagate farthest along these (110) chains.” We
therefore consider R,, =m (a/2)(119). For various
Rn (n =1,...,10) we calculate G(R,E) and locate
the energy in the gap where this changes sign.
This energy approaches a constant value for large
-ﬁ,,, (m >3). The direction dependence is discussed
below.

In general, Er must depend on the details of
the interface, since the density of MIGS is deter-
mined by the boundary condition. For example,
if the metal continuum were replaced by a few
discrete levels in the gap (e.g., defect levels),
then Er would be pinned at one of these levels,
possibly quite far from Eg. Such an effect has
been seen at surfaces.'° If, however, the metal
DOS is relatively featureless throughout the gap,
and the MIGS penetrate deep enough to screen
the interface, then the position of E¢ in the semi-
conductor gap will be determined primarily by
the complex band structure. We ignore conser-
vation of £, across the interface, since micro-
scopically M-S interfaces are disordered.?®

The calculation was carried out using energy
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bands obtained with the linearized augmented
plane-wave method, summing 152 points in the
irreducible wedge of the bulk Brillouin zone.
Because the local density approximation used
for correlation and exchange gives poor values
for the absolute gap but good dispersions, I

. rigidly shift the conduction bands to give the cor-
rect room-temperature energy gap, following
Baraff and Schluter.? I stress that it is unim-
portant how the band structure used in (1) is ob-
tained, as long as it is reasonably accurate.

The results are tabulated in Table I, which
gives the calculated barrier height for n-type
semiconductors, i.e., the difference between the
inferred Fermi level and the conduction-band
minimum; and the asymptotic charge decay
length A for states at this energy. Results are
numerically accurate to better than 0.05 eV (0.4
for ZnS) and 0.5 A, respectively.

Only results for (110) lattice vectors are given
in Table I. The (100) and (111) directions require
much larger wave-vector samples for good con-
vergence. Preliminary results with a 1186-point
sample indicate a smaller barrier for Si(100),
suggesting a possible explanation for new experi-
mental results on orientation dependence for
epitaxial films.?® Results also confirm that the
(110) direction gives the longest decay length,
justifying the choice of (110) to determine the
barrier height for disordered interfaces.

Also shown are experimental Schottky barrier
heights.® 2% [ give both the range for a number
of “ordinary” metals, and specific values for Au
and Al, which have been extensively studied and
represent the normal range in metal electroneg-
ativity. [C/V measurements for intimate con-
tacts were chosen where available (for Si and
'GaAs).] In all cases the theoretical value falls
within the scatter of barrier heights for typical
metals. The decay lengths found here are con-
sistent with those calculated by Louie, Chelikow-
sky, and Cohen for semiconductor-jellium inter-

TABLE 1. Schottky barrier heights.

Gap Barrier heights (eV) A
(eV)  Au Al Other Theory ()

0.70-0.82 0.76 3.0
0.38-0,64 0.48 4.0
0.71-0.94 0.74 3.0
0.80-2.00 1.40 1.5

si? 1.12 0.83 0.70
Geh 0.66 0.59  0.48
GaAs® 142 0.94 0.78
Zns? 3.60 2.00 0.80

Ref, 23. PRef. 24. CRef. 25.

faces.’ For the elemental semiconductors the
measured barriers are smaller (larger) than
given by the theory for metals with lower (higher)
electronegativity than the semiconductor. Thus,
the deviations from the canonical barrier heights
calculated here may be attributed, at least in
part, to the M-S electronegativity difference (cf.
Ref. 4).

In fact, the predicted barrier heights are in as
good agreement with experiment as any calcula-
tions reported to date, despite the fact that no
allowance has been made for the properties of
the metal or the geometry of the interface. I
believe that this strongly supports the correct-
ness of the underlying physical idea, that is, the
necessity of occupation of the MIGS according to
their degree of valence or conduction character
in order to maintain layer-by-layer charge neu-
trality.

Large-gap ionic semiconductors have barrier
heights which vary considerably depending upon
the metal used.* Results in Table I suggest an
explanation consistent with that of Louie, Cheli-
kowsky, and Cohen.® The short decay length of
MIGS in midgap for ZnS results in a negligible
DOS in the gap except very near the interface.
The MIGS are therefore unable to screen the ef-
fect of the metal electronegativity.

If, however, the MIGS decay length is large,
the pinning is metallic (Thomas-Fermi-like),
and any deviation of E¢ from its canonical posi-
tion is screened exponentially with distance from
the interface. The screening is cut off effectively
at the MIGS decay length. Reexamining results
of Louie and Cohen® for jellium-Si(111) in this
light clarifies the mechanism at work there.

The first Si layer sees a self-consistent potential
significantly lowered by proximity to the metal,
and the corresponding local DOS is shifted down-
ward in energy (i.e., Ef is near the local conduc-
tion minimum). However, band bending (screen-
ing by MIGS) between the first and second double
layer restores E§ to its canonical midgap posi-
tion in the Si by moving the conduction minimum
up 0.3-0.4 €V. Thus even for the ideal planar
interface, pinning takes place far inside the Si,
explaining the relative insensitivity to interface
details. -l

Other models of barrier formation have been
proposed based on pinning by defect levels.'% 12
At the free surface a very small number of states
in the gap (defect or intrinsic surface states) can
pin the Fermi level.? Since the screening length
is hundreds or thousands of angstroms (depend-
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ing on doping), any charging gives rise to an
enormous dipole, which shifts Er so as to main-
tain neutrality. At a M-S interface, however,
the metal will screen any defects nearby. Since
the screening charge is only a few angstroms
away, each defect contributes at most a modest
local dipole. Defects are therefore orders of
magnitude less effective at pinning E¢ at a M-S
interface than at a surface.

Experimentally there is evidence for defect
pinning of E¢ on surfaces with submonolayer
metal coverage.'° However, results of these
experiments are inconsistent with bulk barrier-
height measurements®'?® and must reflect a dif-
ferent mechanism than the true bulk interface.
In particular, submonolayer metal coverages
neither screen the defect charge effectively nor
provide a continuum of states in the gap. The
metal atoms themselves are in effect merely
local defects.

Defect models of Schottky barrier formation,
while appropriate for bare surfaces, have not
established any direct relevance to bulk M-S in-
terfaces. In contrast, the continuum model de-
scribed here is specifically appropriate to bulk
M-S interfaces; it has immediate predictive val-
ue, and is in excellent agreement with experi-
ment.
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At any semiconductor heterojunction there is an interface dipole associated with quantum-mechanical
tunneling, which depends on the band “lineup” between the two semiconductors. When the interface di-
polar response dominates, the actual band discontinuity must be close to that unique value which would
give a zero interface dipole. A simple criterion is proposed for this zero-dipole lineup, which gives excel-

lent agr with experi
and Schottky barrier formation is emphasized.

Semiconductor heterojunction interfaces exhibit interest-
ing and useful electronic properties associated with the
discontinuity in the local band structure at the interface. As
a result, such heterostructures have become important as a
basis for novel devices. However, the fundamental under-
standing of their electronic structure is still far from satisfac-
tory.l

The most important single property of a semiconductor
heterojunction is the band ‘‘lineup,” , the relative posi-
tion in energy of the band gaps in the two semiconductors.
This lineup determines the conduction-and valence-band
discontinuities, and hence the effective barrier for electron
or hole transport across the interface.

This paper presents a theory for the band lineup at ideal
semiconductor interfaces. The central idea is that there is in
general a dipole at the interface, associated with gap states
induced by the band discontinuities. This dipole depends on
the band offset, and tends to drive the band lineup toward
that value which would give zero dipole. A simple estimate
of this zero-dipole lineup gives excellent agreement with ex-
perimental band lineups for a number of heterojunction in-
terfaces.

Figure 1 illustrates schematically the local band discon-
tinuities at a heterojunction, for two possible cases (which
are discussed in detail below). If the semiconductors are
doped, there is also band bending on a length scale
~1000 A However, such band bending can be treated
semiclassically, and is not of interest here.

Experimentally, the interface properties often depend on
growth conditions, so that relatively reliable experimental
values for band lineups are available only for a few sys-
tems.! Such effects may be due to imperfections (e.g., high
densities of misfit dislocations®) which extend beyond the
interface region, and so are outside the scope of microscopic
theories of interface electronic structure. Theoretical at-
tempts to calculate band lineups for ideal interfaces have
had mixed success,!'? with the most realistic calculations be-
ing typically less successful than some model approaches.

The simplest theories of band lineup have supposed that
the problem consists simply of relating the bands of the two
semiconductors to a common absolute energy scale.!'*-6
Such an approach assumes that no significant additional di-
pole is formed at the interface. Harrison* in particular has
argued that this is the case, and has obtained reasonably
good predictions of band offsets on this basis.

In general, however, the interface induces states in the
gap of one or both semiconductors, analogous to the so-

30

| band lineups. The close connection between heterojunction band lineups

called ‘“‘metal-induced gap states’” (MIGS) at a metal-
semiconductor interface.”® As with MIGS, bulk electronic
states in one semiconductor which fall energetically in the
band gap of the other tunnel a few angstroms into the latter.
The mere presence of these gap states is enough to generate
an interface dipole.

FIG. 1.
lineup and interface dipole. The band gap is shown schematically vs
position normal to interface. Crosshatching slmwé, projected bulk
bands. Net charge associated with gap states is shown schematically
as (+) (electron deficit) and (-) (electron excess), where states at
the bottom and top of the gap are occupied or unoccupied, respec-

Two simple examples of the relation between the band

tively (see text). (a) A single semiconductor in which a band
discontinuity is artificially induced, e.g., by an external step poten-
tial. (b) An interface between two semiconductors, both with
“‘symmetric” valence and conduction bands (i.e., same electron and
hole effective mass, etc.), but with unequal band gaps.

4874 ©1984 The American Physical Society
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For a given system, there exists a unique band lineup
which gives a zero interface dipole. The actual lineup will
not, in general, coincide with this ‘‘canonical’’ lineup; how-
ever, any deviation from this position gives rise to an inter-
face dipole, which acts to drive the lineup towards the
canonical value. If, as is argued below, a small displace-
ment from the canonical lineup gives rise to a large restor-
ing dipole, the actual lineup will be forced very close to the
canonical position. Then the lineup in the absence of inter-
face dipoles, which plays the central role in most previous
theories, becomes relatively unimportant here.

In understanding interface dipoles, the conceptual starting
point is the case of a single gap state in one dimension.
Such a state may be associated with a surface, interface, or
defect. The properties of gap states have been studied ex-
tensively.>!® Any state in the band gap is necessarily a
mixture of valence- and conduction-band character; more-
over, there is a sum rule on the local density of states, so
that the gap state takes its spectral weight from the local
valence and conduction bands, in proportion to its wave-
function character. Charge neutrality occurs if the valence
band is completely filled, and the conduction band com-
pletely empty. Therefore, occupying a state in the gap leads
to excess net charge locally, in proportion to its degree of
conduction character. Leaving the gap state empty gives a
local charge deficit, in proportion to the state’s valence char-
acter.

If the state lies near the bottom of the gap, filling it corre-
sponds to only a slight excess charge, since it typically has
only a little conduction character. Leaving that state empty,
however, results in a charge deficit of almost one electron
(i.e., almost one hole in the valence band). Conversely, fil-
ling a state high in the gap gives a large excess charge, while
leaving it empty gives a small local charge deficit.

It is not hard to see how, even when there are no states
at the Fermi level, changing the band lineup can give a net
dipole. Two particularly simple (though artificial) cases are
illustrated in Fig. 1. Consider first an interface between two
semiconductors which are identical, except for an overall
shift in energy. In other words, the band structures and
wave functions are the same, but the zero Fourier com-
ponents of the two potentials (and, hence, the electron af-
finities) differ by an amount V. This is equivalent to a sin-
gle homogeneous semiconductor in the presence of an
external step potential of height V.

According to theories which ignore the interface dipole,
the band discontinuity should be precisely V. In other
words, the potential step is treated as unscreened. Howev-
er, in reality, the band discontinuity induces gap states and
associated charges on both sides of the ‘‘interface,” as
shown schematically in Fig. 1(a). The resulting dipole acts
to cancel the potential step. From electrostatics, one knows
that the induced local dipole reduces the step by a factor of
€, the bulk dielectric constant. The lineup is then within
€~ 1V of the canonical lineup which would give zero induced
dipole (in this case the trivial homogeneous lineup). This is
not to say that the induced dipole is nearly zero, but only
that a very small deviation from the canonical lineup is
needed to provide the screening, since e is large.

At a real heterojunction between two different semicon-
ductors, the analogy to the response of a homogeneous
semiconductor to a step potential is still qualitatively correct;
the effect of gap states at the interface will be to screen any
deviation from the canonical lineup by a characteristic
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dielectric constant. For covalent and III-V semiconductors,
this represents an order of magnitude reduction in the devi-
ation. Thus, the dipole response indeed dominates the
difference in electron affinity. Since dipole-free theories*-
give lineups typically within — 0.5 eV of the canonical line-
ups tabulated below, the screened deviations from the
canonical lineups should be only ~ 0.05 eV, comparable to
the numerical accuracy of the calculations here.

Another simple example is the case of ‘‘symmetric”
valence and conduction bands, where the bands are mirror
reflections (with respect to energy) across the center of the
gap. In that case the condition of zero dipole requires that
the bands of the two semiconductors be aligned symmetri-
cally, i.e., that the centers of the gaps coincide. In that way
the charges induced by gap states cancel, as illustrated in
Fig. 1(b). Again, any deviation from this lineup results in a
restoring dipole. Numerical calculations for model one-
dimensional interfaces'* confirm that this effect can be com-
parable in magnitude to the Fermi-level pinning by MIGS at
a metal-semiconductor interface, and that both mechanisms
drive the lineup towards the canonical position.

Both these examples illustrate the remarkable fact that
the relative band positions are ‘‘pinned’’ by the interface
electrostatics, even though there are no states at the Fermi
level. Dielectric screening plays a role here similar to that
attributed to metallic screening in the treatment of Schottky
barriers.®

Real semiconductors have complicated band structures, so
the lineup condition for zero dipole is not obvious. Clearly
one must occupy the primarily valencelike states on both
sides of the interface, while leaving the conductionlike
states empty, so as to achieve local charge neutrality
throughout. At some effective midgap energy Ejp, the states
in the gap are on the average nonbonding in character.
States higher or lower in the gap have, respectively, more
conduction or valence character on the average. The energy
Ejp thus plays a role analogous to that of the Fermi level in
metals, as discussed in Ref. 8. A reasonable estimate of the
zero-dipole lineup is, therefore, to align Ep for the respec-
tive semiconductors. This reduces to the symmetric lineup
in the case of symmetric valence and conduction bands dis-
cussed above.

If one of the semiconductors is replaced with a metal, the
heterojunction becomes a Schottky barrier. Then the band
lineup suggested above reduces to aligning Ep in the sem-
iconductor with the metal Fermi level, as in Ref. 8. Thus
heterojunction band lineups and Schottky barrier heights are
here treated within a single unified approach. For both
types of systems, the agreement with experiment obtained
below is at least as good as any other theoretical treatment
to date.

The effective midgap point Ep is calculated exactly as in
Ref. 8. One begins by defining the cell-averaged real-space
Green’s function (restricted to propagation by a lattice. vec-
tor).

. o=
GR 5= [y 3 YR T HR)
P E— En

_ 2 el¥ X’
S E—-Ey ’
(1)
where K is the Bloch wave vector, n the band index, and
Um and E, the corresponding wave function and energy.

Then Ejp is the energy where valence and conduction bands
contribute equally to G(R,E) in (1) (typically with opposite
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TABLE 1. Semiconductor ‘‘midgap’’ energy Ep, and Fermi-level
positions at metal-semiconductor interfaces, relative to valence
maxima (eV).

Eg Eg(Au)? Ep(A1)?
Si 0.36 0.32 0.40
Ge 0.18 0.07 0.18
AlAs 1.05 0.96
GaAs 0.70 0.52 0.62
InAs 0.50 0.47
GaSb 0.07 0.07
GaP 0.81 0.94 1.17
InP 0.76 0.77

#Reference 18.

sign). In one dimension this corresponds to the branch
point in the (complex) energy bands.>!° In three dimen-
sions Ep has no such precise meaning, but provides a con-
venient criterion for the energy at which the gap states, on
the average, cross over from primarily valence to conduc-
tion character.

Equation (1) requires the band structure E, as input.
This is calculated as in Ref. 8, with a linearized augmented-
plane-wave method.!”S The conduction bands are rigidly
shifted to give the correct band gap, following Baraff and
Schliiter.'®

The calculated position of Ep with respect to the valence
maximum is given in Table I for a number of covalent and
III-V semiconductors. (For GaSb the effect of spin-orbit
splitting is included in an approximate way.) Also given for
each semiconductor is the Fermi level at interfaces with Au
and (where available) Al, based on Schottky barrier mea-
surements. According to Ref. 8, as well as the arguments
above, the Fermi level at a metal-semiconductor interface
should be pinned at Eg, to within the ~ 0.1-eV variation of
barrier height with metal. (This variation can be under-
stood as deriving from the electronegativity difference
between different metals.!”) Experimental values in Table I
are from the classic tabulation of Sze.!* While more recent
measurements are available, a critical evaluation of barrier-
height data is outside the scope of this paper.

Table II gives the most reliably known band lineup results
for semiconductor heterojunctions, according to a recent re-
view by Kroemer.! (Calculations of Eg have not yet been
carried out for II-VI semiconductors, and so those are ex-
cluded.) Theoretical valence-band discontinuities inferred
directly from results of Table I are also given. The excellent
agreement between the experimental results and the theory
described here, shows at the very least that available data
are consistent with the assumption that quantum-mechanical
dipoles are the dominant factor determining heterojunction
band lineups (as well as Schottky barrier heights).

RAPID COMMUNICATIONS
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TABLE II. Valence-band discontinuities at selected® heterojunc-
tions (eV).

Experiments Theory Difference
AlAs/GaAs 0.19° 0.35 _ 016
InAs/GaSb 0.51 0.43 -0.08
GaAs/InAs 0.17 0.20 0.03
Si/Ge 0.20 0.18 -0.02
GaAs/Ge 0.53 0.52 -0.01

2Reference 1.
YHowever, see text and Refs. 1, 19, and 20.

The quantitative comparison of theory and experiment in
Table II must be made with some caution. The band lineup
even for the extensively studied AlAs/GaAs system
remains controversial'»® (see especially Ref. 19). Also,
calculated band structures are only reliable to 0.1-0.2 eV in
general. Any agreement between theory and experiment
better than that in Table II would probably be fortuitous.

Note that in the present approach, the band discontinui-
ties could be estimated by taking the difference in Ef rather
than Ep in Table I. The resulting predictions are only
slightly less accurate than the theoretical values given in
‘Table II, though obtained without any calculation.

The suggestion that heterojunction band lineups and
Schottky barrier heights are correlated has been made previ-
ously, but on the basis of radically different arguments.
Spicer et al.2! had suggested that at metal-semiconductor in-
terfaces, the Fermi level in the semiconductor is pinned by
intrinsic defects. Katnani and Margaritondo?? pointed out
that were this the case, then such defect pinning at hetero-
junction interfaces might also account for the band lineups.
This would imply Fermi-level pinning, however, which is
not observed. More recent experiments,?2¢ demonstrate
that the band lineup at Ge-GaAs interfaces is not deter-
mined by such defect pinning. These studies also suggest
that native defects do not play a crucial role in Schottky bar-
rier formation.

In contradiction to previous assertions,* simple estimates
based on dielectric screening suggest that the interface di-
pole is the dominant factor determining band lineup. In
conjunction with a simple criterion for the zero-dipole band
lineup, this view leads to quantitative predictions of both
heterojunction band offsets and Schottky barrier heights.
These predictions are typically accurate to ~ 0.1 eV; they
require only one number (Ep) for each semiconductor,
which depends only on the bulk band structure; and they in-
volve no auxiliary hypotheses about interface structure, or
the presence or absence of native or extrinsic defects.

Stimulating discussions with D. R. Hamann, M. Schiliiter,
D. E. Aspnes, and F. Capasso are gratet‘ully &cknowledged.

*Present address: IBM Thomas J. Watson Research Center, York-
town Heights, N.Y. 10598.
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Tersoff’s heterojunction model is critically analyzed using extensive experimental data obtained from
photoemission measurements of the valence-band discontinuity.

A recent article by Tersoff proposed! a new theoretical ap-
proach to the crucial problem of understanding and estimat-
ing semiconductor heterojunction band discontinuities. The
approach assumes that the dominant factor in the relative
alignment of the band edges is the minimization of the in-
terface dipoles. The zero-dipole condition is estimated by
assuming that the dipoles are due to the occupancy of gap
states induced by the band discontinuities. This condition
corresponds to the alignment of the midgap energies Ep of
the two semiconductors—where Ep is the energy at which
the prevailing character of the gap states changes from
valencelike to conductionlike.? Reference 1 strongly criti-
cizes the discontinuity models that neglect the role of the
interface dipoles,>* and is likely to become controversial
among semiconductor theorists. This Comment, however,
does not deal with the theoretical aspects of that work. I
discuss instead some interesting tests not included in Ref. 1
that compare its theoretical predictions with photoemission
measurements of the valence-band discontinuity AE, at in-
terfaces involving Ge or Si.’> These tests are interesting
since they show that (i) Tersoff’s model does reach better
accuracy than any previous discontinuity theory, and (ii) it
is the first model able to reach the absolute accuracy limits
underlying all linear models.’

Tersoff’s model belongs to a general class of theories that
estimate AE, (and the conduction-band discontinuity) as
the difference between two terms determined by the bulk
properties of the two component semiconductors.! Other
examples of these linear models are discussed in Refs. 3, 4,
and 6-8. In 1983, Katnani and I discussed® the general ac-
curacy limitations of this class of theories. The experimen-
tal data basis for this discussion was provided by extensive
photoemission measurements of AE, on heterojunction in-
terfaces involving Ge or Si overlayers deposited on different
semiconducting substrates under ultrahigh vacuum condi-
tions. We concluded that the underlying accuracy limit of
all linear model is ~0.15 eV in estimating AE,. We also
found that none of the models existing at that time reached
the above accuracy limit—and we proposed an empirical
tabulation of valence-band-edge terms deduced from our
experimental AE,’s to bypass this problem.’

Instead of using our approach, Ref. 1 tested its model
with a limited number of experimental AE,’s measured for

3

“selected”’ heterojunctions. This was inspired by the possi-
ble role of misfit dislocations in heterojunctions not includ-
ed in the “selected” lists.!"''® The importance and magni-
tude of these and other spurious effects is indeed extremely
difficult to estimate from a theoretical point of view. I ar-
gue, however, that without a better knowledge of these fac-
tors any assumption about them involves some risk. Specif-
ically, rejecting a large portion of the existing data basis on
these grounds is a most risky assumption. I emphasize that
the empirical accuracy limit deduced’ for linear models im-
plies that possible ‘‘nonlinear’ factors—including interface
imperfections—have limited the average effect on AE,, and
should not be used as a justification for the use of ‘‘select-
ed”’ experimental results. The few experiments that directly
explored the effects of imperfections strongly support this
conclusion.!!-14 .
Paradoxically, the unbiased use of all the existing experi-
mental data to test Tersoff’s theory considerably strengthens
his case. Table I shows the comparison between experimen-

TABLE 1. Comparison between AE,’s for heterojunctions in-
volving Ge and Si and theoretical predictions.

Heterojunction AE,, experiment®? AE,, theory®®

Si-Ge 0.17 0.18
AlAs-Ge 0.95 0.87
GaAs-Ge 0.35 0.52
InAs-Ge 0.33 0.32
GaSb-Ge 0.20 : —0.11
GaP-Ge 0.80 0.63
InP-Ge 0.64 0.58
GaAs-Ge 0.35 0.52
Ge-Si -0.17 . —0.18
GaAs-Si 0.05 0.34
InAs-Si 0.15 0.14
GaSb-Si 0.05 -0.29
GaP-Si 0.80 0.45
InP-Si 0.57 0.40

#Values in eV.
YFrom Ref. 5, except for GaP-Si (Ref. 11) and AlAs-Ge (Ref. 15).
‘From Ref. 1.

2526 ©1985 The American Physical Society
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3 COMMENTS

tal AE,’s for heterojunctions involving Ge or Si (Refs. 5,
11, and 15) and theoretical predictions.! These data were
analyzed coherently with the approach used in Ref. 5. The
average magnitude of the discrepancy between theory and
experiment is 0.15 eV. For comparison, the average magni-
tude of the accuracy achieved by other linear models®*6-8
for the same set of interfaces ranges between 0.20 and 0.51
eV. In particular, the average accuracy of Harrison’s ap-
proach,’ specifically discussed in Ref. 1, is 0.39 eV. Thus,
the accuracy of Tersoff’s model is apparently better than
that of other linear models. This conclusion is not affected
by the experimental uncertainty due to the large data base
used to reach it. Furthermore, it does not change if one ex-
tends the data base of Table I to include the interfaces used
as a test in Ref. 1. Particularly interesting is the fact that
the model here discussed is the only one reaching the
underlying accuracy limits of its class of theories: .15 eV.
In the framework of this theory, the empirical terms we in-
troduced in Ref. 9 are an empirical optimization of the
midgap energy Ep.!

2527

The agreement found in Table I is further evidence of the
small magnitude of nonlinear factors, and strengthens the
above arguments against the use of ‘‘selected”” experimental
data. A conclusive test of Tersoff’s model should be based
on its predicted correlation between heterojunction discon-
tinuities and Schottky barriers."? The existing data are
somewhat contradictory and inconclusive.! Most Schottky
barriers measurements have been performed on heavily
contaminated interfaces. Photoemission studies of ultra-
clean heterojunction interfaces!!:!'¢ merely demonstrate that
there is no correlation between AE, and the initial pinning
position of the Fermi level, which Refs. 1 and 2 do not
identify with the Schottky barrier. Thus, more experiments
are required to investigate Tersoff’s hypotheses, which are
nevertheless strengthened by our tests.
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Tight-binding theory of heterojunction band lineups and interface dipoles
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A tight-binding theory of semiconductor heterojunction band lineups is presented. Interface
dipoles are shown to play a crucial role in determining lineups, so that lineups obtained by using
the vacuum level as a reference (e.g., the electron affinity rule) are not reliable. Instead, the self-
consistent lineup can be obtained approximately by aligning the average sp> hybrid energies in the
respective semiconductors. Numerical results are provided and compared with experiment, and
the approximations and accuracy in this approach are discussed. The application of these ideas to

Schottky barriers is also considered.

1. INTRODUCTION

In tight-binding theory the energy bands are obtained in
terms of the energy of atomic-like states and interatomic
couplings. For many purposes it has proven adequate to use
free-atom term values for the atomic-like states." Then the
energy bands for every semiconductor are placed upon the
same energy scale, i.e., they are given in effect relative to the
vacuum level. In particular, in the scheme outlined by Harri-
son,"? with nearest-neighbor interactions, the valence band
maximum €, is given by

€+ e [(éf,—e‘,f)’ (1‘28#)1]“1
= — . 1
i 2 2 + md? ()

Here €, and €; are the p-state eigenvalues of the anion and
cation atoms, d is the bond length, and the last term derives
from a universal form for the interatomic coupling. Then the
relative position of the valence-band maxima for two semi-
conductors A and B is obtained directly by comparing the
absolute energies from Eq. (1). These may be called “natu-
ral lineups,” and are appropriate estimates of heterojunction
valence-band discontinuities in this simplest tight-binding
context, if and only if interface dipoles may be neglected. In
that case the valence-band discontinuity Ae, is®

A€, (“natural”) =€, (A) —¢€,(B). 2)

Tersoff* has argued, on the other hand, that at semicon-
ductor heterojunctions, interface dipoles arise which can be
quite large. These would shift the free-atom energies on the
two sides and modify the natural band lineups. He has calcu-
lated an energy E g, ordinarily in the gap, at which evanes-
cent states may be thought of as equally conduction-band-
like and valence-band-like, and argued that the dipoles will
shift the bands of two semiconductors such that these ener-
gies line up across the interface, in analogy to Fermi-level
pinning in Schottky barriers. Here an analysis is developed
in the context of a tight-binding approach, and the role of
interface dipoles in “pinning” the relative band lineup is ex-
plicitly verified. The average hybrid energy in the semicon-
ductor is identified as playing a role like that of E in the
previous theory.*

The critical dipole shifts may be directly estimated using
self-consistent tight-binding theory. Harrison® in fact made
estimates of the interface dipole by careful treatment of the
bonds crossing the interface, and found the dipole arising
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from these alone to be quite small. We now consider the
question of interface dipoles in tight-binding theory more
generally, and show that when the entire interface region is
incorporated in the calculation the total dipole must turn out
to be large in the sense of Ref. 4.

Il. TIGHT-BINDING THEORY OF INTERFACE
DIPOLES

A. Elements of self-consistent tight-binding theory

Tight-binding theory, as indicated above, is based upon a
Hamiltonian matrix with diagonal elements given here by
“atomic” energy levels, and off-diagonal matrix elements
representing interatomic couplings, here taken to depend
only upon s or p character and internuclear distance.'? The
theory is made self-consistent by allowing the diagonal
atomic energies to be shifted by coulomb interactions; such a
self-consistent scheme has recently been codified® in terms of
intra-atomic coulomb interactions U, interatomic-interac-
tions given by e?/d, and bond polarizations that give rise to
the dielectric constant. Within this context we can make
some rigorous statements about the interface dipoles.

We begin with a semiconductor which is identical on both
sides of an “interface.” This is a simple bulk semiconductor,
and by symmetry there is obviously no dipole at the inter-
face. We then proceed to make modifications on the two
sides, and calculate any dipole shifts which arise. We can
thus construct the self-consistent tight-binding representa-
tion of a real heterojunction step by step.

B. The simplest model

As the simplest nontrivial model for a heterojunction, we
first shift all of the term values on the right by — A/2 and
those on the left by A/2. We imagine then solving the self-
consistent tight-binding problem exactly to find the net self-
consistent shift of the term values from the interface on the
two sides, relative to each other. That shift will contain the
starting shift A, and the effects of any dipole § arising at or
near the interface. If A is small, the dipole may be written
8= — y(A + &), where y is the appropriate susceptibility,
and A + § is the net (total) shift. From linear response the-
ory,A + 8 =aA, witha = (1 + y) ~'. Weregard this as an
exact solution of the linear response in the tight-binding con-
text. .
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Theories which neglect interface dipoles correspond to
the limit y = 0, where @ = 1, and the net shift A + & is just
the starting shift A. In contrast to this, for a metal-metal
interface y— o and @ = 0, and so the starting shift does not
affect the final “lineup.” We can estimate @ most accurately
by noting the connection between heterojunction dipoles
and bulk dielectric response, as in Ref. 4, and thus show that
a is simply the reciprocal of the long wavelength dielectric
constant €. We do this by inserting a shift A = — eEl,
between every plane of atoms, with /, being the interplanar
spacing. This is in fact just the application of a uniform elec-
tric field E, in the tight-binding context. This shifts the rela-
tive energy of two points separated by a large distance L by

— eE,L. Using the result above we may say that the net
relative shift in the term values separated by a large distance
L will be given by — eaE,L. We know that in the real sys-
tem, and in its tight-binding representation, that energy dif-
ference, arising from the applied field, will be reduced by the
dielectric constant €, and hence @ = 1/€,. (The optical
dielectric constant €, is used because shifting the atomic
term values differs from a true electric field, in that it does
not apply an electrostatic force to the nucleus. Although an
additional dipole may arise from displacements of the nuclei,
these are not treated here.)

A consequence is that if two semiconductors differ simply
by a small relative shift A in the atomic energies, giving a
band discontinuity from the point of view of natural band
lineups equal to A, the net discontinuity—calculated self-
consistently—would be reduced in comparison to the natu-
ral band lineups by a factor of €, to A/€, , as argued else-
where.* Thus, when all of the bonds are treated on the same
footing, it is seen to be the band discontinuity which is
screened, rather than the charge transfer from the interface
dipole, as was once thought.® The interface dipole is in fact
itself simply the associated screening charge. The essential
conclusion is that for this particular system, with simple
shifts in the term values, there is a very major correction to
the predictions based upon natural band lineups.

C. A real heterojunction

We now proceed to the more complete description of the
electronic structure, but in this case we shall need to proceed
approximately. For tetrahedral semiconductors, it is con-
venient to first transform to a basis of bonds and antibonds,
by first forming the usual sp* directed hybrid orbitals on each
site, and then forming bonds and antibonds between collin-
ear hybrids sharing the same “bond site,” i.e., overlapping
strongly. In the scheme of Harrison,"? the semiconductor
may be characterized moreover simply in terms of the aver-
age sp> hybrid energy for the semiconductor,
€, = (€} +¢€;)/2, where€, = (€, + 3€,)/4, € and €, are
the atomic s and p eigenvalues, and the superscripts @ and ¢
refer to the anion and cation; the intersite coupling ¥>; the
polar energy V; = (€ — €;)/2; and the “metallic” energy
(s—p splitting) ¥, = (€, — €, )/4 for each atom.

We have already analyzed the case where the semiconduc-
tors A and B differ only by €, (A) =€, (B) + A. For amore
general analysis, we begin with the simplest model for a te-
trahedral semiconductor, the bond orbital approximation of
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neglecting all couplings except the term ¥, coupling two
hybrids in the same bond site.' For the simple system ana-
lyzed above, with hybrid levels shifted by A with respect to
each other across the interface, the bonds on the two sides
remain simple and nonpolar, but for the bonds crossing the
interface there is an interface polar energy, ¥, = A/2,and a
charge a, = V,/\/V3 + V} transferred to the atom with
lower-energy hybrid.! These charges will shift the energy of
the hybrids on those atoms and on neighboring atoms, modi-
fying the V,’s which enter each bond. Thus a self-consistent
solution of each bond is required in principal to obtain the
final charge distribution. We showed above that the result
will be a shift, far from the interface, of A/ , so the detailed
local solution is not required in practice. (Within this bond
orbital approximation,' €, = 1 + 7y/3¢’/2V,d. A more ac-
curate solution simply gives a more accurate value for the
dielectric constant.)

Still within the bond-orbital approximation, we note that
V, may differ on the two sides, because the bond length
differs on the two sides. (We neglect strain effects, which are
easily included perturbatively.) We start with an average ¥,
everywhere, and then increase it on one side and decrease it
an equal amount on the other side; the average value is used
for the bond crossing the interface. Although we have
changed the value of ¥, in each bond, every bond remains
nonpolar and no charge is shifted between atoms. This is an
important conclusion, and one not obvious immediately
since we have lowered the bond energies on one side in com-
parison to those on the other and one might have expected
charge redistribution of the type we found when we shifted
the term values on the two sides. In fact no dipole arises even
if we go beyond the bond orbital approximation and include
the principal coupling,' ¥,/2, between bonds and antibonds
sharing the same atom. It is true, as seen in perturbation
theory, that the charge transferred from a given bond to a
given neighboring antibond is modified when the bond ener-
gies are modified, but the transfer from the bond in the
neighboring site to the antibond in the original site is
changed by exactly the same amount so that there is no
charge transfer. This result is more general than perturba-
tion theory; it follows from the symmetry of the model with
respect to interchange of electrons and holes.

We conclude that a difference in ¥, on the two sides does
not in itself produce a dipole shift. It can, of course, modify
the dipole shift arising from a nonzero A. For example, it
modifies the dielectric constant on the two sides (and not
exactly symmetrically) and this will modify the self-consis-
tent solution. That, however, would seem to be beyond the
level of calculation appropriate if we are to linearize the
problem by using a dielectric constant in the first place. We
therefore simply use the average dielectric constant, when it
differs on the two sides, in calculating the effect of a nonzero
A.

We may now let one of the sides of the heterojunction be a
polar semiconductor. We begin with two nonpolar semicon-
ductors with a fixed A. We next shift the hybrid energies of
alternate atoms on one side by + V5. Let the geometry be
such that we obtain a nonpolar interface’ such as a (110)
interface so that there will be equal numbers of + ¥ atoms
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and — V,atoms at the interface. Then it is obvious that there
is no change in the dipole linear in ¥, since the physical
system is entirely equivalent if the two atom types are inter-
changed, corresponding to a change in sign of V. If instead
we had constructed a polar interface there must be recon-
struction at the interface and dipoles may arise; they will
depend upon that reconstruction.” This is a separate issue,
treated in Ref. 7, and we shall not consider it here:

There can be changes in dipole to higher order, just as
“there was from the introduction of a different ¥, simply
because the dielectric constant is modified. Indeed, the situa-
tions are closely analogous and again it is appropriate to
proceed with an average dielectric constant.

Finally, we may allow a different sp-splitting, correspond-
ing to a different ¥, on the two sides. We saw that the cou-
pling ¥, of bonds and antibonds through a given atom trans-
ferred equal charges both ways, even if the bond and the
antibond arose from different ¥,’s. Thus again the difference
in ¥, itself, or in conjunction with a difference in ¥, does not
to first order give rise to dipole shifts, but it will affect the
dipole shift when there is a nonzero A, and we again would
take this into account by using an average dielectric con-
stant, which in principle includes the effects of ¥, in the
evaluation of a.

11l. BAND LINEUPS
A. Theory and experiment

We conclude that for purposes of calculating the band
lineup between semiconductors A and B, we may simply
assume that a dipole will arise sufficiently to reduce the dif-
ference in average hybrids, €, (A) — €, (B), by factor of €, .
This will then shift the relative band lineups which would
have been obtained from Eq. (2).

We begin by evaluating the average hybrid energies for
each compound using the Hartree-Fock term values ob-
tained by Mann.® These are listed in Table I. We also list the
difference between this average hybrid energy and the va-
lence-band maximum from Eq. (1). Given also the dielectric
constant, we have everything needed to predict the relative
positions of the valence-band maxima in any heterojunction,
including the effect of the interface dipole. For a heterojunc-
tion A/B between compounds A and B, we first divide the
quantity €, (A) — €, (B) by the average dielectric constant.
Then for the heterojunction, €, (A), (in the bulk of A) will
lie above &, (B) (in the bulk of B) by [€,(A) —€,(B)]/
€., . In fact for the heterojunctions we consider here, the
difference in hybrid energies is small enough and the dielec-
tric constants large enough that it suffices to take the average
hybrid energies as equal on the two sides and obtain the
energy of the valence-band maximum in B, relative to that in
A, by subtracting €, — €, for B from the corresponding en-
try for A, i.e., :

Ae, (“pinned”) = [€, (A) —€,(A)]
— [&(B) —e,(B)]. 3

In Table II, results of Eq. (3) are compared with those
experimental data chosen by Kroemer® as most reliable.
These predictions correspond to the limit of strong screening
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TABLE 1. Properties of tetrahedral semiconductors: bond length d (A);
average hybrid energy €, (eV); and average hybrid energy relative to va-
lence maximum, € — €, (eV). All semiconductors are treated as zinc blende
structure for calculation.

d — &, €, — €,
C 1.54 13.15 2.03
Si 2.35 9.38 —0.03
Ge 2.44 9.29 -0.32
Sn 2.80 8.33 —-0.33
BN 1.57 13.32 2.62
BP 1.97 10.83 0.74
BAs 2.07 10.58 0.43
AIN 1.89 11.95 2.72
AlP 2.36 9.46 0.76
AlAs 2.43 9.21 0.46
AlISb 2.66 8.54 0.23
GaN 1.94 12.04 2.55
GaP 2.36 9.55 0.66
GaAs 2.45 9.30 0.34
GaSb 2.65 8.63 0.14
InN 2.15 11.75 2.59
InP 2.54 9.26 0.77
InAs 2.61 9.01 0.47
InSb 2.81 8.34 0.28
BeO 1.65 13.75 4.04
BeS 2.10 10.58 1.78
BeSe 2.20 10.09 1.31
BeTe 2.40 9.20 1.00
MgTe 2.76 8.27 1.54
ZnO 1.98 13.03 4.16
ZnS 2.34 9.86 2.15
ZnSe 245 9.37 1.69
ZnTe 2.64 8.48 1.40
Cds 2.53 . 9.75 2.14
CdSe 2.63 9.27 1.71
CdTe 2.81 8.37 1.43

of the hybrid energy difference. Also listed are the natural
band lineups obtained by omitting screening of the hybrid-
energy difference. (These are also directly obtainable from
Table I by combining the second and third columns to obtain
€, on the same scale for each compound.) It would appear
that the agreement with experiment is generally improved by
including the screening, although with the striking excep-

TaBLE II. Valence-band discontinuities for compounds A/B: A€, (“nat-
ural”) [Eq. (1)]; A€, (“pinned”) [Eq. (3)]; and experimental values
(Ref. 9).

“natural” “‘pinned” experiment
AlAs/GaAs 0.03 012 0.50
InAs/GaSb 0.72 0.33 0.46
GaAs/InAs 0.16 —0.13 0.17
Si/Ge 0.38 0.29 0.20
ZnSe/GaAs 1.42 1.35 0.96
ZnSe/Ge 2.09 2.01 1.52
GaAs/Ge 0.67 0.66 0.56
CdS/InP 1.86 1.37 1.63
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tion of GaAs/InAs. However, we have shown that the
screening should be included in any case, and comparison
with experiment should not be the basis for deciding this
point. As discussed below, the numerical discrepancies
between theory and experiment are of just the general mag-
nitude expected from the inherent numerical limitations of
nonrelativistic tight-binding theory.

We note that the natural band lineups by themselves do a
reasonably good job of predicting band lineups. This is of
course because the average hybrid energies do not differ
greatly between tetrahedral semiconductors of comparable
lattice constants, as can be seen directly from Table I. This
strong correlation between average hybrid energy and bond
length is illustrated in Fig. 1. This correlation is also the
reason why many descriptions of heterojunction lineups
which refer levels to the vacuum level appear to work rather
well experimentally. Of course when the average hybrid en-
ergies are quite different, the dipoles will be large and the
reference to the vacuum level will fail. However such large
differences are expected primarily in cases of severe lattice
mismatch, for which reliable data are scarce and are greatly
affected by strain, which is neglected here.

B. Accuracy and limitations of method

In comparing theory and experiment, it is crucial to have
some a priori estimate of the inherent numerical accuracy of
the theory as implemented, in order to assess whether quan-
titative discrepancies between theory and experiment reflect
afundamental problem or merely an expected accuracy limi-
tation. Here we consider the accuracy limits inherent in the
tight-binding approach to band lineups and interface di-
poles.

The results in Table II are based on the limit of large di-
electric constant. However, as outlined above, the calcula-
tion can easily be carried through for arbitrary dielectric
constant, and the resulting changes are well under 0.1 eV for
pairs of semiconductors with reasonably small lattice mis-
match. Bear in mind however that some of the semiconduc-
tors included in Table I have much smaller dielectric con-
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FIG. 1. Average hybrid energy €, vs bond length d, illustrating that €,
usually does not differ greatly among tetrahedral semiconductors with
comparable bond lengths.
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stants €, and care should be taken in applying Eq. (3)"to
such extreme cases. .

The two crucial quantities here are €, and €, . The valence
maximum ¢, calculated with Eq. (1) neglects spin-orbit
splitting, and including this correction raises €, by 1/3 of the
splitting. This correction to Eq. (1) isabout 0.1 eV or less for
many semiconductors, but is about 0.3 eV for antimonides
and tellurides. If warranted, this correction could be includ-
ed by subtracting 1/3 of the experimental splitting from
(€, —€,) in Table I.

The hybrid energy €, depends only upon the atomic eigen-
values. Unfortunately, these are somewhat sensitive to the
method (Hartree-Fock, Herman—-Skillman, etc.) used in
the atomic calculations, and the dependence on method only
partly cancels out in the subtraction (3). The differences
relate to the manner in which electron—electron interactions
(i.e., correlation and exchange) are approximated, and
would be present in even the complete analysis of the hetero-
junction. The term values also depend upon the atomic con-
figuration (sp®, s°p? etc.) assumed in the calculation. For
consistency and uniqueness we use Hartree-Fock calcula-
tions in the atomic ground state. For column II atoms, which
have no p electrons in the ground state, €, is obtained by
extrapolation.”> However shortcomings in Hartree-Fock,
and the limitations of using results for free-atom configura-
tion and environment to describe the solid, could introduce
errors which we can only roughly estimate to be of order 0.2
eV, based on comparisons of different possible approaches.

The Hartree-Fock term values used also neglect “scalar-
relativistic” effects, which tend especially to lower the s
eigenvalue for heavy atoms. In the extreme case of HgTe—
CdTe discussed below, this correction is about 0.5 eV. How-
ever the correction is probably more typically 0.1 or 0.2 eV.

Finally, the analysis of Sec. II C is correct only to first
order in ¥, and V;. An analysis for a related problem (un-
published) showed that terms beyond first order in ¥V, are
not negligible. In the present context, this means that treat-
ing GaAs (and a fortiori ZnTe) as if both atoms were in an
sp® configuration, while surprisingly accurate, might still in-
troduce significant errors, which remain to be carefully esti-
mated.

In conclusion, we may expect an accuracy of a few tenths
of an eV in general. The errors may be expected to be largest
for II-VI’s and for highly relativistic materials, because of
spin-orbit splitting, scalar-relativistic shifts, and possibly be-
cause of terms beyond first order in V;. We believe that these
quantitative limitations of the present approach are more
than compensated by the advantage of tremendous simpli-
city, which gives direct insight into the physical mechanisms
and chemical trends.

C. Relativistic term values: HgTe-CdTe

We did not include any elements from the lead row of the
Periodic Table in the compounds in Table I. For these, rela-
tivistic effects are so large that use of nonrelativistic term
values can be misleading. As discussed above, spin-orbit
splitting is easily included. We have neglected it here, but the
difference in splitting for HgTe and CdTe is small enough
that no serious problem arises. The relativistic shift in the
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eigenvalues however turns out to be quite interesting for this
system. That shift acts primarily to lower the atom s energy
€,. This does not affect the p-like valence maximum, so in
theories which neglect interface dipoles, this effect is unim-
portant. However the average hybrid energy €, does include
€,, so the relativistic shift affects the interface dipole.

CdTe and HgTe are found to have almost identical va-
lence-band maxima. (The Cd and Hg p-state energies differ
by only a few hundredths of an eV, and the bond length d is
nearly the same for the two compounds.) This is true both
for the relativistic and for the nonrelativistic values, and in
both cases the use of natural band lineups (neglect of inter-
face dipoles) predicts a negligible valence-band discontin-
uity. Moreover, in the nonrelativistic theory the s-state ener-
gies of Cd and Hg are also almost identical, so the average
hybrid energies for the two compounds are almost identical,
generating no dipole, and a negligible valence-band discon-
tinuity is again predicted. However, relativistic effects lower
the s-state energy in Hg drastically,'® leading to a large di-
pole and a valence-band discontinuity of 0.49 eV. A very
similar discontinuity for this system was recently predicted
by Tersoff'! using the approach of Ref. 4.

Experimentally the band lineup for HgTe-CdTe is quite
uncertain. While Guldner e al.'? have reported a A¢, of 0.04
eV, their results in fact do not rule out a large discontinuity
such as found here.'*> The experimental situation for this
system has been discussed elsewhere."’

We also give values for MnTe. Manganese is a transition
metal; in the compound it contributes two s electrons to the
valence bands and the remaining five d electrons may be
thought of as localized in a Hund’s rule atomic state. We
may obtain the s-state energy from Ref. 10, and estimate the
p-state energy as above. Then we have all parameters to in-
clude this system. We obtain an average hybrid energy for
MnTe 1.67 eV above the valence-band maximum, in com-
parison to the 1.22 and 0.73 eV for CdTe and HgTe, respec-
tively. This allows immediate prediction of band discontin-
uities for HgTe-MnTe (0.94 eV) and CdTe-MnTe (0.45
eV). Of course pure tetrahedral MnTe does not exist, but the
alloys do and the band positions are obtained for the alloys
by interpolation.

IV. SCHOTTKY BARRIERS

The same kind of tight-binding theory should be applica-
ble to a semiconductor metal interface, though we have not
yet carried out a rigorous analysis. (The detailed analysis for
this case, and the relationship to the submonolayer regime,
will be presented elsewhere. ) It seems clear that the metallic
Fermi energy should play the role of the half-filled hybrid
(or average hybrid energy &, in a compound) in the semi-
conductor. To the extent that the metallic density of states is
structureless, and the dielectric constant of the semiconduc-
tor is large (assuring strong pinning'*), this is the only ener-
gy describing the metal. Indeed Tersoff'® has argued that the
Fermi energy of the metal should be pinned at E 5, which
plays exactly the role in that theory that the average hybrid
energy does here. Then the Schottky barrier for p-type mate-
rials, gy, =Ey — €,, is predicted to be
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FIG. 2. Calculated p-type barrier height €, — €, [Eq. (4)] vs experimental
barrier @y, (Ref. 16). Error bars on calculations are a rough estimate + 0.2
eV (see text). Dotted line represents perfect agreement. Solid line is same
shifted 0.2 eV to allow for systematic errors. Square is InSb (see text).

¢bp =€, — €, (4)
which is listed in Table I. We have plotted in Fig. 2 the
experimental values of ¢, (with Au contacts) for those ele-
mental and III-V systems for which Sze'® gives data, against
the corresponding entry €, — €, from Table I. The accord is
quite good overall, albeit with a systematic shift of about 0.2
eV between theory and experiment. There is however a seri-
ous discrepancy, even after this shift, in the case of InSb. In
retrospect this is not surprising, since InSb is by far the most
relativistic of these semiconductors, and the relativistic cor-
rections to both €, and €, are of the right sign and magnitude
to bring InSb into overall agreement. The second worst case
is GaSb, which is also the second most relativistic.

This line of reasoning leads directly to the correlation
between Schottky barrier heights and band lineups, which
has been previously discussed.*'” That is, combining Egs.
(3) and (4) gives

A€, = ¢y, (A) — ¢o, (B). (5)
This relationship has been well verified experimentally.'”'®

Recently Sankey ez al.'® noted a correlation between Fer-
mi level position at a Schottky barrier, and the average of the
anion and cation dangling bond energies. Such an average is
obviously closely related (if not identical) to &,, so that cor-
relation is expected here. However this correlation was attri-
buted'® by those authors to the role of actual dangling bonds
in pinning E.. Such an interpretation, besides requiring the
unnecessary step of postulating point defects for which there
is no direct evidence, does not explain the compelling evi-
dence for Eq. (5).

V.CONCLUSIONS

We have shown that interface dipoles play a dominant
role in determining heterojunction band lineups, and have
described a tight-binding theory which includes these di-
poles self-consistently. The results are in good overall agree-
ment with experiment. Moreover, they explain why theories
which neglect interface dipoles may often give reasonably
good results: The average hybrid energy, which determines
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the dipole, is nearly the same for nearly lattice-matched
semiconductors, which are the ones for which data is avail-
able. As a result, interface dipoles are in many cases fortu-
itously small, although they play a critical role in certain
cases of interest (e.g., HgTe-CdTe).

The same approach has been applied to Schottky barriers,
although without a detailed analysis. Again the overall
agreement with experiment is quite satisfying. We conclude
that the tight-binding approach, with the self-consistent in-
clusion of interface dipoles, successfully gives a unified
quantitative picture of both heterojunction band lineups and
Schottky barrier heights, based on simple calculations of
bulk semiconductor properties.

ACKNOWLEDGMENT

This work was supported in part by ONR Contract No.
N00014-84-C-0396.

® Permanent address: Applied Physics Department, Stanford University,
Stanford, California 94305.

'W. A. Harrison, Electronic Structure and the Properties of Solids (Free-
man, New York, 1980).

2W. A. Harrison, Phys. Rev. B 24, 5835 (1981), provides revised param-
eters, based upon Hartree—Fock, rather than the Herman-Skillman term
values used in Ref. 1.

J. Vac. Scl. Technol. B, Vol. 4, No. 4, Jul/Aug 1986

229

1073

*W. A. Harrison, J. Vac. Sci. Technol. 14, 1016 (1977).

4. Tersoff, Phys. Rev. B 30, 4874 (1984).

SW. A. Harrison, J. Vac. Sci. Technol. B 3, 1231 (1985).

°W. A. Harrison, Phys. Rev. B 31, 2121 (1985).

"W. A. Harrison, R. Grant, E. Kraut, and D. J. Waldrup, Phys. Rev. B 18,
4402 (1978).

%J. B. Mann, “Atomic Structure Calculations, 1: Hartree-Fock Energy
Results for Elements Hydrogen to Lawrencium.” Distributed by Clear-
inghouse for Technical Information, Springfield, Virginia, 22151 (1967).

°H. Kroemer, in Proceedings of the NATO Advanced Study Institute on
Molecular Beam Epitaxy and Heterostructures, Erice, Sicily, 1983, edited
by L. L. Chang and K. Ploog (Martinus Nijhoff, The Netherlands, 1984).
For a recent reevaluation of AlAs/GaAs, see G. Duggan, J. Vac. Sci.
Technol. B 3, 1224 (1985).

'°C.C. Lu, T. A. Carlson, F. B. Malik, T. C. Tucker, and C. W. Nestor, Jr.,
At. Data 3, 1 (1971); values were extracted for HgTe and CdTe by W. A.
Harrison, J. Vac. Sci. Technol. A 1, 1672 (1983).

"3, Tersoff (to be published).

'2Y. Guldner, G. Bastard, J. P. Vieren, M. Voos, J. P. Faurie, and A. Mil-
lion, Phys. Rev. Lett. 51, 907 (1983).

13G. Bastard (private communication).

'43. Tersoff, Phys. Rev. B 32, 6968 (1985).

133, Tersoff, Phys. Rev. Lett. 52, 465 (1984).

168, M. Sze, Physics of Semiconductor Devices (Wiley, New York, 1969).
The relationship @y, = E; — @y, is used where appropriate in extracting
@y, from this tabulation.

'7). Tersoff, J. Vac. Sci. Technol. B 3, 1157 (1985).

'8G. Margaritondo, Surf. Sci. (to be published).

90, F. Sankey, R. E. Allen, S.-F. Ren, and J. D. Dow, J. Vac. Sci. Technol.
B 3, 1162 (1985); O. F. Sankey (private communication).



J. Phys. C: Solid State Phys., Vol. 12, 1979. Printed in Great Britain. © 1979

Energy barriers and interface states at heterojunctions
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Abstract. In this paper homopolar and heteropolar heterojunctions have been analysed. The
energy band discontinuities at heteropolar heterojunctions have been obtained self-con-
sistently by analysing the charge induced at the interface. The crucial point of the analysis is
the flow of charge between both semiconductors as a function of the difference in encrgy
between their charge neutrality levels. For homopolar heterojunctions interface relaxation
is discussed and it appears to be a function of the state of occupation of the interface. The
analysis gives a relaxation of 49 for the 111-GeGaAs interface.

1. Introduction

Recently, a great deal of work has been directed towards the understanding of semi-
conductor heterojunctions. Theoretical attempts at studying these junctions can be
classified into two main groups: (i) by the use of self-consistent calculations (Baraff et al
1977, Pickett et ul 1977, 1978); (ii) by the use of simple arguments to deduce parameters
relevant to the electrical properties (Anderson 1960, Dobrzynski et al 1976, Frensley and
Kroemer 1976, 1977, Louis 1977). In these theoretical analyses, the semiconductors are
assumed to have a small lattice mismatch with a negligible number of unpaired dangling
bonds. This seems to be a reasonable assumption for many cases (Milnes and Feutch
1972) and it will be also assumed in this work.

On the other hand, we can also classify heterojunctions into two groups, those with
heteropolar and those with homopolar interfaces. In this description, a heterojunction
built up with covalent semiconductors is considered as a heteropolar junction. The essen-
tial difference between the two classes comes from the different occupations of the inter-
face states; in heteropolar interfaces these states are fully occupied whereas in homopolar
interfaces the states are partially occupied. Let us remark that this classification is related
to the different faces of the ionic crystal forming the junction. In heterojunctions built
up with semiconductors with the zinc blende structure, a homopolar junction corre-
sponds to the (111) or (100) faces, whereas the (110) face gives a heteropolar junction.
From a theoretical point of view, these two types of heterojunction are very different.
In homopolar heterojunctions the partial occupation of the interface states modifies the
self-consistency of the interface in a way that can only be achieved by means of an ionic
relaxation (Baraff et al 1977).

The aim of this paper is to provide a simple approach to heterojunctions. The analysis
is divided into two parts. Firstly a simple self-consistent treatment is applied to hetero-
polar heterojunctions, let us say the (110) faces, in line with recent work on metal-
semiconductor junctions (Tejedor et al 1977, to be referred to hereafter as I). A brief
description of this approach has already been published (Tejedor and Flores 1978).

0022-3719/79/040731 + 19 $01.00 © 1979 The Institute of Physics 731
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732 F Flores and C Tejedor

Secondly, we discuss relaxation and interface states at homopolar heterojunctions. In
the analysis given previously for heteropolar heterojunctions, we concluded that roughly
the charge neutrality levels of both semiconductors are lined up. Based on this result,
we neglect the problem of determining the energy levels at the homopolar heterojunctions
assuming that the neutrality levels of both semiconductors are lined up, and concentrate
on analysing the most distinctive feature of these interfaces, namely their relaxation.

In §2 we discuss heteropolar heterojunctions, introducing the charge neutrality
level of each semiconductor and obtaining self-consistently an expression for the valence
band discontinuities between both semiconductors. In § 3 we analyse the interface relaxa-
tion of homopolar heterojunctions. Finally, in §4, we discuss the results for both inter-
faces.

2. Energy barriers at heteropolar heterojunctions

The fundamental magnitudes defining the electrical behaviour of heterojunctions are
discontinuities in the valence and conduction bands between both semiconductors,
namely AE and AE . Figure 1 shows the electron energy levels for the two semiconductors

(a) (b)

Figure 1. Electron energy level diagrams for a heterojunction contact. (a) The two media are
isolated from each other; (b) intimate contact is allowed, charge overflow takes place and an
induced dipole D appears at the junction. The space charge boundary layer BL on each semi-
conductor is symbolically indicated by the tilted straight lines of small slope to suggest a small
potential change on the scale of length of the interface. V(z) represents the interface potential.

before and after the intimate contact. When the contact is made, there is a flow of charge
from the semiconductor on the left to the one on the right and a potential difference AD is
created across the interface. As we are interested in relating AE, (or AE)) to the electron
affinities of both semiconductors, we start by discussing the free surfaces of the semi-
conductors before the intimate junction is made; later, we shall study the heterojunction.
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2.1. Semiconductor surfaces

It has been stressed elsewhere (I) that because of the cancellation between the charge
placed at the surface states and the rearrangement of charge near the top of the valence
band in narrow-gap semiconductors, the surface charge and surface potential should
closely resemble that of a metal with the same electron density. The main changes will
arise from the crystal pseudopotential but not from the appearance of surface states in the
semiconductor gap (Flores and Tejedor 1977). On this basis, the dipole barrier at the
semiconductor surface can be written as
D* = Dj + D;, M
where D; is the surface dipole for the jellium model of a metal with the same electron
density as the semiconductor and D} is the correction coming from the lattice effects.
For a(110) face, similar arguments can be given to support the same conclusion, either
for covalent or 1II-V ionic semiconductors (Garcia-Moliner and Flores 1978). The
surface dipole layer of the (110)-face of a semiconductor can be written as in equation (1).
Notice that this surface dipole is contributing to the electron affinity of the semiconduc-
tor SC and therefore it must be taken into account when the energy levels before and
after the intimate contact are compared.

2.2. Interface states and the induced dipole at the heterojunctions

The main problem with heterojunctions is obtaining the charge density in the interface
self-consistently. Knowing this charge it is fairly easy to calculate the dipole barrier and
the energy levels of the heterojunctions. Let us start by analysing the charge density of the
interface in a one-dimensional mode. Figure 2 shows the model we are going to discuss.
The heterojunction is formed with two covalent narrow-gap semiconductors joined at
z = 0, with a small difference AV between the mean potential of both bulk crystals.
Because of the good matching between the two three-dimensional lattices, we take the
same reciprocal lattice vector g for both semiconductors in our one-dimensional model.

~—

Figure 2. One-dimensionalynodel for a heterapolar heterojunction. The integrated density of
states with the band edge defects of 4 is also shown, together with the excess of 4 spread
between the band edges.
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2.2.1. Interface states. Firstly, let us look for interface states in this model. For z > 0 the
wavefunction in the gap of the semiconductor can be written as

Y'Y ~ exp(—q,z) cos(39z + 3¢,) 2
where g, = 2(V? — €)'?/g and explip,) = [e, + i(V? — €2)"/*]/V, where ¥, is the

pseudopotential component and €, is the energy measured from the mid-gap. (Atomic
units are used everywhere in this paper.) On the other hand, for z < 0

Y@ ~ explq,z) cosGgz — 1 ¢,) 3

with an obvious notation. Matching conditions between the wavefunctions (2) and (3)
gives, assuming ¢, and g, < g, the following equation:

¢, + ¢, =2mn. 4)

This equation has no solution apart from when ¥, = ¥, and AV = 0. In this particular
case two interface states appear in the band edges. This is a trivial case, as it corresponds
to an infinite crystal with no interface. These interface states represent the bulk states of
the crystal at the edges of the valence and conduction bands. In no other case can an
interface state to be found from equation (4), but the previous limit shows by an argument
of continuity that there is no defect of charge in the valence band when AV # 0 and that
all the interface states emerging from the valence band by relaxation (see below) are fully
occupied, in order to comply with the charge neutrality condition. This can also be proved
by studying the density of interface states in the conduction and valence bands. This is the
subject of the following section.

2.2.2. Density of interface states. The local density of states has been calculated by means
of the surface Green function method (Garcia-Moliner and Rubio 1971). From the Green
function for a narrow-gap model, we obtain the following result for the change in the
bulk density of states:

1 (VZ _EZ)IIZ V. + 51 g g 2
N(E, 2) = EIm[exp(-—Z 1 p 1 (Vfl— 63)1/2 cosiz + smEz

y ([(Vf — N2V, + € ){[(VZ — eV )V, + €)]—[(V3 — €)'*/V, + ez)]}ﬂ
[V — €)'V, + €)] + [(V] — €)'V, + €,)]

z2>0 ' )]
with a similar equation for z < 0. The whole density of states is given by
N(E, z) = N(E, z) + SN(E, z) ©)

where N (E, z) is the local density of states for an infinite crystal.
Fromequation (5) we can obtain the integrated density of states for the heterojunction,
Ny(E), defined by

N(E) = r SN(E, z)dz 0

and the interface charge, dp(z), defined by
E,.

dp(z) = 2 f " SN(E, 2)dz ®)

-
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where spin degeneracy has been accounted for by the factor 2.

The integrated density of states shows band edge defects of } compensated by an
excess of 2 of state spread betwéen the band edges. Figure 2 shows these results schematic-
ally. This is in agreement with the comment of the previous section about the neutrality
of the charge of the whole valencg band.

On the other hand, as regards dp(z) when AV # 0, there is a flow of charge from the
semiconductor of higher potential to the semiconductor of lower potential. This is
illustrated in figure 3, where the charge dp(z) is given in adimensional units by the full
curve, for the particular case ¥, = V,. The broken curve is an average of the oscillations
and its behaviour is given by an exponential decrease which decays as exp[ —(2| V| /g)z]
for large z. :

S,
(8

L PVIgaV «

Figure 3. Charge overflow between the semiconductors shown in figure 2 for a given value of
AV.

The essential point which emerges from the analysis of our one-dimensional model is
the existence of this flow of charge between both semiconductors with an energy close
to the valence band edges and creating a dipole which tends to equalise both mid-gaps.
It is interesting to remark that this charge decreases exponentially as exp[ — (2| V|/g)z]
for large z, which is similar to the decrease found in a one-dimensional metal-semicon-
ductor junction for the charge flowing from the metal to the semiconductor when the
Fermi level of the metal is higher than the mid-gap. Let us stress that both charges play the
same role in each junction and create the surface barrier which tends to equalise either
both mid-gaps or the metal Fermi level and the semiconductor mid-gap (I).

Once we have discussed the one-dimensional model, let us consider the three-dimen-
sional interface. As it has been stressed elsewhere (I), we can simplify this case if we only
consider points of high symmetry in the two-dimensional Brillouin zone of the semi-
conductor. At these points, matching equations are split into one-dimensional-type
problems (Flores and Tejedor 1977, Louis et al 1976). This allows us to generalise our one-
dimensional results to the three-dimensional interface, taking an average of the different
one-dimensional loops contributing to the restoring dipole. This average defines the
charge neutrality point ¢, for each semiconductor, rather like in I, in such a way that the
induced interface dipole depends linearly on the difference in energy, A, between both
charge neutrality points. In other words, as long as A = 0, we can look at the hetero-
junction as a metal-metal interface, with the interface dipole barrier D* =2 given by

D'"2=pi~%2 4+ p}~2 A=0) ©
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where D}~ 2 is the interface barrier for the jellium model and D] ~? includes all lattice
effects.

In general, however, we have A # 0. In this more general case, besides the metal-
like interface dipole, we have a restoring dipole 6D caused by a flow of charge similar to
the one discussed in the one-dimensional model. We can then write

D'"? =D} 4+ D™ + 6D (A # 0). (10)

Now, combining equations (10) and (1) and applying these to each semiconductor,
we can write the band edge discontinuity AE, in a straightforward manner as

E,=(x® + Eg¥) — (¢ + Eg™) — D, — 4D, (11)
where 'V, y®, Eg'* and Eg'? are defined in figure 1(b) and D, is given by
D,=D}~%*+ D}"* — (D} + D}) + (D? + D} (12)

We can now linearise for the induced dipole 6D by writing 8D = aA, where « defines the
linear relation between this induced dipole and the energy difference between both charge
neutrality levels A. Moreover, A can be easily related to ¢V, 2 and AE, (see figure 1b)
in such a way that we obtain from equation (10)

AE, = [1/(1 + )][((® + EgP) — ¢V + Eg) — D, + a(¢@ — ¢V)]. (13)

In this equation y is the electron affinity associated with the crystallographic face of the
junction. On the other hand, as D, and ¢, can be obtained in a similar manner to that
described in (I), we can determine AE, from equation (13) if we can calculate the coefficient
a. This is the subject of the following discussion.

The calculation of aA requires a model for the screening of the charge flowing between
both semiconductors, where many-body interactions have to be taken into account.
We are going to follow the method developed in I rather closely.

First of all, let us assume that A = 0. Then we can describe the interface charge by

_ fny — 3n, — n,) exp(By2) z<0
mz) = {nz + 3ny —n)exp(—Byz) z>0 (14)

where B, is determined by a variational method similar to the one proposed by Smith
(1969).

When A # 0,we havea flow of charge between both semiconductors. Ina first approxi-
mation, this charge can be described by

ON, exp(Q,2) z2<0

ON, exp(—Q,2) z>0 (15)

5N,(2) = {
where 6N, 6N ,, Q, and Q, are parameters determined to adjust equation (15) to the
charge flowing between both semiconductors. This charge has been obtained for different
heterojunctions by taking an average over two points of the two-dimensional Brillouin
zone (Louis et al 1976). Nevertheless, this charge 6N interacts with the whole system. As
in I we can split this interaction into two parts, one of long range, which screens 5N,
through a dielectric constant €, or €, and another of short range, at the interface, which is
calculated from the following model of interface charge. The point is to substitute, for
z > 0, the charge N, exp(Q,z) by

(ON,/e,) exp(Q,2) + 6N 7,z exp(Bz) (16)
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where (6N, /e,) exp(Q,z) gives the long-range screening while the short-range second
term SNy, z exp(Bz) is obtained by imposing charge conservation between SN, exp(Q,2)

and equation (16). This gives
7 = (B%/Q,)[1 — (1/¢,)] a7

which leaves B as a parameter to be determined by the minimisation of the many-electron
energy associated with the total charge of the interface.

Having obtained the charge given by equation (16), we can now proceed to write
the model for the total charge at the interface. This is given by .

N = {n, + u, exp(Bz) + 6N [(1/€,) exp(Q,2) + 7,z exp(Bz)] z<a a8)
n, + p, exp(—Bz) + ON,[(1/€,) exp(Q,2) + ¥,z exp(—Bz)] z>a

where the parameters u, and u, are determined by demanding continuity of the charge
and its derivative and a is calculated by imposing global charge neutrality.

In equation (18), B is a variational parameter which can be obtained by minimising
the interface energy by means of the method introduced by Smith (1969). In our particular
case, B has been obtained by linearising the many-electron energy in N, and 6N,
and taking the limit n, — n,, because of the good matching between both crystals. Once
B is known, it is straightforward to determine the electrostatic dipole «A associated with
the flow of charge between the semiconductors. Here, a is a complicated function of the
different properties of the heterojunction components. However, for heterojunctions
with covalent and/or III-V ionic semiconductors, « is almost independent of the par-
ticular components and has a value close to 2-5.

2.3. Electron energy levels for the heterojunction

Once we know o, AE, can be obtained from equation (13). Let us remark that equation
(13) gives Anderson’s (1960) result for AE, if we assume D, = a = 0. This implies that
both the surface lattice effects D, and the restoring dipole A could be neglected even
though both charge neutrality levels do not coincide. Let us stress that the first approxi-
.mation D, = Oisa reasonable one for the (110) faces, since for those interfaces the induced
charge (220) is small (Bertoni et al 1973) and the effects of both crystalline pseudopoten-
tials ¥(220) tend to cancel out (see I). However, a cannot be neglected in equation (13),
since, as has been discussed abave, ¢ ~ 2-5.
We have applied our model to the following heterojunctions: Ge-GaAs, Si-GaP,
AISb-GaSb and GaSb-InAs. In table 1 we give the charge neutrality level of each semi-
conductor as calculated by taking an average over two points of the two-dimensional

Table 1. Theoretical values of ¢, AE,, AE_and A (see text) for different (110) heterojunctions.

Ge-GaAs Si-GaP AISb-GaSb InAs-GaSb Ge-ZnSe GaAs-ZnSe
boeV) 017 055 000 077 074 061 045 061 017 2:01 055 2:01
AE (eV)—035 (f:: :::‘;7) 029 004 1-82 1-39
AE (V) 04 (f:: _gf‘; —-081 026 -012 —-009
AEv) 003 oo o6 020 002 007
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Brillouin zone (Louis et al 1976), using the bands given by Cohen and Bergstresser
(1966). In order to obtain AE, from equation (13), we have neglected D, and used the
experimental values of Eg'V), Eg'®, y™ and x'® which were available. This was so for all
I1I-V semiconductors. However, since we do not know the affinity of (110) covalent faces,
we have proceeded for Ga—GaAs and Si-GaP as follows. For Ge-GaAs we have taken
for (y® + Eg®) — (x'* + Eg'V) the theoretical value which can be deduced from the
work of Picket et al (1977), where AE, was obtained as well as the electrostatic dipole at
the interface. From our equation (11) and assuming here that D, ~ 0 and that the self-
consistent interface dipole coincides with aA, we can easily deduce (y® + Eg®) — (x'*
+ Eg\V). Thus (y + Eg) (GaAs) — (x + Eg)(Ge) = 0-30eV. For Si-GaP we have taken
two extreme cases. Firstly, we have assumed yg; = 4-05 eV, the same value as for the (111)
face. Secondly, we have taken yg, = 2:07 eV which is the value that we have inferred from
the ups data given by Sakurai et al (1977) for Si (110) 5 x 1.

In table 1 we give the values deduced from equation (13) for AE, and also for AE,
the conduction band discontinuity for different heterojunctions. The coincidence that we
have obtained with the results of Pickett et al (1977) for Ge-GaAs is remarkably good; in
principle, our data can only be compared with this theoretical calculation and not with
any empirical data, because of the way the parameters of equation (13) were estimated
above. However, these results can be modified at most by 0-1 eV if the error in the esti-
mation of (Eg?® + x®) — (Eg™™ + ™) is less than 0-35 eV. As such inaccuracy in this
quantity seems to be out of question, we think that the values predicted in table 1 for
Ge—GaAs have an error less than 01 eV. The experimental evidence suggests a value of
02 £+ 0-15 eV for AE_ (Pickett et al 1977), which seems to be in reasonable agreement with
our prediction of 040 + 0-1eV.

The results for Si-GaP can be compared with the empirical data of Zeindenberg and
Anderson (1967), who have deduced a value of AE_ ~ 0 for this heterojunction. Our
estimates for the two extreme assumptions of y,,, (Si) are just below and above this
experimental result. We believe that this is also a good confirmation of our model.

Although our analysis can only be applied to covalent or III-V ionic semiconductors
with confidence, it could be of interest to extrapolate our previous analysis to II-VI
ionic semiconductors. Thus, in table 1 we have also included the results obtained for
Ge-ZnSe and GaAs-ZnSe. Let us notice that in these cases, the self-consistent parameter
a which appears in aA has to be changed from 2-5 to 2-1. Let us stress that the conduction
band discontinuity calculated for GaAs-ZnSe seems to be in reasonable agreement with
some experimental evidence (Mach et al 1970), which gives further support to our model.

Finally it is of interest to note that in two recent theoretical calculations for Ge—GaAs,
either no surface states were found in the fundamental gap (Hermann and Kasowski
1978) or only surface states very close to the top of the valence band have been detected.
This seems to be in good agreement with the analysis given above for a one-dimensional
model and further extrapolated to a three-dimensional crystal.

3. Relaxation and interface states at homopolar heterojunctions

As has been mentioned above, there are some differences between homopolar and
heteropolar interfaces. The crucial one comes from the partial occupation of interface
states at homopolar heterojunctions. As we shall discuss presently, this can be related to
the interface relaxation needed to locate the interface band above the valence band. In
this section we discuss this interface relaxation, neglecting the self-consistency which
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gives the valence band discontinuity. We shall assume that both semiconductors have
their charge neutrality level lined up, i.e. A = 0. After the results of the last section (see
table 1), this can be taken as a reasonable approximation.

3.1. One-dimensional models: sum rules

Let us start by discussing a one-dimensional model. Figure 4 shows the model under
consideration: two covalent semiconductors are treated within the narrow-gap approxi-
mation and are in contact through an interface whose width is d. Notice that the essential

U S
o

Va Vi -
d
Figure 4. One-dimensional model for a heteropolar heterojunction, with a relaxation defined
by the distance d between both jellium edges.

[ S

difference between figures 4 and 2 is given by this relaxation; moreover, in figure 4 we
have also assumed that both mid-gaps are lined up. Let us note that this model is only
appropriate to analyse heteropolar heterojunctions, but here this analysis is important as
a first step to the discussion of homopolar heterojunctions further.

Firstly we are going to prove that the potential and charge distribution in the inter-
face of the model shown in figure 4 behave rather like these parameters in an interface
between two metals with the same densities as the semiconductors. Initially it is convenient
to analyse the density of states at the metallic interface, i.e. let us assume V, = V, =0
(see figure 4). Here, because of the symmetry around z = 0, the wavefunctions can be
classified as symmetric or antisymmetric in such a way that, defining the phase-shifts
S and n*, we can write

Yi(2) ~ sing|z] + 75 (19a)
YA(z) ~ sin(gz + n* sgn(2)). (19b)

Now for an infinite barrier at z = 0 and assuming that the crystalline potentials
extend up to this barrier, we have %= n* = Oand the interface density of statesis given by

N = —15(E) (20)

since a defect of 1 state comes from each side of the infinite barrier (Flores and Tejedor
1977, hereafter referred as II). Having obtained the density of states for an infinite barrier,
we can easily write down the density of states associated with a general interface barrier
creating the phase-shift n°and n* (II) as

NS(E) = ~13(E) + (1/n)(drn¥/dE) + (1/m)(dn*/dE). (21)

From this equation a type of Friedel sum rule can be obtained by integrating N5(E) up to(
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the Fermi level:
Z=0Qmm+n -1 (22)

Here Z is the interface charge defined by the distance d between both jellium edges
(see figure 4). In our one-dimensional model

Z = —(gd/m), (23)
whence
n*=5[1 — gd/n] — n*. (29

Let us return to the semiconductor interface, switching on the pseudopotentials
V, and V, (figure 4). We shall assume that the potential at the interface behaves like that
for a metallic interface. Then the interface states can be studied by matching the wave-
function

exp(q,2) sinfig(z + 1d) — 3@, z< -1

in the semiconductor gap to
Asin(g|z| + 75 + Bsin(gz + n* sgn(z))

at the interface and further on, matching this same interface wavefunction to
exp(—q,2)sin[1g(z — 1) + 30,] z>id.

The matching conditions determine the different interface states. For simplicity, let us
consider ¥, = V,, for which ®, = @, = ®. Then, assuming ¢, = q, < 39, we obtain
two independent equations for the existence of interface states, namely:

Oe,) = 2n* + 1gd (25a)

De,) = 2n°+ Lgd. (25b)
From the relation (24), we can write instead of equation (25b)

O(e,) = 1 — (2n* + 1gd). (26)

Comparing equations (25a) and (26), we see that the interface state levels €, and ¢,
must be symmetrically located around the lined up mid-gaps of both semiconductors.
This is shown schematically in figure 4.

On the other hand, the lowest interface state must be fully occupied while the highest
one is empty. This can be proved easily by considering initially an infinite barrier which
will be lowered later. With the infinite barrier at z = 0, we find an interface state with a
double degeneracy which is half-occupied (II). When this barrier is lowered, the degeneracy
is broken and the lowest state is fully occupied.

The previous arguments have shown that if it is assumed that the interface potential
behaves like that in a metal-metal junction, we have twe’ interface states at the hetero-
junction, symmetrically located around the mid-gap, with occupations of 0 and 1.
Now because of the symmetry around the mid-gap, the charge of the fully occupied
interface state is cancelled out by the associated defect of charge in the interface density
of states of the valence band. This cancellation is local (IT) and finally, this shows that the
assumption about the metal-like behaviour of the interface potential is self-consistent.

Although the metal-like behaviour of the one-dimensional interface of figure 4 has
just been proved, let us note that the interface states have not yet been determined, as they
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depend on the phase shift y* (equations 25 and 26). A reasonable assumption can be
made, however, if the relaxation d is small. For this case, the interface potential must be
localised near z = 0, which allows us to assume that n* ~ 0, since the antisymmetric
wavefunction is zero at z = 0. Then equations (25a) and (26) give

Oe,) = igd ' (27a)

Oe,) = — 1gd. (27b)

Before turning our attention to homopolar heterojunctions, it is of interest to discuss
the implication of the previous results for heteropolar or covalent heterojunctions. Firstly
let us stress that the previous arguments about one-dimensional models can be generalised
to three-dimensional surfaces. Then, by comparison with the results obtained in §2 for
no relaxation, we find two main differences: (i) for an outwards relaxation an interface
state band emerges from the valence band; (i) meanwhile, the restoring dipole aA
decreases depending on the value of this outwards relaxation. However, for a small
relaxation, i.c. a few percent of the bond length, the coefticient a does not change very
much. The implication of this is that for a small relaxation, the energy levels of the hetero-
polar heterojunctions are almost independent of this relaxation. This also seems to be
the result obtained theoretically by Pickett and Cohen (1978) in a self-consistent calcula-
tion for a relaxed (110) Ge-GaAs heterojunction.

Let us consider now a one-dimensional model for an homopolar heterojunction. In
this case the main difference, compared with the model given in figure 4, is that the
minimum of the ionic crystalline potential does not coincide with the jellium edge which
defines the surface charge (Flores et al 1978). These displacements can be defined by
two phase shifts, , and a,, such that the wavefunctions inside the semiconductor gaps for
|z| > 1d are given by

exp(q,2) cos[3g(z + 3d) -1 ®, — a,] z< -4 (28a)
and
exp(~—q,z) cos[3g(z — id) + 1@, + «,] z>4d (28b)

Now, the surface charge located between the jellium edges and the minimum of each
crystalline potential defines the occupation of the interface states. It is then an easy
matter to see that this new occupation Q is given by

Q=1 [ +a)r] (29)

ifa, + a, is positive.Fora, + «, negative, |a, + «,|/x gives the occupation of the highest
interface state which is no longer unoccupied.

The interface potential of this model can be analysed like the covalent case. Firstly,
let us assume that this potential behaves like that at the interface of a metal. Then, from
equations (28), we get the following equations for the interface state levels:

®e,) =29, = —39d + (2, + a;) + 2cos? Ha, — o) bn — 7%) — 2P sin® Yo, — ;)
(30a)
De,) =21, = — 39d + (2, + a,) + 2sin® Yo, — o)) Gm — 1¥)
' —2n* cos®* Ya, — a,) (30b)

where the phase shiftsn, and n, are defined by the last equalities. From these equations and
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equation (24) it can easily be shown that
2, + 20, = w4+ 2a, + ay). (31)

This equation shows that for @, + a, # 0, the interface states are no longer symmetri-
cally located around the midgap. For (¢, + a,) 2 Oeither interface state moves upwards/
downwards in energy.

Morover, as we are going to prove, for ionic semiconductors (a, + a, # 0) there is no
local cancellation between the charge of the interface state and the associated charge in
the valence band. We can analyse this case by treating the charge in one semiconductor as
the superposition of two charges for a free semiconductor surface. As has been shown
elsewhere (II), the surface electronic properties of a one-dimensional free semiconductor
are determined by the electronic phase shift near the gap. In the present work, equations
(30) show that we can look at the charge in one semiconductor of the heterojunction
as the superposition of two charges for a free surface. From equations (30) the first
surface has the phase shift n,, while the second surface has the phase shift ,. Now the
cancellation of charge in each one-dimensional free surface can be analysed by calculating
the dipole

D= 41:J z0p (z)dz 32)
]

where dp(z) is the sum of the charges in the surface state and the associated density of

states in the valence band. For a narrow-gap semiconductor

mng sin2py g 2n 2ng Q
Q)= — ——— = 33
Din.@) 2V 1 +cos2y Vsin2p = |V]sin2py (33)
where Q is the occupation of the surface state (Flores et al 1978). For our present case,
we can obtain the dipole layer created at the heterojunction between z = 0 and oo, only
across one semiconductor, by the superposition of two surfaces with n = n, and n, and

from the occupancy given by equation (29):

D = 1D{n,, 04+ 3Din,1 — [(a, +a,)/n]}. (34)

Here the factor } is related to the existence of two media for z > 0 and z < 0. It is an
easy matter to see that this dipole D is not zero for an ionic semiconductor. This is due to
to the lack of cancellation between the charge in the interface state and the charge in the
valence band. This implies that our assumption about the metal-like behaviour of the
interface potential is not valid and that a perturbation of this potential must be induced
at the interface. For a metal-like interface we have seen that n* ~ 0 and n° >~ {(n — gd).
after assuming that the interface potential is localised near z ~ 0. Now the perturbation of
this potential coming from the interface states must be extended over distances of the
order of g/|V|, which is much greater than the relaxation d which is assumed to be a few
percent of the bond length. Then, the interface potential can be split into two regions:
one is localised close to the origin z ~ 0 and creates the metal-like phase shifts n* ~ 0
and 5= Y{n — gd); the other is much more extended and changes those phase shifts by
some given amount. If we assume that this perturbative potential can be analysed by a
WKB approximation, we conclude that the phase shifts #* and 5 of the metal-like
interface are both modified by the same amount. Therefore we change n* and 5’ into
n* + éa and >+ 6 for the ionic semiconductor. In order to determine do, we also
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assume that the induced dipole must be zero for the new phase shifts, namely
D{n,,0}+ Di{n3, 1 — [(@, + «))/n]} = 0 (35)

where 7, and n;, are given by equation (30), substituting #* and #° by #* + da and
n®+ da. This assumption is supported by the fact that the induced potential tends to
shift the interface states towards an energy level for which the cancellation of the inter-
face charge is better. Since the dipole layer given by equation (34) is important even for a
small uncompensated charge, it is reasonable to assume that the interface state is practi-
cally determined by the cancellation of this dipole.

Once da has been obtained from equation (35), the interface states can be calculated
from the equations

d)(Gl) = 2"'1 (36a)
®(e,) = 2n; (36b)
which must be used instead of equations (30). Let us note that the two dipoles appearing
in equation (35) depend essentially on (&, + a,) and da. Since (&, + a,) is directly related
to the interface occupation through equation (29), da is also a function of this occupation

through equation (35). The interface state can therefore be determined through equation
(36) as a function of its occupation.
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(a) (b)

Figure 5. Scheme showing the interface states for a one-dimensional relaxed interface.
(a) Heteropolar heterojunction; (b) homopolar heterojunction.

Figure 5 showsina schematic way the conclusions that can be obtained from theabove
argument. While in a one-dimensional heteropolar heterojunction, for a given outwards
relaxation, there are two interface states symmetrically located around the mid-gap, for a
one-dimensional homopolar heterojunction, with an occupancy less/greater than one,
the two interface states move upwards/downwards in energy. It is interesting to note that
these results are similar to those obtained for free semiconductor surfaces (Flores et al
1978). In a one-dimensional covalent semiconductor we find a half-occupied surface
state located at the mid-gap. However, in a one-dimensional ionic semiconductor, this
surface state moves upwards/downwards in energy for an occupation less/greater than
05.

3.2. Three-dimensional surfaces; relaxation

The arguments used above for a one-dimensional model can be generalised to three-
dimensional surfaces with some qualifications. Firstly let us point out that the ‘metallic’
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sum rule given by equation (22) can now be applied to three-dimensional surfaces if the
phase shifts are substituted by their average over the Fermi surface:

Z=Qmn + ™) -1 ' (37

On the other hand, in order to discuss the three-dimensional semiconductor surfaces,
we follow the general approach developed in (II) and apply a simple surface self-con-
sistency to a (111) covalent semiconductor. Let us summarise the main points:

(i) The corner of the two-dimensional Brillouin zone is taken as a representative
of the whole zone. In the above reference reasons have been given substantiating this
choice.

(ii) By analysing this point, the three-dimensional Schrodinger equation can be
split into three different one-dimensional equations. Surface self-consistency is then
reduced to study those three different one-dimensional models.

This method has been also applied to ionic surfaces (Flores et al 1978) and from this
previous work we can discuss the main points for a heterojunction. In general, we have to
solve the three-dimensional equation

—%Vzll’.(ﬂ, 2) + V(p, z)'l’g(p’ 7) = E,'ﬁ.(l’s 2) (38)
where
V(p, 2) = Vy(2) + Y. Vg(2) expliG. p) (39)

. . . . G . . .
and G is a two-dimensional reciprocal lattice vector. At the corner of the two-dimensional
Brillouin zone, the three-dimensional equation (38) can be reduced to the following
three one-dimensional equations:

[—3@¥dz?) + jx* + V)] f(z) = E© f9(2) i=123 (40)
where
Vi) = Vo(z) + Vy(2) + V) (41a)
V3(2) = V,(2) + V,(2)0* + V(2o (41b)
VO (z) = Vy(2) + V,(2)o + V¥ ). (41¢c)

V,(2)is defined by the following approximation to V(p, z) (the Jones zone approximation,
II): e

V(p, 2) = Vo(2) + V(2)[expliG-p) + exp(iG,.p) + expliG,.p)] +cC (42)

where G|, G, and G, are the three minor vectors of the two-dimensional Brilluoin zone
(F = (p,2) and w = exp[i(2n/3)]). Inside each crystal, the potentials ¥ (z) and V,(z)
become

Vo(2) = V, exp(ihz) + cC (43a)
V,(z) = — V, exp(ihz/3) + V, exp(i4hz/3) (43b)

where V, = V(111), Vy = V(220) and h is the modulus of the reciprocal vector (111). In
the narrow-gap approximation, we neglect ¥, and substitute V; by an effective real
pseudopotential V™, in such a way that ¥,(z) becomes a constant for |z| > d and V,(2) is
given by V¢ exp(idhz/3). Then the effective pseudopotentials in equations (40) become

V() = V, + [V exp(i4hz/3) + cc] (44a)

243



Energy barriers and interface states at heterojunctions 745

V3(2) = V, + {Vi" exp[i(4hz/3 + 2r/3)] + cc} (44b)
Vo) = ¥, + (V" expliidhz/3 — 2n/3)] +.cc} (44c)

inside each crystal.

This analysis shows that as far as an effective two-band approximation is good, the
the electronic structure of the fundamental gap is the'same for both covalent and ionic
semiconductors. However, there remain some important differences in relation to the
position of the edge of the jellium defining the surface charge in each case. As has been
shown elsewhere (Flores et al 1978), in an ionic crystal this edge does not coincide with the
plane dividing the crystal by a mid-bond. There, it was shown how this plane edge for a
III-V crystal is removed a distance //24 away from the mid-bond, / being the bond length.

Putting together all these arguments, we can see that the three-dimensional surface
can be discussed as the superposition of three different one-dimensional surfaces, each
one similar to the model discussed in the last section. For a covalent—ionic heterojunction
(with a III-V ionic crystal), it is easy to see that for each one of the three one-dimensional

surfaces we have

i=1 o, = /24 a, =0 (45a)
i=2 a, = (n/24) + (2n/3) a, = —2mn/3 (45b)
i=3 a, = (n/24) — (2n/3) o, =2n/3 (45¢)

These are the parameters defining each surface, as in equations (28). Moreover, for each
one-dimensional surface with a cation-like face there is a charge defect of (&, + a,)/n =
1/24 units. This means that for the three one-dimensional problems we have a defect of
1/8 units, in such a way that the band of interface states has an occupation of 7/8. Notice
that for an anion-like face this band is fully occupied and that the next upper band must
have an occupation of 1/8.

Now we can analyse each one-dimensional problem as in §2. However, one further
approximation must be made. This consists of using equation (37), an averaged equation
for a three-dimensional metal-like surface as a valid equation for the phase shifts of the
three one-dimensional surfaces which are taken as the average of the whole two-dimen-
sional Brillouin zone (II). Then for each one-dimensional surface defined by equations
(45) we can analyse the interface states and the local density of interface states associated
with the valence band. From this analysis one finds that only interface states appear for
the surface defined by equation (45a); for the other two surfaces there is no interface state.
Moreover, it can be proved that the interface potential is not in this case similar to that ofa
metal-like interface. The phase shifts associated with this interface potential can be
found, as in the one-dimensional case, by imposing the ‘condition that the induced
interface dipole vanishes. This gives the following equation:

3

which generalises equation (35) to our three-dimensional interface. In equation (46)
n}or n} are the phase shifts given by equations (39) but writing y* + S« and #° + S«
instead of n* and #°,and Q' are the occupancies of the interface states (' = 7/8; in the
two other cases we must take Q2 = Q3 = 0, since there is no interface state). Notice that
in writing equation (46) we have assumed the effective pseudopotentials to be the same
for each semiconductor. This is a reasonable approximation for the Ge-GaAs hetero-
junction to which we are going to apply our results.
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Equation (46) determines the interface phase shifts, 7* + da and #° + éa, from which
interface state appearing for equation (45a) can be easily obtained. Knowing these
phase shifts, not only the interface state at the corner of the two-dimensional Brillouin
zone, but also the interface states at any other two-dimensional point can be calculated.
In order to explain how we have proceeded, let us write down the wavefunctions across
the interface for the one-dimensional models given above. Under these conditions,

instead of equations (19) we have

¥3(2) ~ cos hjz| + 9 — in) (47a)

YA(2) ~ sin(3 hz + n'* sgn(z)) (47b)
where g has been substituted by 4h/3 (see equations 44) and we have written n* and ns
instead of #* and n°. For a different point of the two-dimensional Brilluoin zone, the
wavefunctions across the interface have a dependence on z different from the one shown
in equations (47). In general, other reciprocal wavevectors appear in them and also
other phase shifts must be included. As the wavevector 4h/3 appearing at the corner of
the Brillouin zone is an average of the different wavevectors of the whole Brillouin zone,
we have approximated the wavefunctions across the interface by

Vi(@z) ~ cos[—%g]zl + (ﬁ) oS - é”‘)] (48a)
ye) ~ sin[%az + (;f/—j> nt sgn(z)]- (48b)

Thus we define the phase shifts in such a way that they have the appropriate mean values
'S and n'A, since {g)> = 4h/3 for the (111) surface within the Jones zone approximation
(I1; Elices et al 1974).

Knowing the wavefunctions (48) across the interface, the matching equations for the
interface states can be obtained at any point of the two-dimensional Brillouin zone. As
an example, let us consider the point X of the two-dimensional Brillouin zone (figure 6).

Figure 6. The two-dimensional Brillouin zone for a (111) face (inner hexagon) and the pro-
jected Jones zone (outer hexagon). Points 1-4 are equivalent to the point X of the first Brillouin
zone.
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In this figure the projected Jones zone for the (111) direction has also been drawn.
Elices et al (1974) explained how to calculate the band structure of a covalent crystal in
the Jones zone approximation. In the lowest approximation, the equivalent to a narrow-
gap approximation, the wavefunctions along the fundamental gap can be calculated
readily. For the symmetry A,, this wavefunction is given by

¥ ~ {cos(hz) + [(E"l — E,)/(E — E})]* sin(Gh2)} (exp(ix;. p) — exp(ix,. p)), (49)

where E| and E; are the levels around the fundamental gap associated with the symmetry
A, at the point L in the three-dimensional band structure (see figure 2 of Elices et al
1974) and x, and x, are the parallel components of the points 3 and 4 in figure 6. In
equation (49) the origin z = 0 is taken at the minimum of the crystalline pseudopotential
and we have neglected a decaying exponential factor.

A similar function can be obtained for an ionic semiconductor by using the same type
of approximation. Then, for a Ge-GaAs junction we have the following wavefunctions:

Y ~ cosGh)[z — 1d — (I/24)] + [(E\(GaAs) — E)(E — E}(GaAs))]'?

x sin(3h) [z — 4d — (1/24)] z>3d (50)
¥, ~ cos(3h) (z + 3d) + [(E\(Ge) — E)/(E — Ey(Ge))]* sin(3h)(z +1d)
z <

where 1/24 is the distance between the edge of the jellium and the minimum of the
pseudopotential for a ITI-V ionic compound. In equation (50) we have neglected the
component parallel to the surface given by |exp(ix; . p) —exp(ix,.p)|.

On the other hand, at the interface, the wavefunction is given by a combination of the
functions (48a) and (48b), taking g = h. Therefore

Y' ~ Acos[th|z| + 3 — in)] + Bsinhz + 3n" sgn(z)) |z| < 4d. (51)

Matching the wavefunctions (50) and (51), we find the energy levels of the interface state
we are looking for at X.

The same type of argument can be used to analyse other points of the Brillouin zone
with other sy:mmetries. We omit further details and concentrate on giving the main
results obtained for the (111) Ge—GaAs interface.

(i) In this heterojunction one band of interface states has been found, with its
maximum at the Brillouin zone centre and following closely the top of the valence band
projection in the (111) direction.

(i) When an outwards relaxation is considered, this band moves upwards in
energy.

(ii) In order to achieve self-consistency, an outward relaxation must exist at the
interface such that 1/8 of the whole band is raised above the top of the valence band.
This condition comes from the partial occupation of this band (7/8) (Baraff et al 1977).

(iv) An outwards relaxation of 4% of the bond length is needed to comply with
the last condition.

4. Concluding remarks

In this paper we have analysed homopolar and heteropolar heterojunctions. The main
difference between these junctions is associated with the occupancy of the interface
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band. In a homopolar heterojunction the interface states are partially occupied, so that
an interface relaxation is needed in order to raise part of the interface band above the top
of the valence band. Heteropolar heterojunctions do not have this type of restriction.

In §2 we have given a simple approach to obtain the electronic energy levels at these
heteropolar junctions. The crucial point in this approach is the introduction of a restor-
ing surface dipole, which tends to equalise the charge neutrality points of both semi-
conductors. With this simple idea we have obtained the energy levels at the junction and
the results are in very good agreement with other experimental and theoretical infor-
mation. We then discussed the effect of relaxation on these heterojunctions. We have
shown that, apart from the appearance of a band of fully occupied interface states
close to the valence band, no other important effects are expected to appear for a small
relaxation. In particular, the energy discontinuities between both bulk bands are almost
independent of this amount of relaxation.

The homopolar heterojunctions are studied assuming that the charge neutrality
points of both semiconductors are lined up. This approach is supported by the results
obtained for heteropolar heterojunctions and we have therefore concentrated on the
important problem of interface relaxation. We have obtained the interface band of
electronic states as a function of the relaxation and have found in this way that a relaxation
of4 Y9, is needed to raise 1/8 of the band of interface states above the valence band. Recently,
atight-binding model has been used to study the (111) Ge-GaAs interface self-consistently
(Djafari-Rouhani et al 1978a). The main conclusions of this approach are that the
occupancy of the band of interface states is 7/8, and that there is an interface relaxation of
roughly 10 9. This relaxation is an approximate value and can only be taken asan order
of magnitude, similar to the one obtained above. The comparison between both methods
(Djafari-Rouhani et al 1978b) shows that a relaxation of 4 % or a little more must occur at
the interface between Ge and GaAs, which lends support to the simple approach developed
in § 3. Finally, it could be of interest to stress the similarity between our results for the (111)
Ge-GaAs interface and the results of Baraff et al (1977) for the (100) Ge-GaAs interface.
In both cases the interface relaxation gives an increase of 4%, for the Ge-Ga bond length,
which is in good agreement with the length obtained for the Ge-Ga bond by means of
simple chemical arguments (Baraff et al 1977).
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It is argued that the absolute hydrostatic deformation potentials recently calculated for
tetrahedral semiconductors with the linear muffin-tin-orbital method must be screened by the dielec--
tric response of the material before using them to calculate electron-phonon interaction. This
screening can be estimated by using the midpoint of an average dielectric gap evaluated at special
(Baldereschi) points of the band structure. This dielectric midgap energy (DME) is related to the
charge-neutrality point introduced by Tejedor and Flores, and also by Tersoff, to evaluate band
offsets in heterojunctions and Schottky-barrier heights. We tabulate band offsets obtained with this
method for several heterojunctions and compare them with other experimental and theoretical re-
sults. The DME’s are tabulated and compared with those of Tersoff’s charge-neutrality points.

1. INTRODUCTION

The matrix elements for the interaction between car-
riers and acoustic phonons at band extrema of semicon-
ductors can be evaluated from the deformation potentials
for uniform strain (dependence of band extrema on
strain).! While this is straightforward for the shear (trace-
less) components of the strain, problems arise when han-
dling the hydrostatic components which accompany longi-
tudinal phonons.? The corresponding deformation poten-
tials are defined, for an infinite solid, to an arbitrary con-
stant which represents the variation of the arbitrarily
chosen zero of energy with hydrostatic stress. This arbi-
trariness should, of course, disappear when dealing with
the finite solids found in nature. It should, therefore, be
possible to define absolute deformation potentials for a
uniform hydrostatic strain with respect to a fixed energy,
e.g., the energy at infinity or at a point sufficiently far
from the sample. Such deformation potentials would cor-
respond, for the bottom of the conduction band, to the
variation of the electron affinity with strain and for the
top of the valence band to that of the ionization potential
(photoelectric threshold). They should, therefore, be af-
fected by surface properties rather than being a bulk prop-
erty. Their evaluation as surface dependent quantities
represents a formidable theoretical problem. The defor-
mation potentials required to evaluate the electron-phonon
interaction for phonons of wavelength much smaller than
the sample size should be, however, bulk quantities in-
dependent of surface details.

In a recent paper,’ Vergés et al. suggested that the
linear muffin-tin-orbital (LMTO) method® provides a
natural way of overcoming this problem. In this method,
the solid is broken up into atomiclike spheres and all po-
tentials are referred to the reference level which is chosen
so that the Hartree potential of a single atomic sphere is
zero at infinity. The solid can be terminated at any sphere
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while leaving the electronic charge distribution in this
sphere equal to that it would have in the bulk. An at-
tempt was made to evaluate in this manner the electron-
phonon interaction constants relevant to longitudinal
acoustic phonons.? In doing so, the problem of screening
by the dielectric function of the solid was overlooked: un-
screened hydrostatic deformation potentials were used.

While the perturbations produced by the shear com-
ponents of phonons are only insignificantly screened,
strong screening should take place for the hydrostatic
strain of long-wavelength longitudinal phonons. The
present paper addresses this problem. Using the one-
dimensional Penn model for the dielectric function,? it is
shown that the average of the hydrostatic deformation po-
tentials of the valence and conduction states which form
the Penn gap must be screened by the full dielectric func-*
tion [we call the average of the conduction and valence
energies at the Penn gap. the dielectric midpoint energy
(DME)]. Thus the deformation potential of the DME,
ap, must be partly compensated by the screening response
ap[l—e (@] This screening response must be subtract-
ed from all deformation potentials calculated in Ref. 2 in
order to obtain the appropriate electron—LA-phonon cou-
pling constants.

In this paper, results obtained by this technique for the
electron-phonon coupling constants of group-IV elements
and III-V and II-VI compound semiconductors are tabu-
lated and compared with the few experimental and some
theoretical data available. The calculations are performed
with the LMTO method at the first Baldereschi special
point.’> The relevance of the screened deformation poten-
tials to the problem of the dependence of the lattice con-
stant of semiconductors on doping with either donors or
acceptors is also discussed.

The concept of a midgap energy has been recently in-
troduced by Tejedor, Flores, and Louis®’ and by Ters-
off®=!%in connection with the lining up of the band struc-
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tures across semiconductor-semiconductor (heterojunc-
tion) and semiconductor-metal interfaces (Schottky bar-
riers). This midgap point has also been referred to as the
charge-neutrality point.”~° We suggest that this midgap
point is basically the same as the DME discussed here for
the screening of the electron—LA-phonon interaction. We
in fact use the DME’s calculated with the LMTO method
for the first Baldereschi special points to evaluate
valence-band offsets in several lattice matched heterojunc-
tions and compare them with other available experimental
and theoretical results. In doing so, we discuss the value
of the dielectric constant to be used for the screening, an
average of that of both constituents somewhat reduced
from that for ¢ =0 because of the abruptness of the junc-
tions. We also present a tabulation of DME’s with respect
to the top of the valence band obtained with the LMTO
special point method and compare it with calculations of
the charge neutrality point performed by Tersoff.

II. THE DIELECTRIC MIDPOINT ENERGY (DME)

As discussed in Refs. 1, 2, and 11, the LA phonon pro-
duces a perturbation on electronic band edges equivalent
to a sinusoidal potential. This perturbation is different
for each band edge. .For long-wavelength phonons, this
perturbation can be easily obtained by multiplying the
strain associated with the phonon by a deformation poten-
tial which gives the change of the band edge energy-per-
unit strain. It is helpful to decompose the local strain into
irreducible symmetry components. For a cubic crystal
they are the hydrostatic strain (multiple of the unit ma-
trix), and two traceless strains which correspond to shear
deformation along the (100) and (111) axes. The form-
er will be strongly screened by the dielectric response of
the crystal while the screening of the latter should be in-
significant. Here we discuss the screening of the hydro-
static component, which was neglected in Ref. 2. We
shall argue that there is a band energy, obtained as an
average of the upper valence band and the lowest conduc-
tion band, whose deformation potential must be divided
by the zero-frequency intrinsic dielectric response func-
tion €(g). This energy will be called the dielectric mid-
point energy (DME or Ep), and its hydrostatic deforma-
tion potential dEp/dInV (V is the volume) will be called
ap. For the wave vectors ¢ involved in standard trans-
port processes, €(g) will be practically equal to its value €
for g =0. Large concentrations of free carriers will modi-
fy e(q) by adding to it their Lindhard polarizability.'>!?
We shall not consider this case here since our discussion
can be trivially extended to deal with it. The unscreened
deformation potential of all band extrema must be
corrected by addition of the screening potential which acts
on the DME.

The screening of an external electrostatic potential, act-
ing equally on all band states, is rather trivial: it is per-
formed simply by dividing the potential by e(g). In the
case of the perturbations generated by the hydrostatic
strain which accompanies an LA phonon, the situation is
not so simple since this perturbation is different for each
band edge. Thus the notion of singling out some energy

(the DME) which can be screened by division by e(gq)
naturally arises. We give here a heuristic derivation of the
DME uscd in this work. A moré rigorous derivation i3
given in the Appendix.

Let us first discuss briefly the nature of the intrinsic
dielectric response of zinc-blende-type semiconductors for
»~0 (the acoustic phonons of interest here have frequen-
cies much smaller than any characteristic frequency of the
dielectric response) and g ~0. This response is generated
by direct virtual transitions from the filled electronic
states to the empty conduction states plus a small correc-
tion for the lattice polarizability (phonon contribution) in
the case of ionic materials. We shall neglect this ionic
contribution for the time being.

The simplest model for the dielectric response of semi-
conductors is the isotropic Penn model.* In this model,
the valence band is described in a Jones zone which is
symmetrized in k space by making it spherical. An aver-
age isotropic gap is then introduced between this band and
the conduction bands, produced by the crystal potential.
Thus the model is basically one-dimensional and the tran-
sitions around the “Penn gap” dominate the dielectric
response. These concepts, in spite of their highly simpli-
fied nature, have been successfully applied to interpret
many features related to the dielectric response of semi-
conductors.!>'* The main feature we want to use now is
the existence of a group of filled states clustered around a
given valence-band energy Ey and a corresponding group
of conduction states (E,) which mainly produce the
dielectric response. Let us consider the unscreened pertur-
bation induced by an LA phonon on these states, i.e., their
hydrostatic deformation potentials. The valence electrons
will polarize so as to partially screen this perturbation.
One may, at first glance, think that this will take place by
setting up an electrostatic potential whose effect will be to
replace the hydrostatic deformation potential of the
valence band ay by ay /e(q), regardless of the value of the
deformation potential of the conduction band. This is of
course wrong, since filled valence states and empty con-
duction states must contribute symmetrically to the
dielectric response. (An empty state is a hole. Electrons
and holes must be treated on the same footing.) Hence we
infer that the dielectric screening represented by division
by €(g) must be applied to the average of ay and a,, i.e.,
to the deformation potential of a fictitious midgap state
situated halfway between the conduction and valence
states. The question of how to determine this state will be
considered next.

The dielectric function €(w,q) can be calculated by per-
forming a straightforward Brillouin-zone integration of
energies and matrix elements for interband transitions.'
An analysis of this integration (see, for nstance, Fig. 6 of
Ref. 16) suggests that the main contribution to € is for
transitions from the two top valence bands (spin degen-
erate in Ge and Si but not in the zinc-blende structure)
and the bottom two conduction bands (with the same de-
generacy properties). Thus we shall consider only these
bands here. The Brillouin-zone integration can be re-
placed by a sampling over a small number of so-called
Baldereschi special points.’ For the sake of simplicity, we
shall use here the first Baldereschi point (and implicitly
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the other 23 generated from it by the operations of the Oy
point groups): ‘
kp =(27/a0)(0.622,0.295,0) . n

We have calculated the energies of the two top valence
bands and the two bottom conduction bands at kp for a
number of group-IV elements and, III-V and II-VI com-
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pound semiconductors with the LMTO method.>!” The
results are given in Table I for the lattice constants at zero
pressure and temperature. For completeness, we have
added to this table the energies of these bands at the T, X,
and L points of the Brillouin zone, points which are also
of importance to the dielectric response.'#!> The table
also contains the deformation potentials a (i.e., the

TABLE 1. Energies (in eV) of (a) the top of the valence band and (b) the bottom of the conduction
band calculated with the fully relativistic LMTO method at the T, X, L, and B points. At the B (first
Baldereschi) point, the average values of the inversion asymmetry split spin doublet are listed. The cor-
responding volume deformation potentials are also given.

(a)

Valence bands

Deformation potentials a

T X; Lys B T X, Lys B
C 3.73 —2.73 0.91 —0.70 —15.42 —8.77 —12.59 —11.02
Si —0.85 —3.76 —-2.02 —2.99 —7.95 —5.06 —6.97 —5.62
Ge —0.79 —4.03 —-2.18 —3.19 —8.09 —428° —6.45 —5.15
a-Sn —1.39 —4.26 —2.59 —3.53 —7.34 —3.60 —5.68 —4.46
AlP —1.78 —3.95 —2.53 —3.26 —17.67 —5.39 —7.02 —5.98
AlAs —1.51 —3.84 —2.35 —3.18 —6.46 —4.13 —5.71 —4.73
AlSb —1.65 —3.96 —2.57 —3.43 ~1.35 —4.41 —6.21 —5.02
GaP —1.59 —4.32 —2.68 —3.51 —8.07 —4.43 —6.57 —5.34
GaAs —1.07 —3.85 —2.19 —3.08 —8.77 —4.92 —~7.15 —5.89
GaSb —1.46 —4.18 —2.62 —3.56 —17.95 —4.10 —6.21 —4.97
InP —2.08 —4.39 —2.99 —3.68 —6.91 —3.77 —5.59 —4.63
InAs —1.94 —4.56 —2.94 —-372 ~7.83 —4.18 —6.29 —5.20
InSb —-1.95 —4.41 —2.94 —3.79 —17.31 —3.67 —572 —4.60
ZnSe —2.80 —5.08 —3.67 —4.33 —8.62 —4.79 —7.09 —6.11
ZnTe —2.28 —4.64 —3.22 —4.05 —9.49 —4.79 —7.51 —6.13
CdTe —~2.94 —4.94 —37 —4.41 —8.16 —4.45 —6.61 —5.60
HgTe —2.45 —5.04 —3.43 —4.25 —10.45 —4.69 —8.02 —6.79
(b)
Conduction bands Deformation potentials a
T Xs Lg B s Xs Lg B
C 17.67 8.54 12.14 10.96 —39.71 —17.69 —39.92 —20.41
Si 2.15 —0.25 0.51 1.74 —20.97 —5.73 —11.49 —8.17
Ge —1.11 —-0.23 —0.85 1.66 —17.20 —6.55 —10.99 —8.71
a-Sn —2.53* —0.91 —1.81 0.50 —15.28° —5.84 —9.18 —8.00
AlP —1.38 -0.32 0.92 1.96 —16.81 —5.31 —11.51 —8.06
AlAs + 0.49 —0.30 —0.54 2.00 —13.83 —4.59 —9.96 —17.15
AlSb —0.59 —-0.73 —0.69 0.95 —15.78 —5.02 —9.91 —7.59
GaP —0.03 —0.05 —0.11 1.78 —15.90 —5.82 —11.14 —9.11
GaAs —0.94 +0.20 —0.35 2.04 —15.93 —6.59 —11.49 —10.06
GaSb —2.01 —0.85 —1.47 0.75 —16.35 —6.51 —9.80 —9.08
InP —1.58 —0.42 —0.76 1.26 —12.37 —523 —9.38 —-9.92
InAs —2.60 —0.85 —1.34 1.08 —14.49 —5.90 —10.18 —10.45
InSb —-2.72 —0.93 —1.82 0.30 —13.12 —6.51 —8.75 —-9.39
ZnSe —1.91 —0.02 —0.53 1.61 —13.26 —6.28 —10.59 —12.85
ZnTe —1.68 —0.31 —0.44 0.93 —14.74 —6.54 —3.56 —11.21
CdTe —2.73 —0.68 —1.56 0.18 —10.88 —5.88 —9.06 —11.10
HgTe —3.66 —0.81 —2.18 —0.33 —12.88 —9.27 —10.24 —12.35

*This T state is now below the top of the valence and in agreement with experiment, see Groves and
Paul (Ref. 64). In other cases in which this happens in the tables (e.g., Ge), it is an artifact of the LDA.
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volume derivatives) of all the energies mentioned above.
The LMTO calculations were fully relativistic, thus
including spin-orbit interaction. In the ionic materials
(ITII-V and II-VI compounds), the gap states at kp are
split by spin-orbit (s.0.) interaction, the splittings being in
all cases less than 0.3 eV. We have listed in Table I the
average of the split bands since we feel that these are the
values which should be used to determine the Ep. For the
T, X, and L points, the top of the valence bands are s.o.
split. We list the true top without spin-orbit averaging.

The LMTO calculations just mentioned were performed
with the local-density approximation (LDA) to the
exchange-correlation potential. This approximation is
known to lead to large errors (~100%) in the gaps for
direct excitations from the valence to the conduction
bands.'®!® These errors can be removed, in an “ad hoc”
manner, by introducing additional potentials at the atomic
cores.!” We have not followed this procedure here since
we do not know what its effect on the Baldereschi point
states is. The energies listed in Table I are uncorrected
LDA results.

The effect of LDA inaccuracies on the DME will be ex-
amined next. We list in Table II the values of the average
dielectric gap or Penn gap calculated from the data of
Table I at kg(Eg). We also list in this table the experi-
mental values of the average dielectric gap E, (page 42 of
Ref. 20) and the strongest structure in the imaginary part
of the dielectric function, usually labeled E; (page 169 of
Ref. 20) for the materials considered here. We note that
the calculated Ep’s represent rather well the experimental
E,’s and Ej’s (deviations less than 10%). The absolute
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errors due ‘to the LDA are thus less than for the funda-
mental (lowest) gap at I'. The relative errors are of course
even smaller, actually insignificant within the semiquanti-
tative nature of the present treatment.

We have also listed in Table I the hydrostatic deforma-
tion potentials of the various states under consideration,
also calculated with the LMTO method. We should keep
in mind that the residual LDA-induced errors seem to be
rather small for these deformation potentials.>'’ )

We have listed in Table II the position of the DME
with respect to the top of the valence band (Ep —Ey) and
the corresponding value for the charge neutrality points
(Er—Ey) calculated by Tersoff.”® We find an excellent
agreement between these two quantities. This agreement
is even more remarkable when one considers that Er in
Ref. 10 was obtained from first principles band structures
after applying a rigid shift between valence and conduc-
tion bands so as to correct for the LDA error in the
lowest gap (the so-called “scissors” operator). No such
shift has been applied here. We have not investigated the
source of this paradox.

III. SCREENED ELECTRON LA-PHONON
INTERACTION

As already mentioned, the screening potential which ac-
companies the LA-phonon perturbation corresponding to
an unscreened hydrostatic deformation potential a (listed
in Table I for several extrema) is obtained from the defor-
mation potential of the DMP ap, with the expression:

TABLE II. Representative values Ep, E;, and E, (in eV), for the Penn gap of several group-IV ele-
mental and III-V and II-VI compound semiconductors. Ejp has been calculated from the top valence
and the bottom conduction bands at the Balderschi point k. E,, from the tabulation in Ref. 20,
represents the average gap obtained from €(0) with the Penn model. E, is the energy of the major
structure in €;(w) (also from Ref. 20). We also have listed in this table the lattice constant of these ma-
terials, the dielectric midpoint energy Ep obtained from the Baldereschi point data, its difference to the
top of the valence band (Ep—Ey), and the corresponding difference for Tersoff’s charge neutrality level
Er—Ey (from Ref. 10). a, is the lattice constant in A.

Ep E, E, Ep—Ey Er—Ey Ep ag
C 11.66 13.5 12,5 1.40 +5.13 3.57
Si 4.73 4.71 4.40 0.23 0.36 —0.625 5.43
Ge 4.85 4.31 4.3 0.03 0.18 —0.765 5.65
a-Sn 4.03 3.06 3.75 —-0.12 —1.515 6.47
AIP 5.22 5.67 113 1.27 —0.65 5.47
AlAs 5.18 5.14 4.7 0.92 1.05 —0.59 5.66
AlSb 4.38 4.14 4.25 0.41 0.45 —1.24 6.13
GaP 5.29 5.75 5.27 0.73 0.81 —0.865 5.44
GaAs 5.12 5.20 4.85 0.55 0.50 —0.520 565
GaSb 4.31 4.12 4.1 0.06 0.07 —1.405 6.10
InP 4.94 5.16 4.8 0.87 0.76 —1.210 5.86
InAs 4.80 4.58 4.5 0.62 0.50 —1.32 6.05
InSb 4.09 3.73 4.08 0.20 0.01 —1.745 6.47
ZnSe 5.94 7.05 6.4 1.44 1.70 —1.36 5.65
ZnTe 4.98 5.74 5.3 0.73 0.84 —1.56 6.10
CdTe 4.59 5.79 5.0 0.83 0.85 —=2.115 6.48
HgTe 3.92 5.0 5.0 0.16 0.34 —2.29 6.48
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Aap=aple w,q)—1] . 2
For acoustic phonons w~O0. For intraband phonon
scattering, we can also take ¢~0 and use the static, ¢-
independent dielectric constant €. In Ge and Si, € is pure-
ly of electronic origin and thus the Penn gap or the first
Baldereschi gap is its main source. The analysis of Sec. IT
applies to this electronic €. In ionic (III-V, II-VI) materi-
als, there is a small contribution below wo (transverse op-
tic frequency) which can be easily estimated from wro
and oy ¢ (longitudinal optic frequency) with the Lyddane-
Sachs-Teller relation.?! It is not clear whether the DME
analysis given in Sec. II also applies to the ionic contribu-
tion to €. Nevertheless, its effect in Eq. (2) is rather small
since it amounts typically to ~10% of € and Eq. (2) is
dominated by the —1 inside the brackets. We shall there-
fore neglect the ionic contribution of € and use for € only
the ir, purely electronic contribution, sometimes called €;
or €.

This dielectric constant is listed in Table III (from Ref.
22, p. 114) for the materials of interest here. We also list
in this table the screening deformation potential Aaj, ob-
tained with Eq. (1) from the data of Tables I (ap) and III
(€), the screened value of ap (@p=ap-+Aap, screened
values are represented by a bar over the corresponding un-
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screened ones), and the screened deformation potentials of
the top valence extrema (I'y) and that of the lowest con-
duction valleys (I's, Ag, Oor L¢ as indicated). We also list
in this table values obtained recently by Tersoff? (a,°) by
matching his charge neutrality points and Van de Walle
et al* (ay®) by calculating superlattices consisting of the
same material stressed and unstressed. Since Tersoff’s
calculation implies infinite screening (€= ), we have list-
ed under a,¢ the values which result from adding Aaj to.
@y® and thus should be closer to the correctly screened
ay’s. :

We note that all theoretically predicted values of @, are
small and rather similar in magnitude. The corrected
values from the Tersoff data (@) fall between our calcu-
lations and those of Van de Walle et al. (@y°). The sign
reversals which appear now and then between different
calculations should not be taken too seriously: the abso-
lute values are very small when compared with unscreened
deformation potentials. Hence, even if the signs are dif-
ferent, the differences between the various estimates are
small. If we add to these @)’s the deformation potential
of a direct gap at T', we obtain in the cases in which the
lowest conduction-band minimum is at " (all the materi-
als under consideration with the exception of Ge, Si, AIP,
AlAs, AISb, GaP) the deformation potential of the lowest

TABLE III. Infrared dielectric constant € and various hydrostatic deformation potentials for the ma-
terials under consideration. @y and @, represent the screened deformation potentials of the highest
valence and the lowest conduction states, @p that of the dielectric midgap point. Aap represents the ef-
fect of screening on the deformation potentials. All deformation potentials (in eV) were obtained as
described in the text, unless otherwise indicated. In the cases of conduction-band minima along {100)
(Si, AIP, AlAs, AlSb, GaP, C) we took the deformation potentials to be those at X since these points

are either the minima or very close to them.

e Aap ap a,° a* ay’ ay ac

c 5.7 13.0 —2.8 —24 —4.7
Si 12 6.3 —-0.5 —1.6 —04 -1.0 +038 +0.6
Ge 16 6.5 —04 —1.6 +0.65 +0.2 +18 —45
a-Sn 20 59 —-0.3 —15 .

AIP 8 6.1 -09 —15 +08
AlAs 9.1 53 —0.6 —12 +04 —0.2 +0.7
AlSb 10.2 5.7 —0.6 —12 +0.7
GaP 9.1 6.6 —0.6 —-15 +038
GaAs 10.9 7.1 -0.7 —1.6 +0.65 —0.1 +0.7 —838
GaSb 14.4 6.5 —0.5 —14 —9.8
InP 9.6 6.5 -0.7 —0.4 —59
InAs 12.3 7.2 —0.6 —0.6 -7.3
InSb 15.7 6.5 —0.5 —0.8 —6.6
ZnSe 5.9 7.9 —~1.6 -0.7 —74
ZnTe 7.3 1.5 —-12 —2.0 -73
CdTe 72 72 —1.1 —-1.0 -37
HgTe 9.3 8.5 —11 —2.0 '

“From Ref. 22.

*Present calculations. Note that Cardona and Christensen (Ref. 65) have found that the calculated un-
screened ay for diamond is larger than the experimental one. The screened one given here is smaller

but leads to better agreement with experiment.
°Theoretical, from Ref. 23.

9Theoretical, from Ref. 23 after adding a@p.
“Theoretical, from Ref. 24.
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I" conduction-band valley @c. Since the deformation po-
tential of this gap is large (~ —9 eV), the differences just
mentioned are not too important in giving the value of @,.
We note that in Ref. 24, @, = —7.6 €V is given for GaAs,
which compares well with our result (@, =—8.8 eV). The
differences in @ reflect themselves more strongly in the
values of @, for Ge (L, band): in Ref. 24, 3, =—1.0 eV
is found, as compared with our value of @.=—4.5 eV.
For Si (A, band), we find @, = +0.6 while +3.1 is found
in Ref. 24. We should point out that a calculation of @y
which was implied to include screening has been per-
formed by Wiley?® for a few group IV and III-V materi-
als. It yields values of @y around +2.5 eV. However,
this calculation uses the vacuum level as reference and the
empirical dependence of the ionization energy on lattice
constant as a basis. Its connection with the @’s required
for the electron-phonon interaction problem is not obvi-
ous.

IV. COMPARISON WITH EXPERIMENT

We shall now compare the calculated values of @, given
in Table III with experimental data. The most precise
data should be found for the cases in which the conduc-
tion band minimum is at " since then no shear deforma-
tion potentials contribute to the scattering by LA pho-
nons. Still, polar optical phonon and impurity scattering
must be removed from experimental electron transport
data in order to obtain the @,’s, hence the accuracy in the
experimental determination of @, is not expected to be too
large. This fact has been best illusirated by Zawadski®
who has given a, plot of the variation of the reported
values of @, versus calendar year for InSb. They fluctuate
between 4 and 30 eV, averaging around 12 eV, a value
which comes close to the calculated unscreened one
(—13.1 eV) and thus must be too high. Two values are
reported in the literature which are close to the calculated
one for InSb (—6.6 eV). They were found by rather reli-
able methods: |@,|=(4.5+0.5) eV was obtained by
measuring the attenuation of an acoustic wave traveling
through doped InSb in a magnetic field,?”” |7, | =8.2 eV
was obtained from thermoelectric power in the phonon
drag region.?* Hot electron transport data® have yielded
|@. | =6.9 +0.4 eV, in excellent agreement with our cal-
culations. We feel that other existing experimental deter-
minations are more indirect and thus more subject to error
than the ones just given, which bracket our calculated
value of 6.6 eV. In the case of GaAs, there is by now also
a considerable amount of data, especially since the
discovery of the modulation doping technique®® which en-
ables one to dope GaAs by placing the impurities in an
adjacent AlAs layer, thus partly avoiding impurity
scattering. Analysis of low temperature mobility data for
such AlAs-GaAs multiple heterojunctions yields
|@, | =13.5 eV,*! a result which has been criticized in
Ref. 32 as disagreeing with data for single heterojunctions
which yield |@, | =7 eV. Analysis of bulk mobility data
in high-purity bulk GaAs also give the value |7, | =7.0
eV, in acceptable agreement with our value of 8.8 eV. We
point out that 8.6 eV has also been given by Rode.”> His
values, however, are simply meant to be the pressure coef-

ficient of the gap and thus not very relevant to the prob-
lem at hand except for the nontrivial fact, proven here,
that the I's valence state, after screening, is affected very
little by the hydrostatic strain of the LA phonon (@, ~0).
We should also point out that Vinter** has recently rein-
terpreted the data of Ref. 30 by using more accurate wave
functions for the quantized electrons. He finds |a, | =12
instead of 13.5 eV, as found in Ref. 31. We feel that our
value of 8.8 eV is also sufficiently close to 12 eV, al-
though the discrepancy between 12 eV and the value
found for bulk GaAs (7 eV) cannot be accepted.

We note that analysis of infrared absorption data for
GaAs, to which many scattering mechanisms contribute,
yields |@, | =15.7 eV.3®> We believe this value to be too
high. High values (|, | =17.5 eV) were also found from
transport measurements in Ref. 36.

Low-field transport data are also available for InP.
Their analysis yields the values |@, | =14.5 (Ref. 37) and
18 eV (Ref. 38) which would be compatible with our un-
screened data (| a, | =12.4 eV) but cannot be reconciled
with the screened value (5.9 eV). For InAs, the value
| @, | =11.5 has been reported in Ref. 37, also higher than
the calculated (screened) one (7.3 eV). It is not very likely
that quadrupole scattering, of the type discussed by
Lawaetz,® will provide the additional scattering mecha-
nism to harmonize the theoretical and experimental values
of |a,|. )

The uncertainties just described get even worse for elec-
tron valleys off k=0, such as found in Ge, Si, GaP, and
the Al compounds, as one has to include in the analysis
the shear components of both TA and LA phonons. The
value |@, | =5.7 ¢V found in Ref. 40 for Ge is in reason-
able agreement with our calculations (4.5 eV). That given
for Si in the same work |@.| =3 eV seems a little high
(ours is 0.6 eV) although it agrees with the predictions of
Ref. 24 (a, =2 eV). Other experimental data are given in
Ref. 2. We point out that a method to determine @, in-
cluding its sign, has been suggested in Ref. 41. It involves
the measurement of LA-phonon self-energies versus g in
heavily doped silicon with neutron scattering. The experi-
mental data seemed to favor @,~—5 eV. We have
reevaluated these data for @, =0. While the calculated
curve seems to deviate from the experimental data twice
as much as that obtained for @, = —5, we feel that the un-
certainty of the data and the theoretical processing (which
ignores electron mean-free path) is large enough to make
a,~0 acceptable.

The value |a@, | =9%1 eV has been obtained by Kocsis
for an analysis of transport data in GaP.* It is also much
higher than that predicted here (0.8 eV).

V. DEPENDENCE OF LATTICE CONSTANT
ON DOPING

Doping with electrically active atoms (donors or accep-
tors) is known to change the lattice constant of semicon-
ductors.>*»* We treat here the case of heavy doping, by
“shallow” hydrogenic impurities, in which the excess elec-
trons or holes have no ionization energy. As first suggest-
ed by Yokota,* the effect can be broken up into two com-
ponents, one due to the cores of the dopant ions and the
other to the hydrostatic deformation potential of the band
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edge occupied by the free carriers. We shall describe the
effect by the parameter f3:

(Aag)/ag=BN; , (3)

where N; is the dopant concentration and 3 will be given
in units of 1072 cm®. Thus B=/z.+Be s, Where By
corresponds to the hard-core effect of the ions and B, (B)
is the deformation potential effect for electrons (holes)

. given by:
Be,h‘_—i_(ﬁc,v)/3B ’ @

where B is the bulk modulus and the — (+) sign corre-
sponds to electrons (holes). It was shown in Ref. 2 that
the unscreened deformation potentials a, (a,) give the
correct sign of B, (B;) but too large a magnitude (a factor
of 2). As we shall see below (Table 1V), agreement is im-
proved if the screened @, are used. If no pinning of the
Fermi energy at the surface would take place, the argu-
ment for using an unscreened deformation potential may
be made since the corresponding strain would be uniform.
In samples exposed to air, however, the Fermi energy is
pinned at the surface, somewhere in the gap, and the
strain produced by the free carriers will not be uniform,
relaxing when the surface is approached to within a few
tens of an angstrom (screening length). The material in
this region will thus polarize and screen the deformation
potential in the manner discussed in Sec. II. Thus we con-
jecture that the screened @, (@,) should be used in Eq. (4).

We present in Table IV the total values of 3 determined
experimentally (B, and those of B&™P(B;™) obtained
from the experimental ones after subtracting the hard-
core effect calculated from the ionic radii as discussed in
Ref. 2 (see also Ref. 44) for Si, Ge, GaAs, and GaP with
different dopants. With the exception of electrons in X
valleys (Si and GaP), the agreement between 54" and the
values calculated from the @,, with Eq. (4) is rather satis-
factory, especially in view of the scatter in the experimen-
tal data. For the case of the X valleys, the opposite sign is
obtained for B and BF. We should keep in mind,
however, that in this case @, is very small. A slight de-
crease in the screening € would suffice to reverse its sign
and thus restore sign agreement between theory and exper-
iment. In any case, the agreement in Table IV is consider-
ably better than that shown in Table V of Ref. 2 for un-
screened deformation potentials.

VI. VALENCE-BAND OFFSETS
AT HETEROJUNCTIONS

A. Lattice-matched heterojunctions

As can be seen from the lattice constants aq in Table I,
many lattice-matched heterojunctions can be constructed
with the materials under consideration here. It will be-
come obvious in Sec. VIB that mismatches in a, of less
than 1% are negligible within the type of* accuracy aimed
at here (~0.1 eV). We shall consider heterojunctions with
ao mismatches of less than 1% to be lattice matched; for
the materials under consideration, the list of such hetero-
junctions is given in Table V. For each pair of materials,
we give first that with the deeper valence-band top (I's)
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was obtained with Eq. (4).

lc
e.h

the constant which expresses the doping-induced changes in aj,

represents the electronic contribution to B obtained as specified in the text while

TABLE IV. Experimental values of 3,

specified. B

Material

GaP

GaAs

Germanium

Silicon

©
)
=

Ge:h
+1

Te:e

Se:e

Sice

Sb:e
+ 11

As:e

P:e

Ga:h

B:h

Sb:e

+2.82
+ 1.6
—-0.7

P:e As:e

Dopant
and type

L

+3.0°

+ 11.6

+9.4
+ 16
+ 18

+3

+13

+ L7
—-19

—2.6

—-52
—4.6
—2.6

-0.12

+2

—1.3*
+3.7
—0.7

+7.4%
+9.0

—-2.9

—22
2.7

+ 11
+ 18

+9.9
+ 18

+12.4
+9.0

+35.8
+9.0

—0.7

rr
e
'e.h

B

*Reference 66.

YReference 67.
‘Reference 68
9Reference 69.
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TABLE V. Valence-band (AE{®) offsets (in eV) for nearly lattice matched heterojunctions between
several group-IV elements and III-V and II-VI compounds calculated by different methods compared
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with recent experimental data. The compound with the deeper valence band is listed first. A value of

0.7 eV has also been calcul

d ab initio by Thm and Cohen for ZnSe-GaAs (Ref. 70).

LMTO? LMTO® SCIC® CNp? Experiment
AIP/Si 0.92 0.91 1.03 0.91
AlP/GaP 0.38 0.34 0.36 0.46
AlAs/Ge 0.87 0.84 1.05 0.87 0.95¢
AlAs/GaAs 0.43 0.43 0.37 0.55 0.55,F 0.42¢
AlSb/GaSb 0.34 0.30 0.38 0.38 0.4"
GaP/Si 0.53 0.57 0.61 0.45 0.80!
GaAs/Ge 0.51 0.45 0.63 0.32 0.56
InSb/a-Sn 0.34 0.39
InAs/GaSb 0.55 0.54 0.38 0.43 0.51,% 0.57'
ZnSe/Ge 1.46 1.57 2.17 1.52 1.52," 1.29™
ZnSe/GaAs 0.99 1.13 1.59 1.20 1.10™
CdTe/a-Sn 0.99 1.12 1.09
CdTe/InSb 0.66 0.73 0.84 0.87"
CdTe/HgTe 0.64 0.61 0.23 0.51 0.35,° 0.12°

*Present calculations, Eq. (5) with & equal to € of Table III.

bPresent calculations, Eq. (5) with €=3.5.

“Self-consistent interface calculations (SCIC), from Refs. 45 and 46.
dCalculations based on charge-neutrality point, from Ref. 10.

“Reference 71.
Reference 72.
8Reference 73.
"Reference 74.
iReference 75.
iReference 76.
kReference 77.
'References 63 and 78.
™Reference 79.
"Reference 80
°Reference 81.
PReference 82.
9Reference 83.

after heterojunction formation.

The band offsets for the I'js states calculated by us, by
Tersoff'® and by Van de Walle and Martin*>* are given
in Table V compared with the most recent (or reliable, as
judged by the present authors) experimental data. Other
theoretical and experimental data can be found in Refs.
10, 45, and 46.

The procedure we have used for our calculations is
based on the calculation of the I'ys valence bands using
the LMTO method with respect to the reference level of
the ASA which, except for surface dipoles, should
represent the potential at infinity.>” When bringing two
materials together to form a heterojunction, a potential
difference will appear which will be screened by the elec-
tronic polarizability in a way similar to that discussed in
Secs. II and III for acoustic phonons. The phonons of
relevance, however, are of wavelength much larger than
the lattice constants while for the heterojunction the po-
tential variation occurs in a region of a depth typically
equal to about ao/2.%% It is therefore questionable
whether it is legitimate to screen with the full dielectric
constant. We thus use now an effective dielectric constant
€ and consider this question in more detail below. The ex-
pression for the band offset between two materials 4 and

B can thus be written:
AE}P=E}E{ (Ef—Ef)e-1)/¢ (5)

where E)’s represent the energies of the I'js top of the
valence band (including s.o. splitting), which are listed in
Table I. The sign of Eq. (5) has been chosen such that if
A has a deeper valence band, AEj® is positive. The ef-
fective dielectric constant € can be taken to be an average
of the ¢ =0, =0 data for both materials, listed in Table
III. As already mentioned, however, this probably overes-
timates the screening. A possible approach to correct this
deficiency would be to estimate or assume a one-
dimensional variation of Ep with z at the interface,
decompose it into one-dimensional Fourier components
and screen each according to the calculated e(g) averaged,
of course, for both materials.*’” For an interface with a
transition region of width ~a/2, as expected for [100]
heterojunction planés, and a linear variation of the poten-
tial within this region, we find a maximum in the Fourier
component of the potential for g,~5.6xd~!. Figure 7
of Ref. 47 shows that for Ge, GaAs, and ZnSe,
€(gp)=~2.3. One may, therefore, be tempted to use this
value for € in Eq. (5), regardless of material. This is a
point of view similar to that adopted in Ref. 7, where it
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was suggested, as a result of microscopic calculations for
the interface, that €=3.5 regardless of material. The
work of Tersoff, however, requiring exact lineup of Ef
and EZ, implies €= « in the spirit of Eq. (5). (E;~Ep
according to Table II.) (See Note added in proof.)
Fortunately, the band offsets AE ,5’3 calculated with our
formulation do not depend critically on the value of € be-
cause the values of Ej are very similar for materials
which yield well-ordered heterojunctions (see Table II). In
order to illustrate the differences in band offset estimates
produced by the uncertainty of € we present in Table V
calculations for lattice-matched pairs of materials per-
formed by replacing into Eq. (1) the energies of Tables I
and II, with two values of €, the average of those listed in
Table III for both components (¢ =0 assumption), and
€=3.5 as suggested in Ref. 7. The difference between
both predictions is small and no trends are apparent that
may help us to describe which ansatz is preferable for €.
Table V clearly exposes the fallacy of the so-called com-
mon anion rule*®* (small band offset for common
anions), a fact which has been also recently recognized by
Tersoff.*® The band offsets for pairs of materials with

10 0 100 -1 0
slo 1 0 =640 1 0f+85]0 —1

0 0 —2C,/Cyy 001 0 o
8y=38(1—-C,/Cyy), 8s=—18(14+2Cp,/Cyy),

where Cy; and C; are elastic stiffness constants. Equa-
tion (6) is valid for a (001) interface; generalization to oth-
er interfaces is trivial.

The correction of the values of AEj"® obtained with
Eq. (5) from the energies of the unstrained components
(Tables I and II) for the hydrostatic component of the
strain is straightforward. If A is the strained component
of the heterojunction, one must add to AE#5:

AfP=(—af+afi(e—1)/006y .

The values of the volume coefficients of the I';s valence
band ai*® and those for the DME aj'? are listed in
Tables I and III. We note that the ap’s and ap’s have the
same sign and about the same magnitude for all materials.
Hence, effects of 85 on I'j5s and the DME are nearly the
same and compensate each other. Actually, the a;’s are
somewhat larger in magnitude than the ap’s and this ef-
fect is accentuated through multiplication by (€—1)/&.
Hence a residual effect remains which tends to lower the
1"}; valence edge for the 4 material in the case 8y >0 (i.e.,
aff >ab). We consider next the cases of special interest.

1. Silicon-germanium

Let us take material 4 to be silicon (strained) and B
germanium (unstrained). We find

AE#5=1.655=+0.02 ¢V . _
Thus in this case 8y slightly increases the band offset be-
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common anions are not particularly smaller than for other
cases in which the anions are not common (e.g., InAs-
GaSb).

B. Lattice-mismatched heterojunctions

Several heterojunctions with constituents differing in
their lattice constants up to ~7% can be prepared. We
discuss here the pairs Ge-Si (6=Aa,/a,=0.04), GaAs-Si
(6=0.04), and GaAs-InAs (6=0.07), If the thickness of
one of the materials is small (<50 A for the cases men-
tioned) and that of the other large (substrate), the lattice
constant of the thin component along the interface will
match that of the substrate: the thin material will thus be
strained. As it becomes thicker, the lattice mismatch
(strain) is relieved through misfit dislocations. In the
latter case, the theory of the previous subsection is applic-
able. In the former, one must correct for the hydrostatic
and shear components of the strain. We thus decompose
the strain tensor of the strained component as follows:

(6)

tween Si and Ge which for the unstrained materials is cal-
culated to be 0.19 eV. If the strain is in the germanium
side (compression), we find similarly:

AE#®=_—1.65y= —0.02¢eV, @)

thus the magnitude of the effect is the same in both cases.

The treatment of the pure shear component of the
strain is more complicated, especially if the strained com-
ponent is silicon. In this case, the I'y valence band splits
into two and the strain couples it to its spin-orbit-split
component I';.>! Since the coupling energy is larger than
the spin-orbit splitting of Si (0.04 eV), the resulting shifts
are strongly nonlinear in strain. These complications can
be eliminated by treating the band offset for the average
of the six I';5 valence bands, the four I'y’s and two I';’s, as
discussed in Refs. 46 and 52: the effect of the pure shear
component of the strain 85 on the valence bands then
disappears. The offset for the average valence bands of
Ge and Si thus becomes AEj2 =0.12.¢V. much smaller
than the values calculated by Van de Walle and Martin
(0.54 V) (Refs. 46 and 52) with an “ab initio” pseudopo-
tential method which is expected to give a better represen-
tation of the interface than the calculations performed
here.

The experimental situation is, as for most heterojunc-
tions, somewhat confused. Maybe the most reliable
relevant data are those recently obtained for Si-Si;_,Ge,
multiple quantum wells, for x up to =~0.55%%% An
analysis of transport and other data enables the authors to
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deduce the relative positions of the lowest conduction
bands in the two components, now split by the uniaxial
stress. It is concluded in Refs. 46 and 52 that these data
require band offsets which extrapolate for x—1 to
AE,’Z’;@ >0.5 eV. Most other experimental data, however,
yield somewhat smaller values of this offset, although nei-
ther the nature of the interface nor the strain is usually
specified.> %7 The photoemission work of Margaritondo
et al.*® yields AE##=0.2 eV which, assuming that no
uniaxial strain is present, would correspond to
AE;’%’,Q:O.] eV, a result which would agree with ours.
However, AE;"®=0.4140.1 eV was obtained in Ref. 57,
using the same technique.

We note that Tersoffs calculations'® yield a value of
AE#®=0.25 eV for Si-Ge. Since these calculations do
not include any uniaxial stress, they correspond to
AE#E=0.15 ¢V, a number which agrees with our esti-
mates. In view of the reliability of the calculations of Van
de Walle and Martin,” we should examine the possibility
that the difference between data based on midgap points
(Tersoff’s, ours) and theirs may be due to the uniaxial
component of the stress.

For a (001) interface between materials with different
lattice constants, the first Baldereschi points [Eq. (1)] are
not all equivalent after the strain of Eq. (6) appears: they
split into three groups of eight each. The question then
arises of which of the split points must be matched with
that of the unstrained material. We have not calculated
the splitting of these points because of the complications
which arise in the LMTO method when shear strain is
present. We give, however, a simple model which enables
us to make a crude estimate of the splitting and its effects
on the matching across the interface.

Let us consider the Penn model of the electronic polari-
zability and the changes induced by strain, of both types
described in Eq. (6), on the Penn gap and on Ep. The
changes induced by 8y and 8 are, in principle, indepen-
dent of each other. If we assume, however, that the
change along a direction k of k space is given solely by
the compression along this direction, the hydrostatic and
the shear change become related through the expression
(for Ep):

AEp(k)=(Aap)(k-e-k) (®)

where e represents the strain tensor. Thus, for a shear
strain Ep will depend on the direction of k and we must
consider how to average the various Ep(k) so as to obtain
the one to be matched across a (001) interface. We note
that a similar model was successfully used in Ref. 14 to
explain the sign and magnitude of the long-wavelength
stress-induced birefringence.

We call 0 the angle between k and the (001) direction.
AEp(k) can thus be written, for the pure shear component
of the strain of Eq. (6):

AEp(k)=(Aap)8(2 cos’6—sin’@) . 9)

In order to decide which value of AEp(k) to use for the
matching across the interface, we consider the fact that in
the Penn model, the states along k only contribute to the
polarizability along k. Hence, if we want to consider the
effect of the dielectric response on the AE, (k) of Eq. (9),
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we must multiply this equation by cos?d and average it for
all directions of k. We find

(AEp ) 001y=(Aap)8,(2( cos*d —sin’0cos@)) /{ cos?6 )
=%(Aap)s, . (10)

The average of cos?d in the denominator of Eq. (10) has
been introduced to take into account that such average ap-
pears for a pure hydrostatic strain. For a Si-Ge interface
with Si under strain and Ge unstrained, we find with Eq.
(6) that §5=—0.024. With Aap=6.3 eV (Table III), we
finally obtain (AEp)g;=—0.12 eV. The sign of
(AEp )oo; just found is such that it increases the band
offset between Si and Ge and thus brings our calculated
value closer to those of Van de Walle and Martin.
Nevertheless, our calculated value will now be 0.22, still
too small when compared with that of those authors (0.54
eV). Van de Walle and Martin also calculated a Si-Ge
heterojunction between cubic Si and Ge with the same lat-
tice constant. They found a band offset of 0.40 eV. The
difference to the case in which Si was allowed to expand
along. the z axis, 0.14 eV,%2 does agree with the estimate of
the effect of the uniaxial stress performed above. Hence
the discrepancy between our result of 0.27 eV and that of
Ref. 52 (0.54 eV) is still unanswered.

A reason for this discrepancy may be found in the fact
that the spectrum of €,(w) of Si differs considerably from
that of Ge.”’ This is the spectrum of virtual transitions
which contribute to the polarizability for ©=0. Both Ge
and Si have a peak in €;(w) at ~4.3 eV (listed as E, in
Table II). They also have a peak, usually labeled E,, at
2.1 in the case of Ge and at 3.4 for Si. Hence the shape of
€(w) is considerably changed in Ge with respect to that of
Si. The increase in E; in the latter is responsible for the
fact that the dielectric gap E, of Si is ~4.8 eV, as com-
pared to 4.3 for Ge. The E; peak, due to transitions
along (111), is not well sampled by the first Baldereschi
point (see Table II; actually E,=4.73 eV for Si, smaller
than the value of 4.85 eV calculated for Ge!). Inclusion
of two Baldereschi points, (27/ag)(%,+,3) and
(27/ ag)(+,+,7), would remedy this problem as they in-
clude the transitions along the (111) directions respon-
sible for E,. Since the valence bands of both materials
are very similar, the discrepancy just discussed must re-
flect itself in a higher Ej, for Si than for Ge, in excess of
the difference between the Ej, calculated at the kp (Table
II). We estimate this additional increase in the Ep of Si
to be ~0.3 eV, which would bring our estimate of the
offset to 0.52 eV, now in agreement with the data of Ref.
52.

2. GaAs-Si

We now discuss the GaAs-Si heterojunction (§=0.04).
Using the method described above, we find for a lattice-
mismatched cubic heterojunction an average band offset
(AE4®) of 0.48 eV. For lattice-matched heterojunctions,
the hydrostatic strain lowers this value to 0.35 eV if only
the GaAs is strained and to 0.34 €V if only Si is strained.
The shear correction of Eq. (10) brings this value down to
0.21 eV in the former case and to 0.22 eV in the latter.
This is in reasonable agreement with Van de Walle’s cal-
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culations, which yield 0.12 eV for strained GaAs and 0.14
eV for strained Si.*

We note that an offset of 0.05 eV has been measured
for this system by Margaritondo®® for layers of GaAs
deposited on Si. The state of the strain in this layer, how-
ever, was not known.

3. GaAs-Inds

We discuss next the GaAs-InAs heterojunction for
which 8§=0.07. Our calculation without taking-into ac-
count the strain yields actually an average Fls valence
band for InAs lower than that for GaAs (AE&? = —0.15
eV). The hydrostatic correction brings this value up to
—0.12 eV. The uniaxial correction of Eq. (10) raises this
value by 0.30 eV, up to AEAE—=40.18 eV, with the
GaAs side now deeper than InAs. This is in rather good
agreement with the value of 0.11 eV calculated by Martin
and Van de Walle.**> The same value (+0.18 eV) is
found with our method for a strained GaAs layer. It
agrees even better with the results of Refs. 46 and 58
(40.21 eV).

We note that for this system, an offset AE,=0.17
+0.07 eV was measured by Kowalczyk et al® The
heterojunction was formed by a thin layer of InAs depo-
sited on a GaAs substrate. Because of the large spin-orbit
splittings of the I';s valence states (Ay=0.34 for GaAs,
0.38 for InAs), the nonlinear contributions to the strain
splittings of the top of the valence band are negligible. So
is the difference in the spin-orbit splittings. The linear
splitting of the 'y valence band of InAs by the uniaxial
strain, however, should lift the top of the valence band of
InAs by about 0.34 eV with respect to that of unstrained
GaAs (we have used for this estimate the strain deforma-
tion potential b = —1.8 eV given in Ref. 61), thus increas-
ing the band offset estimated here to AE*#=0.52 eV,
now much higher than the experimental one [0.17+0.07
eV (Ref. 60)]. A plausible explanation for the discrepancy
is partial relaxation of the large shear component of the
strain in the deposited InAs layer.

VII. CONCLUSIONS

We have shown that the valence- and conduction-band
edges calculated at the first Baldereschi special points
(k) for group-IV elemental and III-V and II-VI com-
pound semiconductors can be successfully used to esti-
mate the effect of screening on the hydrostatic deforma-
tion potentials used to calculate the electron-phonon in-
teraction. This procedure introduces the concept of a
dielectric midgap point, somewhat similar to Tersoff’s
charge-neutrality point, but arrived at in a rather dif-
ferent, simpler manner. The results so obtained for the
electron-phonon coupling constant yield reasonable agree-
ment with available experimental data when the most reli-
able ones of the many available and conflicting data are
chosen. They probably can be used as a guide to choose
among such conflicting data. The screened deformation
potentials so obtained also improve agreement of experi-
mental and calculated values of the change in lattice con-
stant with doping in heavily doped semiconductors.
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The ideas used for the evaluation of screening effects on
electron-phonon interaction constants can also be used to
calculate the effect of screening on the band offset at
heterojunctions obtained from the absolute energies calcu-
lated with the LMTO method. This procedure is straight-
forward in the case of nearly lattice-constant-matched
pairs of materials (less than 1% mismatch). For strongly
mismatched pairs, the effects of the hydrostatic and the
uniaxial components of the resulting strain must be in-
cluded. The former is straightforward to evaluate. The
latter is estimated on the basis of a generalized Penn
model which considers the inequivalence of the various
points of the star of kp after a shear strain is applied.
Reasonable agreement with ab initio pseudopotential cal-
culations for the same interfaces is obtained. The screen-
ing of the shear strain should also contribute small addi-
tional terms to the electron-phonon interaction constants
which are similar to the octopole terms discussed by
Lawaetz.** They have not been considered here any fur-
ther. .

In a recent paper, Priester et al. have performed a self-
consistent tight binding calculation of the Ge-GaAs inter-
face.? They use as reference sp> hybrids instead of the
DME utilized here. They find for that system a band
offset of 0.65 eV, only slightly higher than ours (0.51 eV).
It has also come to our attention that Claessen et al.®
have measured the dependence of the valence-band offsets
on pressure for InAs-GaSb superlattices. They find this
offset to increase at the rate 4.2 meV/kbar. Using the
method discussed here, we also find an increase of this
offset with pressure, but at a smaller rate, namely, 1.5
meV/kbar.

Note added in proof. W. A. Harrison and also J. C.
Durién, F. Flores, C. Tejedor, and A. Munoz (unpublished)
have recently calculated that the effective dielectric con-
stant  of Eq. (5) should be rather close to that for g =0.
If we accept this conclusion, the LMTO? data of Table V
should be preferred to the corresponding LMTOP data. A
value of @, =11%1 eV has been recently obtained by K.
Hirakawa and H. Sakaki [Appl. Phys. Lett. 49, 14 (1986)]
by investigating electron relaxation processes in AlGaAs-
GaAs heterojunctions.
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APPENDIX

The dielectric response of a semiconductor to a low-
frequency potential ¥ (r)=V¥,e™" (time dependence omit-
ted), such as that created by longitudinal acoustic pho-
nons, can be approximately obtained with the Penn
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model.* This model replaces the Jones zone by a sphere of
radius k, and introduces an isotropic gap, the Penn gap
'E,, between the occupied and unoccupied states at the
boundary of the spherical Jones zone. The model is basi-
cally equivalent to that of a one-dimensional semiconduc-

tor with a gap at the edge of the Brillouin (Jones) zone. In °

order to obtain the dielectric response, we must evaluate
the matrix element of ¥ (r) for virtual transitions between
the valence and the conduction band in the neighborhood
of E, (we implicitly neglect umklapp processes in the
dielectric response). For g—0, this matrix element tends
to zero, hence we evaluate it for ¢ small but finite. The

|

(eky+q/2| V() |v,k,—q/2) =3P, /E,[(c,k, | V, |k, )+ (v,k, |V |0,k ) ] -

V, must be understood as the self-consistent sum of the
applied unscreened potential and the dielectric response.
If the former is an external electrostatic potential, both
matrix elements in the rhs of Eq. (A1) become equal and
the dielectric response reduces the external potential Ve, ,
to a total potential V, =V, ,/€(q), where €(q) is the stat-
ic, g-dependent dielectric function. For g smaller than
about 0.2 times 27/a, (ag=crystallographic lattice con-
stant), e(g) is nearly equal to the value at ¢ =0. At
q =2m/a,, it reduces to a smaller value, close to that ob-
tained by Tejedor and Flores’ for the screening of band
offsets in heterojunctions.

In the case of the unscreened potential induced by the
hydrostatic component of the strain of a longitudinal
acoustic phonon, (c,k, |V, |c,k,) and (v,k, |V, |v,k,)
are not equal since the corresponding deformation poten-
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gap then takes place between valence states at k,—q/2
and conduction states at k,4¢/2. Using k-p-
perturbation theory, the corresponding eigenstates can be
written as

lek,+9/2) =(|c,k, ) +(Pg/2E,) |v,k, ))e 2,
. Al)
[v,k,—q/2)=(|v,k, ) +(Pg/2E,) | c,k,))e~"4"?

where ¢ and v denote the conduction and valence bands,
respectively, and P is the interband matrix element of p.
The interband matrix element of ¥ (r) is readily obtained
from Egs. (A1):

(A2)

I

tials usually differ (the Penn gap depends on hydrostatic
strain). Nevertheless, Eq. (A2) indicates that the calcula-
tion of the screened response is basically the same as that
for an electrostatic potential provided one replaces this
potential by the average of the potentials seen by the
valence and the conduction bands. This average must be
screened by dividing by e(q). Hence the deformation po-
tentials obtained in Ref. 2 must be corrected for the effect
of screening on the deformation potential of the dielectric
midpoint energy (average of the conduction and valence
bands which form the Penn gap) before using them to
evaluate the electron-phonon interaction. A similar
correction should be applied to the difference in absolute
band energies in order to obtain band offsets in hetero-
junctions.
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Self- d 1

lations of the electronic structure of the (110) Ge-ZnSe interface (IF)

indicate a density of localized IF states that may be experimentally detectable. The full spectrum is
presented and the character of the IF states is discussed. Evaluations of the bond charges indicate little
charge transfer parallel to the IF. A proposed relaxation of atoms at the IF is also presented. The detailed
electronic structure of Ge-ZnSe is found not to be a simple extension of that of Fe-GaAs.

1. INTRODUCTION

Since the appearance of reports™? that abrupt
GaAs-Al, Ga,_, As interfaces (IFs) could be fabri-
cated by molecular-beam-epitaxial (MBE) tech-
niques, there have been a number of theoretical
studies by various methods of abrupt semi-con-
ductor-semiconductor IFs. These include the
(110), (100), and (111) IFs of GaAs-AlAs®"® and of
Ge-GaAs,* ""1° Only very recently there have been
reportst!’ 2 of MBE fabrication of abrupt Ge-GaAs
IFs. The obvious implication is that other abrupt
IFs can also be made,

In this paper we present results of a self-con-
sistent pseudopotential calculation for an abrupt
(110) Ge-ZnSe IF, This system is interesting for
both experimental and theoretical reasons, Var-
ious crystallographic IFs have been fabricated
from Ge and ZnSe by liquid- and vapor-phase
epitaxy, and the resulting heterojunctions have
found workable applications, including transitors
and photovoltaic converters. Although all Ge-ZnSe
heterojunctions to date have been graded to some
extent, it seems likely that abrupt counterparts
will soon be made. From a theoretical point of
view, the study of this IF, following work® ” on the
same crystallographic IF in AlAs-GaAs and
Ge-GaAs using identical methods, should lead to
a better understanding of the physics of IF be-
havior, as well as providing detailed results for
a particular system. Some aspects of the work
described here have been reported elsewhere.!®

Localized IF states are found in various regions
below the valence-band maximum, as was the case
in Ge-GaAs. In Sec. II we discuss the dispersion
and character of the localized states and present
their local state density near the IF. The method
of calculation allows a direct inspection of the self-
consistent potential and its influence on the electro-
static IF dipole and band discontinuities. The
charge density is analyzed with a view toward
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understanding the IF chemistry and possibly pre-
dicting relaxation which may occur at this IF,
The conclusions are summarized in Sec. III.

II. RESULTS AND DISCUSSION

The method of calculation has been described in
detail elsewhere.® The effects of the ion cores on
the valence electrons are represented by local
pseudopotentials. With the effects of exchange and
correlation included in the local density approxi-
mation, the valence electrons are allowed to re-
adjust until the charge density is consistent with
the potential from which it is determined. The
Ge potential was used previously® 7 in the study
of the Ge-GaAs IF; for Zn and Se the potentials
were the same as were used in surface studies.'*
In using a local potential for Zn we are neglecting
effects due the 3d levels at ~-10 eV; this is not
expected to be a serious limitation,

The ideal (110) IF geometry is shown in Fig. 1.
Within the IF unit cell there are two bonding
chains directed across the IF, one containing the
Ge-Zn bond (ABABin Fig. 1) and the other (CDCD)
containing the Ge-Se bond. In addition, in each
atomic layer, bonding chains (Ge-Ge or Zn-Se)
run parallel to the IF. The lattice constant of the
parentbGe and ZnSe bulk crystals was taken to be
5.658 A and the lattice mismatch, ~0.2%, was
ignored. .

The superlattice configuration was used here, as
in previous studies, to introduce three-dimension-
al periodicity and allow the use of Fourier-space
techniques. The superlattice consisted of five lay-
ers of Ge and five layers of ZnSe, repeated peri-
odically in the direction z perpendicular to the IF.
To check that the five-layer—five-layer (denoted
5-5) superlattice is sufficient to reproduce the
properties of a single IF, a calculation for a Ge-
GaAs 5-5 superlattice was compared with the pre-
viously published® 7 9-9 superlattice calculation.

939 © 1978 The American Physical Society
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Ge-ZnSe (110) Interface
©Ge ©Se
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T

First
ZnSe
Layer

7 | Interface
Loyer

First Ge
Layer

FIG. 1. Atomic positions near the Ge-ZnSe (110)
interface. Heavy solid lines denote bonding directions,
except for bonds across the interface which are de-
noted by dashed lines. The bonding chains ABAB and
CDCD contain the Ge-Zn and Ge-Se bonds, respectively.

The self-consistent charge density in the IF region
was virtually identical in the two calculations, in-
dicating a very small interaction between neigh-
boring IFs even in the 5-5 superlattice. However,
it can be expected that a smaller superlattice will
make the identification of IF states less straight-
forward; this is discussed further below.

A. Self-consistent potential

In Fig. 2 we present a plot of the potential aver-
aged parallel to the IF, V(z), across the inter-
facial region. The electrostatic dipole, equal to
the difference in average potential across the IF,
is 0.25 +0.1 eV, with ZnSe having the higher
average potential. The uncertainties quoted have
arisen from interaction of neighboring IFs in the
superlattice geometry, Close inspection of Vi(z)
in Fig. 2 reveals that the potential away from the

Ge Interface ZaSe |

F | | 1 ) } |
|
\

NN

FIG. 2. Self-consistent potential V(z), averaged
parallel to the interface, plotted perpendicular to the
interface. The long arrow denotes the geometrical
interface and the short arrows mark the positions of
atomic planes.

x

V(z) (ev)
°
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(110) Ge-Zn Se Self-Consistent Potential (eV)

FIG. 3. Contour plot of the self-consistent potential
in the (a) ABAB and (b) CDCD bonding planes perpen-
dicular to the interface. The zero of potential is the
valence-band maximum of Ge, and the hatched areas
denote regions of positive potential. Interstitial posi-
tions are marked by x’s.

IF has not become exactly periodic. Averaging
parallel to the IF, of course, eliminates most of
the variations in the potential which are important
in inducing localized states. In Fig. 3 we show a
contour plot of the potential, measured relative to
the valence-band maximum of bulk Ge, in the two
planes containing the Ge-Zn and Ge-Se bonds
across the IF, On the scale of the variation of the
potential in the unit cell (~30 eV), the transition
from the Ge to ZnSe potential occurs entirely in
the interface layer; the potential in the Ge-Ge and
and Zn-Se bonding regions, even in the first layer
away from the IF, is nearly bulklike.

The most interesting feature of the potential is
its behavior in the regions where it is positive
(hatched regions in Fig. 3). These regions con-
stitute the “channels” in the diamond (or zinc
blende) lattice within which the charge density
vanishes. From the figure it is evident that the
potential in the ‘Channels” is similar in Ge, in
ZnSe, or at the IF. This is the basis of the model
of Frensley and Kroemer'® for band discontinuities
at an IF, in which they assumed the average of the
potentials at the two interstitial positions in the
bulk unit cell to be continuous across the IF.
These interstitial positions are marked by %’s in
Fig. 3, and the values of the self-consistent poten-
tial at the interstitial positions are labeled. It is
not possible to make a clear assessment of the
accuracy of the Frensley-Kroemer ansatz because
of the small but nonnegligible interaction of the
two IFs in the unit cell; however, it does seem to
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be satisfied at least to within 0.5 eV.

The results of the self-consistent calculation
give a valence-band discontinuity AE,=2.0+0.3
eV, with this uncertainty reflecting possible in-
accuracies arising from the use of local potentials
as well as that due to interaction of the IFs. In
the interpretation of experiments the “electron
affinity rule” value'® of 1.90 eV is usually assumed,
since no attempt at measurement has been made.
The model of Frensley and Kroemer!s'!"gives
AE,=1.84 eV, in reasonable agreement with our
result. The model of Harrison'® gives the signi-
ficantly smaller value of AE,=1,46 eV. An ex-
perimental determination of AE, for this IF would
provide a test for the various theories.

B. Interface states

One of the most fundamental aspects in under-
standing the electronic structure of an IF is the
spectrum of IF states. In Fig. 4 we show the (110)
projected band structures (PBS) of Ge and ZnSe,
with relative alignment determined® from the self-
consistent potential. True IF states, with a charge
density which decays rapidly away from the IF,
are allowed only in mutual gaps of the PBSs.
Resonances which have an enhanced density near
the IF may occur within either or both of the
PBSs.

We find no IF states in the thermal gap, in
agreement with the experimental consensus.!®
The localized states in the valence-band region are
shown in Fig. 4 in relation to the PBSs, Clearly

Ge-ZnSe Interface States
Gel7 ZnSeEY (110) Projected Bond Structure

0 Ge-Zn Interface Bond\
2K 7 0,
NN
-4 PN

Energy (eV)

-4

NSNS ===
i Se slike ”

T X X T

~ 2l

FIG. 4. Spectrum of interface states in (110) Ge-ZnSe,
in relation to the projected band structures of Ge and
ZnSe. Resonances have not been included in this graph,
but are discussed in the text.

2” Ge-Zn Interface Bond

P Resonance
(ZnSe purall_el bond)

A

_J

P

Se s-like State

FIG. 5. Contour plots of the charge density of the in-
terface states shown in Fig. 4. (a) and (b) are plotted
in planes perpendicular to the interface while (c) is
plotted in the ZnSe atomic layer adjacent to the interface.
At least 90% of the charge of each of these states is con-
fined to the plane which is shown, and the charge of each
state is normalized to unity in the unit cell.

identifiable as true IF states are (a) a Se-derived
s-like band at ~ ~16 eV, well separated from the
bulk Se s-like band throughout the Brillouin zone
(BZ), and (b) a Ge-Zn p-like bonding state at the
IF near -0.8 eV, Both of these bands are rather
flat, showing 0.5 eV dispersion throughout the
BZ. In addition there is a well-localized Zn-Se
bonding state parallel to the IF, denoted P in Fig.
4., The charge densities of these states are shown
in Fig. 5.

Before proceeding to the discussion of these
states, it should be noted that the (5-5) geometry
imposes some limitations on the identification of
IF states and resonances. As mentioned above,
the potential midway between IFs, in our case only
23 layers from the geometrical IF, has not quite
become bulklike. One result is that the bulk band
edges are not well defined, with an estimated un-
certainty of ~0.3 eV inthis calculation. Thus, al-
though the position of the P “resonance” is shown
in Fig. 4 to lie within one of the PBSs, its proximity
tothe band edges and degree of localization near the
IF suggest that, for a single isolated IF, Pisatrue
IF state.

A more quantitative estimate of the limitations
imposed by the superlattice geometry is possible.
Since the unit cell contains two IFs, well-defined
IF states and resonances appear in (nearly de-
generate) pairs. If the IFs are sufficiently close,
these states overlap, introducing an energy split-
ting which gives a measure of the interaction of the
IFs. For the very localized Se s-like states, the
splitting varied from 0.02 to 0.04 eV over the BZ
and is negligible. Likewise, the Zn-Se bonding
state P is confined almost entirely to the first
ZnSe atomic layer, and the splitting is = 0.02 eV
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FIG. 6. Local density of states near and at the (110)
Ge-ZnSe interface. The “excess” denotes localized
states. The notation and interpretation is given in the
text.

at X’'=(0,%) (in reduced units) and at k = (3, 1), the
two points where it was clearly identifiable. The
much larger splitting of 0.4-0.6 eV of the Ge-Zn
bonding state is due to this state being directed
perpendicular to the IF and decaying rather slowly
into the Ge. This state is well-formed only be-
cause it is sufficiently split off from the bulk
spectrum.

The local density of states (LDOS) in various
layers near the IF is shown in Fig. 6. The “inter-
face layer,” “first Ge layer, ”etc., are as shown
in Fig. 1. “Ge atomic plane No. 1,” etc., denotes
a slab also one layer thick but centered at the
atomic plane rather than between atomic layers.
The “excess” denotes the amount by which the
LDOS exceeds that of Ge and of ZnSe, and which
must represent states localized in that layer. The
Se s-like state and the Zn-Se p state are localized
on the ZnSe side of the IF, while the Ge-Zn bond-
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ing state is confined near the geometrical IF, Al-
so apparent are resonances on the Ge side of the
IF at =11 to -7 eV (below the ZnSe p bands) and
at -2.5 to -1 eV (above the ZnSe p bands). Exami-
nation of the charge density of these states indi-
cate that they arise from bulk Ge states which peak
near the IF before decaying quickly into the ZnSe
gaps, similarly to the “metal-induced gap states™®
found in Schottky-barrier studies. The density of
localized states is large enough to be studied ex-
perimentally by photoemission spectroscopy, as
has been done for the Ga-GaAs IF,? if abrupt IFs
can be prepared.

It is important to recognize that the states

' “localized” at an IF are in general completely
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bandlike in the plane parallel to the IF and are
localized only in the dimension perpendicular to
the IF. The physics of this kind of localization is
not yet well understood'?; however, consideration
of this one-dimensional localization can help un-
derstand the dispersion of the IF states. The Se
s-like state (respectively, Ge-Zn bonding state)
is strongly confined to only the CDCD (ABAB)
bonding chain in the (two-dimensional) IF unit
cell, and thus is very weakly coupled to the same
state in the next unit cell. This accounts for the
very small dispersion of these states (see Fig.
4), and to a good approximation they can be con-
sidered to be localized in three dimensions, simi-
larly tothe higher atomic core states ina crystal.
The Zn-Se bonding state, onthe other hand, is
strongly coupled to the neighboring unit cells in
the chain direction, resulting in ~2-eV disper-
sion, This state is truly localized in one direc-
tion only.

The Se s-like state can be considered as re-
sulting from a bulk Se s-state responding to the
move strongly attractive potential of Ge (relative
to Zn) and lowering its energy. The Ge-Zn IF
bond can be regarded variously as (a) bulk Ge p
responding to the weaker attractive potential
of Zn (relative to Ge), (b)abulk Zn p state respond-
ing tothe weaker attractive potential of Ge (relative
toSe), or, more symmetrically, (c)the Ge and Zn
dangling-bond surface states near the top of the gap
overlapping and forming a bonding state. Each of
these viewpoints is qualitatively inaccord with a Ge-
Znbonding state near the bottom of the fundamental
gap.

These two states would have been expected by
analogy with previous calculations®*” on the Ge-
GaAs (110) IF. In addition a Zn s-like state and
a Ge-Se bonding state would be expected, as the
analogs of strongly localized states found in Ge-
GaAs. We have found no evidence for either of
these states. It is unlikely that the interaction
between IFs in this calculation (discussed above)
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could account for the disruption of the otherwise
well-localized states that are anticipated. It is
more likely that these anticipated states are re-
duced to (perhaps weak) resonances due to the
rather poor mutual overlap of the “stomach” gaps
(in the range -7 to —4 eV) in Ge-ZnSe (the over-
lap is essentially perfect in Ge-GaAs), but the
details are not understood at present.

C. Charge density

In ‘Fig. 7 we show contour plots of the valence
pseudocharge density in the planes containing the
two bonding chains perpendicular to the IF, The
charge density in the Ge-Zn bond peaks at a signi-
ficantly lower value than occurs in the Ge-Ge or
Zn-Se bond; in the Ge-Se bond the contours are
elongated in the Ge direction, indicating more
charge than in a Zn-Se bond. In spite of the marked
ionic character of the Zn-Se bonds it is not diffi-
cult to divide the unit cell into volumes containing
the various bonding regions, integrate the charge
density, and thus assign “bond charges.” It
should be emphasized that these bond charges in
total contain all the charge in the unit cell and are
not divectly related to various “bond charge
models” introduced previously in semiconductor
physics; for example, with the definition used
here, all bulk tetrahedral semiconductors would
have a bond charge of exactly two electrons.

The result cf this division of charge is that, with
the exception of the Ge-Zn and Ge-Se bonds, each
bond in the unit cell contains 2.000 +0.005 elec-
trons. The Ge-Zn (Ge-Se) bond contains 1.54
(2.46) electrons. In bulk, the Zn, Ge, and Se
atoms contribute (0.50, 1.00, and 1.50) electrons
to each of their four bonds in the tetrahedral struc-

(110) Ge-ZnSe
Valence Charge Density

7N

FIG. 7. Contour plots of the valence charge density in
the two bonding planes perpendicular to the (110)
Ge-~ZnSe interface. The charge density is normalized
to unity in the unit cell. The relative maxima in the
charge density ere quoted to the nearest 0,05 units.
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ture, and evidently this occurs in each Ge-Ge and
Zn-Se bond up to the IF, Without any charge
transfer, the Ge-Zn and Ge-Se bonds would be
then expected to contain 1.50 and 2.50 electrons.
Thus 0.04 electrons are transferred from the Ge-
Se bond to the Ge-Zn bond, resulting in saturated
bonds (i.e., all bonding states below a well-defined
gap are occupied).

These observations on bond characteristics
have implications for the atomic geometry at the
polar IFs as well as for the nonpolar (110) IF.
Baraff et al.® have given general arguments show-
ing that unreconstructed low-index polar IFs can-
not be semiconducting. Their argument was
“global” in nature, using the fact that a unit cell
with an odd number of electrons must have par-
tially occupied bands, and hence be metallic. Our
results give a “local” picture, with the metallic
behavior arising from unsaturated (or oversatura-
ted) bonds. The (110) IF is semiconducting be-
cause charge transfer can result in saturated
bonds. Althoughboththe Ge-Znand Ge-Se bonds at
this IF are saturated, it is likely that the latter, with
almost one more electren, is considerably “strong-
er” than the former. This suggests a contraction
of the Ge-Se bond with a concomitant elongation of
the Ge-Zn bond but such an effect would be diffi-
cult to detect experimentally, This effect was
suggested originally® for the Ge-GaAs (110) IF.

III. CONCLUSIONS

The results and interpretation of a self-con-
sistent calculation of the electronic structure of
the (110) Ge-ZnSe IF have been presented in Sec.
II. Localized states are found to occur at this IF,
as was the case in similar calculations on (110)
Ge-GaAs, but a comparison of these two IFs, as
well as (110) AlAs-GaAs, will be presented else-
where,!?

There are two principal results of this work.
First, the density of localized states at the IF
is large enough to be experimentally measurable
by photoemission spectroscopy, if abrupt IFs can
indeed be fabricated. In principle, angle-resolved
photoemission could be used to verify the specific
character of the IF states, although this would be
a more difficult experiment. Second, the char-
acter of the bonds at the IF indicate that there is little
charge transfer parallel to the IF.?! The bond charges
themselves suggest relaxation, with the Ge-Se bond
contracting while the Ge-Zn bond stretches. Sim-
ple considerations indicate that this relaxation
would result in the IF states becoming more highly
localized.
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We present a first-principles approach to deriving the relative energies of valence and conduction
bands at semiconductor interfaces, along with a model which permits a simple interpretation of
these band offsets. Self-consistent density-functional calculations, using ab initio nonlocal pseudo-
potentials, allow us to derive the minimum-energy structure and band offsets for specific interfaces.
Here we report results for a large number of lattice-matched interfaces, which are in reasonable
agreement with reported experimental values. In addition, our systematic analysis leads to the im-
portant conclusions that, for the cases considered, the offsets are independent of interface orienta-
tion and obey the transitivity rule, to within the accuracy of our calculations. These are necessary
conditions for the offsets to be expressible as differences between quantities which are intrinsic to
each of the materials. Based on the information obtained from the full interface calculations, we
have developed a new and simple approach to derive such intrinsic band offsets. We define a refer-
ence energy for each material as the average (pseudo)potential in a “‘model solid,” in which the
charge density is constructed as a superposition of neutral (pseudo)atomic densities. This reference
depends on the density of each type of atom and the detailed form of the atomic charge density,
which must be chosen consistently for the different materials. The bulk band structures of the two
semiconductors are then aligned according to these average potential positions. For many cases,
these model lineups yield results close to those obtained from full self-consistent interface calcula-
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tions. We discuss the comparison with experiments and with other model theories.

I. INTRODUCTION

It has become technologically possible to grow high-
quality epitaxial interfaces between two different semicon-
ductors, using techniques such as molecular-beam epitaxy.
The most important parameters characterizing such
heterojunctions are the valence- and conduction-band
discontinuities. These discontinuities can form a barrier
for carrier transport across the interface; the knowledge of
these quantities is therefore essential for calculating the
transport properties of the interface, or the electrostatic
potential in a heterojunction device. Examples of such
novel semiconductor structures include quantum-well
lasers, high-speed modulation-doped field-effect transis-
tors, and superlattice photodetectors. Measured experi-
mental values for band lineups are not well established
yet, even though considerable progress has been made in
growth and analysis techniques. In this paper, we will
present a theoretical approach to deriving the band
offsets.

Let us suppose we know the band structures of the
semiconductor bulk materials 4 and B. We now want to
figure out what the band structure looks like around an
interface 4 /B. It is only in a very narrow region around
the junction that the potential will be changed from its
shape in the respective bulk materials, as we will show.
Band bending caused by space-charge layers occurs on a
length scale that is much larger than the atomic distances
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over which the band offsets occur; therefore, the bands
can be considered to be flat on this scale, except for the
sharp discontinuity at the interface. We are then con-
fronted with the problem of how to line up these bulk
bands with respect to one another, which amounts to
determining the lineup of electrostatic potentials. This
type of information cannot be obtained from regular bulk
calculations alone. For an infinite solid, no absolute ener-
gy reference is provided by the calculations (i.e., no “vacu-
um zero” is present to which other energies could be re-
ferred).! Therefore one cannot compare separate calcula-
tions on different solids. The fundamental reason for this
is the long range of the Coulomb interaction: the charge
distribution at a surface or an interface will determine the
position of the energy levels deep in the bulk.

A number of model theories?~® have been developed
which attempt to predict the lineups from information on
the bulk alone; they necessarily rely on certain assump-
tions to establish an absolute energy scale, to which values
for different materials can be referred. The electron affin-
ity rule? assumed that the energy difference between the
conduction band and the vacuum level, as measured at a
surface, would be fixed, and derived conduction-band
discontinuities in this fashion. Frensley and Kroemer® at-
tempted to identify a reference level in each semiconduc-
tor that would correspond to the vacuum level
Harrison’s theory of natural band lineups* established an
absolute energy scale by referring everything to energy

8154 ©1987 The American Physical Society
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eigenvalues of the free atom. A very different approach
has been developed by Tejedor and Flores,® and more re-
cently, by Tersoff.® Their model is based upon simple
screening arguments to define a “neutrality level” for each
semiconductor, which will be aligned when an interface is
formed.

All of these model theories rely on information about
the bulk alone, and do not provide a complete description
of the electron distribution at the interface. The only way
to obtain a full picture of this effect is to perform a calcu-
lation in which the electrons are allowed to adjust to the
specific environment created by the interface. This can be
accomplished by performing self-consistent calculations,
which will correctly describe the electrostatic potential
shift that determines the lineups. Density-functional
theory provides a fundamental theoretical framework to
address this problem, and has the advantage that one can
use the same methods which have been applied to a wide
variety of solid-state problems.” Pickett et al.® and Kunc
and Martin® have performed calculations which followed
this approach; however, they used empirical pseudopoten-
tials instead of the more recent ab initio pseudopotentials,
and they only studied a small number of interfaces.

In this paper, we will carry out a systematic study of
the band offset problem for a large number of heterojunc-
tions; preliminary results for some of these systems have
been reported elsewhere.'® Our calculations are per-
formed on a superlattice geometry, and based on local-
density-functional theory,'! applied in the momentum
space formalism,'*'? and using nonlocal norm-conserving
pseudopotentials.'* From the self-consistent potentials we
obtain information about potential shifts at the interface.
Combining this with bulk band-structure calculations will
allow us to derive values for valence- and conduction-
band discontinuities. Spin-orbit splitting effects in the
valence bands are added in a posteriori. We also need to
address the “band-gap problem,”'*~'" and examine to
what extent the local-density approximation (LDA) is able
to produce a reliable description of these heterojunction
systems. Our discussion will indicate that for the semi-
conductors studied here the lineup of the Lands should not
be greatly modified by the known corrections to the
local-density approximation.

Self-consistent calculations such as those performed in
the present study provide a way to take all the effects of
the electronic structure of the interface into account. This
also implies that the results do not immediately tell us
what physical mechanisms are dominant in determining
the lineups. It is therefore important to systematically
analyze a large number of interfaces, which will allow us
to extract some general features of the lineup mechanism.
In particular, we study the dependence of the lineups on
interface orientation, and also examine to what extent the
lineup mechanism can be considered to be linear. Lineari-
ty can be tested by checking whether transitivity is
obeyed; it implies that the lineups can be obtained as a
difference between quantities which are intrinsic to each
semiconductor.

Based upon the information obtained from the full
self-consistent calculations, we have developed a simple
model to derive the lineups. We divide the problem into

one part which can be expressed as the difference between
quantities which are intrinsic to each of the materials, and
another which involves corrections due to the detailed
electronic charge density at the interface. To define ap-
propriate intrinsic quantities, we choose to describe the
bulk solids by a superposition of neutral atoms. The aver-
age potential in such a “model solid” can be found on an
absolute scale from atomic calculations, and is not influ-
enced by boundary effects. At the junction between two
model solids, a shift in the average potentials occurs,
which we take as the reference with respect to which any
additional dipole corrections will be measured. The bulk
band structures of the two materials are then aligned ac-
cording to these average potential positions. A short
description of this model was given elsewhere.'® For non-
polar interfaces, the model lineups yield results close to
those obtained from full self-consistent interface calcula-
tions, and to reported experimental values. This indicates
that for these interfaces the additional dipole contribu-
tions are small. Furthermore, these lineups are indepen-
dent of interface orientation and obey the transitivity rule,
corresponding to what was found from the ab initio calcu-
lations.

We have applied our methods to both lattice-matched
and strained-layer interfaces between pairs of group-IV
elements and III-IV and II-VI compound semiconductors.
Interfaces between materials which are lattice mismatched
are receiving considerable attention nowadays; the strains
which are present in such strained-layer structures have
important effects on the electronic structure.'® We have
performed extensive calculations for such systems, in par-
ticular for the Si/Ge interface, the results of which have
been reported elsewhere.'#2>*! In this paper we will con-
centrate upon lattice-matched systems. In the next sec-
tion, we will describe the self-consistent calculations, and
illustrate them with the example of a GaAs/AlAs inter-
face. In Sec. III, we will give an overview of the broad
range of lattice-matched systems that we studied, and
derive some important and general conclusions. Section
IV contains a description of the model solid approach that
allows us to determine the lineups in a simpler way. We
present a comparison with other theories and with experi-
ment in Sec. V. Section VI concludes the paper.

II. SELF-CONSISTENT CALCULATIONS

A. Derivation of band lineups

In this paper, we will be reporting results for lattice-
matched interfaces. We consider two semiconductors to
be matched if the difference in lattice constant is less than
0.5%. We then fix the materials to have the same lattice
constant in the interface calculation; the values we have
used are listed in Table I. The geometry we use for the in-
terfaces in this study is an ideal structure, in which the
zinc-blende (or diamond) structure is continued
throughout the system, with an abrupt change in the type
of material right at the junction, and no displacements of
the atoms from their ideal positions. We have performed
density-functional total energy calculations for representa-
tive cases (GaAs/AlAs, and closely related checks®' on
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TABLE 1. Lattice constant a, spin-orbit splitting (Ref. 25) and configuration (Ref. 35) used in atomic

calculations for selected semiconductors.

: Spin-orbit
Semiconductor a (A) splitting (eV) Configuration
Si 5.43 0.04 gl46,2.54
Ge 5.65 0.30 144,256
AlAs 5.65 0.28 Al, Sl»”pl-s‘?; As, s1.1sp3_25
AlP 5.43 0.04 Al sMipt®; p 17,32
AlSb 6.08 0.65 Al sMip!8 §p, 5175325
GaAs 5.65 0.34 Ga, s'Pp!7; As, s17p3B
GaP 5.43 0.08 Ga, sl.23pl.77; P, Sl.7sp3,25
GaSb 6.08 0.82 Ga, s“Pp'7%; Sb, s5!'75p>2
InAs 6.08 0.38 In, sl As, s17%p3B
ZnSe 5.65 0.43 Zn, s'0%0%; S, slBeptid

Si/Ge) to examine the validity of this assumption. We
found that the ideal structure is very close to the
minimum-energy configuration, with very small forces
acting on the atoms. More importantly, we studied what
effect the small displacements that might occur (on the
order of 0.05 A) would have on the band offsets. For
nonpolar interfaces as studied here we found the effects to
be negligible. However, we should note that displace-
ments of charged atoms at polar interfaces would be ex-
pected to produce dipole shifts, as was indeed found in the
studies in Ref. 9.

A major problem that has to be faced in calculating the
electronic structure of an interface is the loss of transla-
tional symmetry, which is essential for using a reciprocal

(a)

0.04

V) (Ry)

(b)

- 004

positionz ——s  (110)

FIG. 1. (a) Schematic representation of a GaAs/AlAs (110)
interface. The supercell used in the interface calculations is in-
dicated in dotted lines; it contains 12 atoms and 2 identical in-
terfaces. (b) Variation of the /=1 component of the total poten-
tial 7(z) [as defined in Eq. (1)] across the (110) interface. The
dashed lines represent the corresponding potentials for the bulk
materials. These coincide with 7(z) in the regions far from the
interfaces. However, the average levels of the two bulk poten-
tials (dashed horizontal lines) are shifted with respect to one
another.

space formulation of the problem. The actual calculations
are therefore performed on a superlattice, consisting of
slabs of the respective semiconductors in a particular
orientation. A typical (110) interface between two semi-
conductors, GaAs and AlAs, is sketched in Fig. 1(a). We
also indicate a supercell appropriate for calculating the
properties of this interface; it contains 12 atoms and 2
identical interfaces. Of course, what we emphasize here
are the results for an isolated interface. These can be de-
rived {rom our calculations to the extent that the inter-
faces in the periodic structure are well separated. We will
establish @ posteriori that this is the case, by examining
charge densities and potentials in the intermediate regions,
and showing them to be bulklike.

The self-consistent calculations are performed within
the framework of local-density-functional theory,'! ap-
plied in the momentum space formalism.'>!* We use
nonlocal, norm-conserving, ab initio pseudopotentials;'*
this term indicates that these potentials are generated us-
ing only theoretical calculations on atoms, without intro-
ducing any type of fitting to experimental band structures
or other properties. All elements are therefore treated in
the same way, which is particularly important when we
want to include different materials in the same calcula-
tion, as for an interface. This is not true for the empirical
pseudopotentials which have been used in previous inter-
face calculations.®® For Zn, the pseudopotential includes
the 3d electrons as part of the core. We obtain self-
consistent solutions for the charge density and the total
potential, which is the sum of ionic, Hartree, and
exchange-correlation potentials. The latter is calculated
using the Ceperley-Alder form.?> The first cycle requires
a trial potential, a possible choice for which is the ionic
potential screened by the dielectric function of a free-
electron gas. An even better choice in many instances is
the potential corresponding to a superposition of free-
atom charge densities. Convergence of the self-consistent
iterations is obtained with the help of the Broyden
scheme.?

We include plane waves with kinetic energy up to 6 Ry
in the expansion of the wave functions (corresponding to
more than 650 plane waves in some cases). A set of 4 spe-
cial points was used for sampling k space.’* We will
show later that these choices are sufficient for deriving
the quantities we are interested in here. In the final self-
consistent solution, a redistribution of electrons occurs in
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the interface region: The resulting self-consistent poten-
tial across the supercell is plotted in Fig. 1(b), for the ex-
ample of GaAs/AlAs. Because the ab initio pseudopoten-
tials are nonlocal, the total potential consists of different
parts corresponding to different angular momenta /. We
only show the /=1 part of the potential here; this is the
most important one in determining the lineup of the p-
like valence bands. In the plot, the variation of the space
coordinate r is limited to the component perpendicular to
the interface, and values of the potentials are averaged
over the remaining two coordinates, i.e., in the plane
parallel to the interface:

Vi2)=[1/(Na¥)] [ [ V(ridxdy . 1)

In the regions far from the interface, the crystal should
recover properties of the bulk. Therefore we also plot
(broken lines) the potentials determined separately from
calculations on bulk GaAs and AlAs. One sees that al-
ready one layer away from the interface the potential as-
sumes the form of the bulk potential. Similar results hold
for the charge density. This confirms, a posteriori, that
the two interfaces in our supercell are sufficiently far
apart to be decoupled, at least as far as charge densities
and potentials are concerned. The average levels of the
potentials which correspond to the bulk regions are also
indicated in Fig. 1(b). We denote these average levels by
Viaas and Pajas, and define the shift AV=Vg,as
—Valas:

To get information about band discontinuities, we still
have to perform the band calculations for the bulk materi-
als. These were carried out with a 12-Ry cutoff; tests
have shown that the choice of this cutoff is not critical for
deriving the valence-band lineups. We find that the
valence-band maximum in GaAs is 9.60 eV above the
average potential Vguas. In AlAs, the valence. band
occurs at 9.29 eV above Vaas. From Fig. 1(b), we find
AV=0.035 eV. Figure 2 illustrates the resulting band
lineups; we find a discontinuity in the valence band of
AE,=0.34 eV (upward step in going from AlAs to
GaAs). We did not include spin-orbit splitting in our
density-functional calculations. These effects can be add-
ed in a posteriori, by using experimental values for spin-
orbit splittings.?> For GaAs/AlAs, this brings the discon-
tinuity to a value of AE, =0.37 eV.

B. Accuracy

We estimate the inaccuracy of our calculations to be on
the order of 0.05—0.10 eV. We have checked the conver-
gence with respect to energy cutoff by increasing the cut-
off to 9 Ry; this caused a change in AV of less than 0.03
eV, in the direction of shifting AE, towards higher values.
We have also performed test calculations, using a local
potential, to determine whether the interfaces in our su-
percell are sufficiently well separated. Increasing the
number of atoms in the supercell to 16 resulted in a negli-
gible change (less than 0.02 eV) in A¥, thus confirming
that a cell with 12 atoms suffices for our purposes. We
also checked how good an assumption it is to put the
atoms in the ideal structure. We calculated the forces on
the atoms, for a GaAs/AlAs(110) interface, with 12
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AlAs conduction band,, A
|

|
2.23 GaAs conduction band, T

1.52

GaAs valence bands

AlAs
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FIG. 2. Derivation of band lineups: relative position of the
average potentials ¥aja, and Vgaas, and of the AlAs and GaAs
valence and conduction bands. All values shown are derived
with the /=1 angular momentum. component chosen as the
reference potential; the band lineups, however, are unique and
independent of this choice. Valence-band splittings due to spin-
orbit splitting are indicated separately. Experimental band gaps
were used to derive conduction-band positions.

atoms in the unit cell; they turned out to be smaller than
0.03 mdyne. This would lead to changes in the atomic
positions smaller than 0.03 A. We have checked that dis-
placements of this size have a negligible effect on the
band lineups. All this confirms that our choice of param-
eters allows us to obtain a numerical accuracy in deriving
the lineups of 0.05—0.10 eV. Similar results were found
for the Si/Ge interface.?!

It is also appropriate to consider what effects the use of
the local-density approximation (LDA) has upon the ac-
curacy of our results. It is well known that the LDA
severely underestimates the magnitudes of band gaps in
semiconductors. More generally, the positions of the bulk
bands with respect to the reference potential ¥ can be sub-
ject to significant corrections, which can only be obtained
by going beyond the LDA. This has been the subject of
extensive recent theoretical investigations.'>~!" Precise
information about the required corrections to the LDA
for all semiconductors is not yet available at this time.
Such corrections would need to be taken into account in
the derivation of AE, and AE,. We expect, though, that
for many of the systems that we studied the value of AE,
will not be significantly affected. From our comparison
of LDA eigenvalues with experimental band structures,
and from theoretical analysis,'’ there is evidence that the
corrections needed to bring the conduction bands into
agreement with experiment are fairly uniform for all
conduction-band points (except for the I point, which,
however, bears little relation to the conduction band as a
whole, and has little weight in the Brillouin zone). As
long as these corrections to the LDA are similar for the
two materials on either side of the interface, the relative
positions of valence and representative conduction bands
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are still given reliably by our lineup scheme. This seems
to be true for most of the materials in Table I. The
discrepancies tend to be larger between narrow-gap and
wide-gap semiconductors (such as Ge and ZnSe), in which
case somewhat larger errors (up to 0.3 eV) may occur.

In addition, the change in reference potential AV con-
tains long-range electrostatic dipole terms. Since these are
given strictly in terms of the ground-state charge density,
they would be correctly given by the exact density func-
tional. However, the LDA may introduce errors, which
one would expect to affect the interface dipole if the er-
rors are different on the two sides of the interface. We
have argued?! that our results for AV for Si/Ge are not
greatly affected because the LDA errors are similar in the
materials. Thus, just as in the previous paragraph, we
conclude that corrections to the dipole terms should be
small for interfaces between similar materials, such as
most of the cases studied here, but may be larger effects
for interfaces between more dissimilar materials.

In terms of deriving values for AE,, we are confronted
with the problem that many of the materials we are study-
ing are direct gap semiconductors. The conduction band
at T is not representative for the conduction-band struc-
ture as a whole, and may show large discrepancies; it is
also quite sensitive to the energy cutoff, and to the in-
clusion of relativistic effects.’® Because of these uncer-
tainties in the gap at I, we will use experimental informa-
tion about band gaps® to include conduction bands into
the picture. We thus report our ab initio results for
valence-band offsets, and find the conduction-band lineup
by subtracting the valence-band discontinuity from the ex-
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perimentél band-gap difference. For the GaAs/AlAs in-
terface this leads to AE, =0.34 eV (higher in AlAs, with
the lowest conduction band in AlAs situated at A).

III. RESULTS FROM SELF-CONSISTENT
CALCULATIONS

A. Overview of results for lattice-matched interfaces

We have studied a variety of lattice-matched (110) in-
terfaces, the results for which are given in Table II. In all
cases, the convention is used that a positive value for the
discontinuity at a junction 4 /B corresponds to an upward
step in going from A to B. For interfaces between a
group-1V element and a III-V compound, the (110) orien-
tation is the only one which avoids charge accumulation
without the need for mixing at the interface.”” Our values
have been adjusted to include spin-orbit splitting, the ex-
perimental values for which are listed in Table I. The
correction to AE, due to spin-orbit splitting is typically
smaller than 0.05 eV. The only case in which it is really
sizable is InAs/GaSb, where it increases AE, by 0.15 eV.
For GaSb and AISD, there is some uncertainty in the value
of the spin-orbit splitting. The result AE,=0.38 eV in
Table II was derived using the spin-orbit values from
Table I. If the spin-orbit splittings in these two materials
were equal, the value of AE, would be 0.32 eV.

The column “empirical pseudopotentials” in Table II
contains values derived by performing self-consistent
density-functional calculations very similar to ours, but
with empirical pseudopotentials.® We notice a significant

TABLE II. Heterojunction band lineups for lattice-matched (110) interfaces, obtained by self-consistent interface calculations
(SCIC), and by the model solid approach. Other theoretical and experimental results are listed for comparison.

AE, (eV)
Model Empirical Harrison® Tersoff

Heterojunction SCIC solid pseudopotential® “Natural™ “Pinned” LMTO* theory? Experiment
AlAs/Ge 1.05 1.19 0.70 0.78 0.73 0.87 0.95¢
GaAs/Ge 0.63 0.59 0.35 0.67 0.66 0.24 0.32 0.56"
AlAs/GaAs 0.37 0.60 0.25 0.03 0.12 0.49 0.55 0.558
AlP/Si 1.03 1.16 0.87 0.79 0.93 0.91

GaP/Si 0.61 0.45 0.86 0.69 0.75 0.45 0.80"
AlIP/GaP 0.36 0.70 0.01 0.10 0.18 0.46

ZnSe/GaAs 1.59 1.48 2.0+£0.3 1.42 1.35 1.75 1.20 1.10"
ZnSe/Ge 2.17 2.07 2.0+0.3 2.09 2.01 1.99 1.52 1.521
InAs/GaSb 0.38 0.58 0.72 0.42 0.36 0.43 0.5V
AlSb/GaSb 0.38 0.49 0.09 0.18 0.17 0.38 0.45

*Reference 8.

*Reference 48.

‘Reference 49. .

3. Tersoff, J. Vac. Sci. Technol. B 4, 1066 (1986).

M. K. Kelly, D. W. Niles, E. Colavita, G. Margaritondo, and M. Henzler (unpublished); quoted in G. Margaritondo, Phys. Rev. B

31, 2526 (1985).

1. R. Waldrop, E. A. Kraut, S. P. Kowalczyk, and R. W. Grant, Surf. Sci. 132, 513 (1983).

8Reference 39.

f‘P. Perfetti, F. Patella, F. Sette, C. Quaresima, C. Capasso, A. Savoia, and G. Margaritondo, Phys. Rev. B 30, 4533 (1984).
'S. P. Kowalczyk, E. A. Kraut, J. R. Waldrop, and R. W. Grant, J. Vac. Sci. Technol. 21, 482 (1982).

Reference 43.
*J. Menéndez and A. Pinczuk (private communication).
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difference with our values, due to our use of ab initio
pseudopotentials, compared to their empirical pseudopo-
tentials (fitted to reproduce experimental band structures).
If we use those same pseudopotentials in our calculations,
we reproduce their result (within the numerical accuracy
of 0.05 eV). This indicates that the essential difference is
in the choice of the pseudopotential—the ab initio pseudo-
potential providing a better justified starting point. We
will discuss the other entries in the table after we have
presented the model solid approach.

B. Dependence on interface orientation

For the GaAs/AlAs system, we have also studied other
interface orientations. In particular, for the (100) inter-
face we find a valence-band discontinuity of 0.37 eV, the
same as the value for the (110) interface. For (111), we
find AE,=0.39 eV. This indicates that AE, does not de-
pend on interface orientation, a result that was also found
experimentally.?® Let us note that this is not necessarily
valid for pseudomorphic strained-layer systems, in which
different strains associated with different interfaces can
have sizable effects on the lineups, as discussed in Refs.
20 and 21. It also has been shown that rearrangements of
atoms at polar interfaces can change the offsets.” Within
such limitations, we believe that the result that the offset
is orientation independent can be considered an important
general result for suitably chosen lattice-matched inter-
faces.

C. Pressure dependence of the lineups

We have also performed self-consistent interface calcu-
lations for GaAs/AlAs interfaces under hydrostatic pres-
sure. Two groups? have performed photoluminescence
experiments on GaAs/Ga,_,Al,As heterojunctions, in
order to vary the band offsets and to use this information
to determine their magnitudes at zero pressure. In the in-
terpretation of the experimental results, it was assumed
that AE, remains constant under pressure. It is appropri-
ate to examine the validity of that assumption. Since the
bulk moduli of the two materials are very similar (784
kbar for GaAs, and 733 kbar for AlAs), it is safe to as-
sume that the only effect of hydrostatic pressure will be to
decrease the lattice constant of the overall system, accord-
ing to the relation:

P=—BAV/V=-3BAa/a,

where P is the pressure, B is the bulk modulus, V is the
volume, and a is-the lattice constant. We have therefore
performed interface calculations at four different lattice
constants, ranging from 5.65 to 5.50 A, as well as the cor-
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responding bulk calculations for the compressed solids.
We found that

AE,=AE0—0.64AV/V
"=AE?+0.82x107°P ,

where AE_ is the valence-band discontinuity at zero pres-
sure, and P is expressed in kbar. This is to be compared,
for instance, with the change in the GaAs direct band gap
under pressure, which we calculate to be

AE,=AEJ—8.33AV/V
=AEJ+10.6X107°P .

We see that the change in AE, is more than an order of
magnitude smaller than the change in the gap; a pressure
change of 10 kbar will increase the gap by 0.1 eV, but
only change AE, by less than 0.01 eV.

D. Transitivity

It is interesting to examine our results to establish the
extent to which theory supports the proposition that the
band offsets for any pair of semiconductors can be ex-
pressed as a difference of numbers intrinsic to each ma-
terial. This has been observed from experiment,w’3 ! and
is an implicit assumption in theories such as Refs. 2—6.
It is clear that our full interface calculations do not as-
sume linearity, i.e., we do not postulate that our hetero-
junction lineups be given by the difference of two numbers
which would each be characteristic for a particular semi-
conductor, independent of which heterojunction it is used
in. A posteriori, however, we can check how close our re-
sults are to linearity, by examining transitivity, i.e.,
whether the following equation is satisfied:

AE,(A4,B)+AE,(B,C)=AE,(4,C) (2)
where
AE,(A,B)=E,(B)—E,(4) .

In Table III, we list values for these quantities, which al-
low us to conclude that the transitivity rule [Eq. (2)] is sa-
tisfied to better than 0.06 eV, which is on the order of the
numerical accuracy of the calculations. It is interesting to
note that transitivity also holds for strained-layer inter-
faces, taking the appropriate strains into account to con-
struct pseudomorphic interfaces. We have checked this
for Si/Ge/GaAs (results for Si/Ge and Si/GaAs were re-
ported in Ref. 18) where Eq. (2) turned out to be satisfied
to within 0.01 eV. The fact that transitivity is satisfied
shows that the deviations from linearity are small. To-
gether with the orientation independence, we believe that

TABLE III. Examination of transitivity [Eq. (2)] for various sets of systems. AE, values are from -
Table II. The values in the last two columns are equal to within the numerical accuracy of the calcula-

tions, showing that transitivity is satisfied.

A B C AE,(A,B) AE,(B,C) AE,(A,B)+AE,(B,C) AE,(4,C)
AlAs GaAs Ge 0.37 0.63 1.00 1.05
AIP GaP Si 0.36 0.61 0.97 1.03
ZnSe GaAs Ge 1.59 0.63 2.22 2.17
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this is indicative of the intrinsic nature of the band offsets
for large classes of lattice-matched systems.

Our general conclusions regarding orientation indepen-
dence and linearity indicate that in principle it is possible
to derive the lineups by determining a reference level for
each semiconductor, and lining up the band structures ac-
cording to these reference levels. In the next section, we
will describe how we define an appropriate level for each
material.

IV. DEFINITION OF A REFERENCE MODEL SOLID

As we already pointed out, a pure bulk calculation can-
not provide information about absolute energy positions.
An absolute energy scale only enters into the problem if
one does not deal with an infinite solid, but instead the
crystal is terminated—i.e., by a surface. A particular
choice of reference surface must be made, which will then
allow us to express all energies with respect to the vacuum
level. Our choice for terminating the solid should corre-
spond as closely as possible to the situation at an inter-
face; this immediately excludes using the structure of a
real surface, which might involve complicated relaxation
and reconstruction. Also, we do not want to perform a
complete self-consistent calculation for a surface—since
that would be computationally even harder than an inter-
face calculation. We have therefore developed a model
theory, which allows us to calculate the reference energy
for a particular choice of reference surface. The model
corresponds to a superposition of atomic charged densi-
ties, which is known to give reasonable results for a num-
ber of bulk properties. Mattheiss, for instance, used it to
study energy bands of transition metals.> Here it turns
out to be particularly suited to the derivation of semicon-
ductor interface properties. The model will be used only
to find a value for the average electrostatic potential (on
an absolute scale) for each semiconductor. The positions
of the bands with respect to this average potential are still
obtained from self-consistent calculations for the bulk
crystals, as was described in the last paragraph of Sec.
IIA. Within this model we can thus line up the band
structures for different crystals without the need for a
self-consistent interface calculation of the type described
in Sec. IT A.

We construct the model solid by taking a superposition
of neutral atomic spheres. The potential outside each
such sphere goes exponentially to (an absolute) zero; this
will be the zero of energy for the model solid. When we
use such neutral, spherical objects to construct a semi-
infinite solid, the presence of a surface will not induce any
shift in the average potential, since no dipole layers can be
set up. This feature of the model was also stressed in ear-
lier work that used the overlapping spherical atomic
charge-density approximation, for instance to calculate
work functions.*® This also means that the potential shift
between two solids will only depend on “bulk” properties,
and not on the specific arrangement of atoms at the inter-
face.

One has to check, of course, that such a model solid can
adequately represent the real crystal. This is not difficult
to imagine in the case of elemental semiconductors, but

somewhat harder to understand for materials in which the
bonds have more of an ionic character, such as the III-V
or even the II-VI compounds. Apart from the a posteriori
justification that the obtained results are quite good, we
can also rely on information obtained from pseudopoten-
tial** or tight-binding® calculations on bulk materials.
Examination of the distribution of electrons in the bonds
shows that the number of electrons around each atom is
approximately equal to its nuclear charge, i.e., one can
still talk about “neutral spheres.”

Full information about the atomic potential can be ob-
tained by performing an atomic calculation (of the
Herman-Skillman type). Since all our calculations for the
solid are based on pseudopotentials, we actually perform
the atomic calculations on the “pseudoatom.” The choice
of pseudopotential for this purpose is arbitrary, so long as
the same ionic potential is used throughout the calcula-
tions. We now must find the average potential in the
model solid, which is a superposition of atomic charge
densities. The total potential is the sum of ionic, Hartree,
and exchange and correlation potentials:

Vl= Vion,1+ VH+ pxe . (3)

The superscript [ on V' reflects the fact that we are
working with nonlocal pseudopotentials.'* The choice of
angular momentum component does not influence the fi-
nal results, so long as we consistently use the same angu-
lar momentum component of the pseudopotential as our
reference. The first two terms in (3) are linear in the
charge density, and can therefore also be expressed as a
superposition of atomic potentials. Their average value in
the solid is

ylrl =3 (1/0) [ v+ vihdr, )

where Q denotes the volume of the unit cell, and the index
i runs over all atoms in the unit cell. Convergence is no
problem in the numerical integration, since for each neu-
tral atom the long-range part of the ionic potential (which
is the same for each /) is canceled by the Hartree poten-
tial. The exchange and correlation potential ¥* is not
linear in the charge density, and can therefore not be ex-
pressed as a superposition of atomic potentials. This con-
tribution, however, is local in nature and does not depend
upon the specific way in which we terminate the solid. It
can easily be calculated for a bulk solid, and added in
afterwards.

We illustrate the procedure with the example of an
AlAs/GaAs interface. To perform the atomic calcula-
tions, we have to choose a configuration, i.e., the occupa-
tion x and y of the s and p orbitals: s*p” (the d character
of the bonds is small in the semiconductors that we stud-
ied here). Naturally, we want this choice to be as close as
possible to the configuration that an atom would have in
the solid. It is not easy to extract this type of information
from pseudopotential calculations on the bulk crystal.
Since angular momentum is not a good quantum number
in the solid, there is no straightforward way to distinguish
between s or p character of wave functions. We therefore
extract these values from tight-binding calculations,® in
which the choice of basis set provides a natural separation
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between s and p states. We used s'2p'77 for Ga,
st Hp L for Al and s'7°p3? for As. The atomic charge
density does not vary much when the configuration is
changed; still, the average potentials tend to be rather sen-
sitive to the choice of configuration. Although a change
in configuration causes only small shifts in the long-range
tail of the wave function, these changes at large r values
may have a significant effect on the average. For Ga, go-
ing from an sp? to an s2p configuration shifts the average
potential up by 0.72 eV; the variation is close to linear.
An analogous change for Al introduces a shift of 0.70 eV.
This indicates that the uncertainties become less severe
when we look at potential differences. For example, the
lineup in the GaAs/AlAs system will be determined by
the difference in average potential between Ga and Al it
is to be expected that the configurations will be similar for
these atoms in GaAs and AlAs. Making the same change
in the configuration on both sides will have no effect on
the potential difference. We establish as our convention
that atomic configurations will be used which are ob-
tained from tight-bonding theory™ for all systems that we
study.

We then carry out the atomic calculations on the pseu-
doatom in the configuration s*p”, and obtain the charge
density and potentials. Next, we proceed with the super-
position scheme. Figure 3 shows the shape of the charge
density for an AlAs/GaAs(110) interface between two
model solids. For plotting purposes, we have averaged the
charge density in planes parallel to the interface in a
fashion similar to the potential in Eq. (1). Note that,
within the model, there is a certain amount of “spillover”
between the charge densities in the region near the inter-
face, with tails of the wave function from AlAs extending
into the GaAs and vice versa. This reflects the fact that
we do not model the interface by a discontinuous charge
density, but rather a smooth variation over a region of
atomic dimensions, which is expected to closely mimic the
situation at a real interface. The main difference between

30.

charge density (els./unit cell)

positionz ——s  (110)

FIG. 3. Superposition of atomic charge densities to form a
model solid interface. We show the plane-averaged charge den-
sity for pairs of GaAs (on the left, dotted lines) and AlAs atoms
(on the right, dashed lines) in (110) planes. The units are
(electrons/unit cell), for a supercell with 48 electrons. The ar-
rows indicate the positions of the atomic planes. The solid line
represents the superposition, which corresponds to the charge
density in the model solid. Notice that the model solid is not cut
off abruptly at the plane of the interface.

the model solid and the self-consistent charge density is
that in the real solid some charge is drawn away from the
regions near the atoms and piled up in the bonds. The
qualitative aspect of the charge distribution near the inter-
face is fairly well represented by the model solid, however.

Next, we evaluate the integral in Eq. (4). From that
equation, it also follows that the average ionic and Har-
tree potentials are proportional to Q~'. Using the values
of the volume of the unit cell in AlAs and GaAs, and
summing over the two atoms in the bulk unit cell, we can
derive the average potentials. Choosing the /=1 angular
momentum component, as before, this leads to the follow-
ing values of (V=14 VH). _782 ¢V for GaAs, and
—8.08 for AlAs. The exchange and correlation contribu-
tions to the average potentials are V $,4,= ¥ Kas= —8.71
eV. Finally, we add up the contributions for the individu-
al materials, and find the shift in the total potential on ei-
ther side of the interface: Vguas— Valas=(—16.53
eV)—(—16.79 eV)=0.26 eV. This is to be compared with
the value obtained from the full self-consistent calcula-
tions on the interface, using the supercell technique:
AV=0.03 eV. The deviation here is actually larger than it
will be in most other cases. Once we know AV, we can
line up the band structures of materials, which are ob-
tained from self-consistent bulk calculations. These band
structures are significantly more accurate than those
which would correspond to a model solid of superimposed
atomic charge densities. We will assume that they are re-
ferred to the average electrostatic potential that we calcu-
lated for the model solid. Since the charge density of the
model solid is not quite the same as that in the real bulk,
the corresponding average potential can only be an ap-
proximation to the actual quantity. The model solid,
however, enables us to obtain this average electrostatic po-
tential on an absolute scale, and we will see by examining
the results that the approximation is a good one. We have
specified above the conventions which are used in deriving
such a value; it is uniquely defined by the choice of pseu-
dopotential, local-density approximation, and atomic con-
figurations.

We have studied a variety of other lattice-matched (110)
interfaces. The configurations® that were used in the
free-atom calculations are listed in Table I, and the results
for AE, (including spin-orbit splitting) are given in Table
1I. For lattice-matched systems, the model solid approach
will yield the same value for the band alignment, irrespec-
tive of the interface orientation. This corresponds to what
we found above from the self-consistent interface calcula-
tions on GaAs/AlAs.. Table II only contains results for
the (110) orientation. For interfaces between a group-IV
element and a III-V or II-VI compound, or between com-
pounds which do not have any elements in common, the
(110) orientation is the only one which avoids charge ac-
cumulation without the need for mixing at the interface.?’
It has been shown’ that for polar interfaces different types
of mixing can lead to different dipoles at the interface,
which significantly alter the band lineups. This effect
cannot be described by the present model solid approach,
in which the neutral spheres cannot generate any net di-
pole across the interface, and it is clearly beyond the scope
of any theory®>~—® which assumes the dipole to be fixed by
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consideration of the bulk alone. Other limitations of the
model solid approach will be discussed in the next section.

V. DISCUSSION

A. Comparison with experiment

In Table II, we also list experimental data from various
sources. At the present time, not all of these values are
equally reliable. A striking example is that of the
GaAs/AlAs interface, for which “Dingle’s 85/15 rule”*
had become widely accepted: AE,=0.15AEg, where AE,
is the difference in direct band gaps. Since last year, how-
ever, this value has been challenged and new results now
indicate that more than 30% of the discontinuity is in the
valence band.’~*? This example shows that even for this
most widely used heterojunction the correct value could
only be established by performing many experiments on
high-quality interfaces, using a variety of different tech-
niques. Since most of the heterojunctions listed in Table
1I have not received such careful attention, one should be
very cautious when referring to these reported valence-
band discontinuities.

We will attempt to give a brief overview of the experi-
mental techniques which, at present, we regard to be the
most reliable ones for deriving the band offsets, and illus-
trate them by references to work on GaAs/AlAs. Photo-
luminescence experiments on quantum wells can give very
accurate results, but should be limited to cases in which
the band offsets can be derived without having to rely on
the precise knowledge of additional quantities, such as ef-
fective masses or exciton binding energies. Structures in
which a crossover of bands can be observed are most ap-
propriate, e.g., in the AlGaAs/AlAs heterojunctions as a
function of composition® or pressure.? IV and C-V
measurements may or may not be reliable, depending on
the system and the procedure used. The reason is that
heterojunctions often contain charges at or near the inter-
face, which may cause significant band bending. One
should therefore either eliminate these charges,*® or use a
measurement procedure that is insensitive to these effects,
such as C-V profiling through the junction.*’ A promis-
ing new approach is that of charge-transfer measurements
at single heterojunctions*! or in modulation-doped super-
lattices.*? Finally, we have noticed that photoemission
spectroscopy, while in principle providing a direct mea-
surement of the valence-band discontinuity, has produced
widely varying results by different groups for the same
system. A possible reason is the technological difficulty
involved in producing high-quality epitaxial interfaces.
Measurements on lower-quality heterojunctions can lead
to a AE, value which is not representative of an ideal sys-
tem. For a more detailed evaluation of current experi-
mentﬁl techniques, we refer to the critical review by Dug-
gan.

For GaAs/AlAs, our model solid result is very close to
the present experimental value; closer, indeed, than the
self-consistent calculation. Another very interesting case
is that of InAs/GaSb, in which experimentally a
“broken-gap lineup” was detected,® meaning that the
conduction band in InAs is lower in energy than the

valence band in GaSb. From the self-consistent interface
calculations, we find that AE,=0.38 eV. The band gap of
InAs is 0.41 eV at 0 K, and 0.35 eV at room tempera-
ture,?> which means that the conduction band of InAs al-
most lines up with the valence band of GaSb. This result
is close to that obtained from an earlier self-consistent cal-
culation on a InAs/GaSb(100) interface.* The model
solid result for AE, is 0.51 eV, which even more clearly
leads to a “broken gap” lineup.

B. Comparison with other model theories

In Table II, we have also given results from a number
of other models. We should point out that these numbers
[for Harrison’s theory, the linear muffin-tin orbitals
(LMTO) calculations, and Tersoff’s approach] do not in-
clude spin-orbit splitting. However, as we have remarked
before, these corrections are usually smaller than 0.05 eV.
We will briefly describe these models here, and point out
similarities and differences with our model solid ap-
proach. We will discuss the electron affinity rule,? the
Frensley-Kroemer theory,? Harrison’s theory of natural
band lineups,* and the model developed by Tejedor and
Flores,® and independently by Tersoff.® We will also de-
vote some attention to a line-up scheme that occurs natur-
ally in the context of LMTO calculations.

Our model solid approach is in spirit related to the elec-
tron affinity rule, in that it derives the band discontinui-
ties as a difference between quantities which are defined
for each semiconductor individually. In the case of elec-
tron affinities, the problem is that these quantities are
measured experimentally for a specific surface, and there-
fore depend on orientation, relaxation, reconstruction,
etc., which can all introduce extra dipoles that shift the
energy bands in the bulk. One could try to define an
“electron affinity” which would only take the “intrinsic”
contribution due to the bulk into account, and ignore the
surface effects. Van Vechten* has argued that such
quantities would predict the lineups reliably. The main
problem with such an approach is that the separation be-
tween the bulk and the “surface” part is not unique, so
that it is not clear how to derive an “intrinsic electron af-
finity” from experimental information alone.

Our model solid approach defines a reference level cor-
responding to a well specified “model surface,” which, by
construction, cannot introduce any “extra dipoles.” The
reference potential can therefore in principle be considered
to be a quantity intrinsic to the bulk material (its actual
value being determined by the conventions regarding
pseudopotentials and configurations that we specified
above). Furthermore, the fact that the results are so close
to those from self-consistent calculations shows that this
model provides a good description of the charge distribu-
tion at the heterojunction. Since we do not allow any ad-
ditional charge rearrangement, we should always expect
some deviation between the model solid results and the
full self-consistent calculations. The comparison of our
results for valence-band offsets shows that these devia-
tions are fairly small, however.

Additional dipoles may be due to several different
sources. Displacements of atoms around the interface
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may in certain cases-set up dipoles which shift the energy
levels. We have argued that at (110) interfaces the devia-
tions from the ideal structure will be small, and will have
small effects on the lineups. In some cases, like ZnSe/Ge,
however, the sizable difference in ionicity may introduce
more significant displacements, and consequently larger
dipoles. Also, we do not consider the model to be applic-
able to polar interfaces. As explained above, additional
dipoles which depend on the type of mixing at the inter-
face can occur in such cases.

Small deviations from our model may also be caused by
the fact that we are using neutral atoms as our building
blocks. Use of charged objects, however, would destroy
the simple, “dipole-free” picture of the reference surface
that our superposition of neutral atoms provides. Frens-
ley and Kroemer have actually constructed a model in
which they superimposed spherical ions to construct the
solid.> They chose the mean interstitial potential in the
diamond or zinc-blende structure as the electrostatic refer-
ence potential for each semiconductor. If the crystal were
viewed as a superposition of spherical charges, this refer-
ence potential would correspond to the vacuum potential,
provided the charges were so localized that the charge
density in the interstitial region was negligible. These po-
tentials were then lined up, taking a dipole shift into ac-
count, which was expressed in terms of charges on the
atoms, and subsequently in terms of electronegativity
differences. It turned out that these dipole shifts were
quite small in most cases, indicating that the intrinsic
lineups should be close to the true result. We came to the
same conclusion in the present work, using a better justi-
fied value for the intrinsic potential.

Frensley and Kroemer used empirical pseudopotentials
to generate values for the reference potentials. To really
test how good this procedure is, one should use the better
quality pseudopotentials which are available nowadays, as
we have done in our studies. Since we had the results
from bulk calculations at our disposal, we could examine
the potential values in the interstitial regions. It turned
out that the values we obtained (without the dipole correc-
tion) were quite different from Frensiey and Kroemer’s
original results, and also different from the results from
self-consistent interface calculations (by more than 0.25
eV, on the average). We assumed that the qualitative re-
sult that the additional dipole shifts are small remains
valid, such that these corrections would not significantly
affect the lineups; in any case, adding the dipole shifts
suggested by Frensley and Kroemer made the agreement
with our values even worse. Inspection of the potential in
the interstitial region showed us why the results would not
be reliable. We found that the potential does not really
flatten out near the interstitial site, as Frensley and Kroe-
mer assumed, and still shows significant structure. This
is true both for elemental and compound semiconductors.
Under these circumstances, it is hard to determine what
the appropriate value for the reference potential is; is it
the value at the interstitial point itself, or an average over
some region? This can make a difference of up to 1 eV.
Frensley and Kroemer themselves acknowledged that
their electrostatic potential inside the interstices of the di-
amond structure was only flat within about 1 eV.*’ To

make things worse, it turned out that the value of the po-
tential at the interstitial point was only converged at a
much higher cutoff than we needed for the other aspects
of our calculations (e.g., larger than 18 Ry for Si). This
would require one to do the bulk calculation with a much
higher accuracy than is typically required for deriving en-
ergy eigenvalues. This is to be expected, if one insists on
deriving an accurate value at one point, instead of dealing
with averaged quantities, or properties which depend only
on the total charge density. We therefore conclude that
the Frensley-Kroemer scheme in principle offers a very at-
tractive approach, but turns out to be unsuitable for gen-
erating accurate values for the lineups.

Our approach has in common with Harrison’s theory of
natural band lineups* that a reference energy level for
each material is derived from atomic information. How-
ever, a key difference should be emphasized: Harrison’s
model was based on the atomic term values, which he as-
sumed to carry over from atom to solid. This is clearly
different from our model solid approach, in which all
electronic energy levels are shifted by the superposition of
atomic potentials. This choice to define the average po-
tential of the model solid is better justified by self-
consistent calculations and seems to be in better agree-
ment with experiment. Harrison has recently developed a
new point of view, which is closely related to Tersoff’s ap-
proach, but applied in a tight-binding context.*® Here, the
averaged hybrid energy is identified as the “neutrality lev-
el,” that will be pinned at a heterojunction. Values from
both the “natural band lineup” scheme and the new
“pinned” theory are given in Table II. It is not clear to
what extent this new method actually improves the natur-
al band lineups. It might be that the tight-binding for-
malism, while very appealing because of its simplicity and
generality, is not accurate enough to predict values on a
scale that is necessary for these applications.

Another scheme which establishes an absolute energy
reference level for tetrahedral semiconductors has been
developed in the context of the LMTO all-electron
method, by Vergés et al.,** and Christensen and Ander-
sen.* They were interested in deriving absolute deforma-
tion potentials for individual semiconductors, but their
approach can also be used to line up band structures of
pairs of different semiconductors. Their reference level is
the zero of electrostatic potential in the infinite crystal, as
evaluated with the atomic-spheres approximation, i.e.,
with point charges placed at the atomic and tetrahedral
interstitial sites. This turns out to be a reasonable ansatz
for deriving the band lineups. Values for AE, obtained by
this approach are listed in Table II.

The last source of additional dipoles to be discussed
here is due to screening effects, of the type that play the
dominant role at a metal-metal interface. Such dipoles
are clearly not present in our model solid approach, which
is therefore not applicable to metallic interfaces or
Schottky barriers. Tersoff,®%**! and before him Tejedor
and Flores,® have argued that such screening will also be
the dominant effect that determines the lineups at a
semiconductor-semiconductor interface: dipoles will be
set up which will drive the system towards alignment of
the “neutrality levels” of the materials (as would be the
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case at the junction between two metals, where the Fermi
levels line up). Although this picture seems to be contrary
to the assumptions that underlie the model solid ap-
proach, the two points of view may actually be not that
far removed from one another. We have remarked before
that the superposition of atomic charge densities effective-
ly deals with a model surface for which there is signifi-
cant overlap of the charge densities, with the tails of the
bulk charge density of one material sticking out into the
other side. This charge distribution may actually incorpo-
rate much of the dipole that Tejedor and Flores and Ters-
off consider to be the dominant effect.

It is essential to point out, in this context, that the con-
cept of “dipole” at an interface is not uniquely defined—-
its magnitude depends on the choice of “reference sur-
faces” that are brought together to create an interface
within a specific model. It is therefore possible for dif-
ferent models to obtain good results, while claiming to
deal with dipoles of very different magnitude. The refer-
ence surfaces that we have chosen here are clearly a good
“ansatz:” the “additional dipoles,” due to charge redistri-
bution at the interface are small. Tejedor and Flores and
Tersoff do not need to make an ansatz for the charge den-
sity since they consider only the final lineup that the sys-
tem would attain if the screening effects were as strong as
they are at a metal/metal interface. We can recognize
two problems with this approach. First, assuming that a
unique neutrality level exists, no convincing evidence has
been given so far that the induced dipoles are actually
strong enough to drive the system towards the “neutral”
lineup. Second, the assignment of a neutrality level to
each material is not straightforward. Tersoff has suggest-
ed two possibilities: a simple average of the indirect
gap,*® or a branch point derived from a Green’s-function
approach;®°! neither of these is rigorous. The Green’s-
function approach itself involves a number of approxima-
tions and assumptions.®! For instance, a specific choice
of orientation has to be made in the Green’s function
G (R,E), and only the (110) direction produced reason-
able results. Also, the branch point energy E, depends on
the value of R. Still, the success of the theory clearly de-
pends on how accurately these numbers can be generated,
and it may be somewhat fortuitous that the particular
choice that was made produces values that are reasonably
close to the self-consistent results. ‘

From this overview, it should be clear that none of the
model theories is able to adequately deal with all effects
of electronic rearrangement at the interface. Our superpo-
sition of atomic charge densities model is the only one
which is based upon, and has been directly compared
with, results from self-consistent interface calculations.
This places our approach on a strong footing, particularly
since the values we obtain are so close to the self-
consistent results.

VI. CONCLUSIONS

We have described our first-principles approach to
deriving band offsets at semiconductor interfaces.
Density-functional theory and ab initio pseudopotentials
were used to perform self-consistent calculations, and
derive valence-band discontinuities for a large number of
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lattice-matched interfaces. The calculations were illus-
trated with the example of a GaAs/AlAs interface, and
we presented an analysis of the sensitivity of our results to
the procedures used; the numerical precision is on the or-
der of 0.05—0.10 eV. Values for valence-band discon-
tinuities were summarized in Table I1. We also listed re-
ported experimental values in that table; we have pointed
out which measurements we consider reliable, and have
given a critical overview of the available experimental
techniques. .

Our systematic analysis has allowed us to draw some
general conclusions: for suitably chosen heterojunction
systems, the lineups are independent of orientation, and
they obey the transitivity rule. This indicates that the
offsets can be described by a linear theory, in which the
lineups are obtained as the difference between quantities
which are intrinsic to each material. To establish the
reference levels for each solid, we constructed a model
based on superposition of (pseudo)atomic charge densities.
The average (pseudo)potential in such a model solid can
be derived from atomic calculations; the atomic configu-
rations were taken from tight-binding theory to simulate
as well as possible the solid. This uniquely defines the
reference potentials. The band structures obtained from
self-consistent bulk calculations are then aligned accord-
ing to these reference levels. The resulting lineups are
close to those obtained from full self-consistent interface
calculations, and to reliable experimental values. We con-
sider this to be evidence that our ansatz is close to the real
situation at the interface. Extra dipoles may be present in
certain cases; however, in the cases studied these amount
to only small corrections, and at this point we believe
there is no simple universal theory that describes the exact
screening mechanism.

We have also discussed the relationship with other
model theories. In particular, we compared our approach
to Tersoff’s theory, which seems to produce good results,
even though it relies on certain untested assumptions, and
the prescription for finding the reference level is not
rigorous. The advantages of our superposition of neutral
atomic charge densities are that it provides a well defined,
physical model, that the numerical work is straightfor-
ward, and that, even though it should only be considered
as an ansatz, the results are close to those obtained from
self-consistent interface calculations.
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The valence-band offset AE, at the lattice-matched GaAs/AlAs(001) interface is derived from
highly precise self-consistent all-electron local-density band-structurc calculations of the
(GaAs),(AlAs),(001) superlattices (with n<3). We calculate AE, by using the core levels
— availabl iquely from an all-el pproach— as reference energics. Since these are exper-
imentally accessible quantities, a direct comparison with experiment is, in principle, possible. We
find that AE,=0.5%0.05 eV, in very good agreement with recent experimental results
(AE, =0.45-0.55 ¢V). Calculated core-level shifts are also compared to experiment. These re-
sults, which are closely related to changes in the charge-density distribution at the interface, con-

tribute to understanding the underlying mechanism of the band discontinuity.

In a recent review, Bauer and Margaritondo“" have
emphasized that understanding interface phenomena at
semiconductor heterojunctions is essential for the design
of novel devices. To this end, a precise knowledge of the
band structure and especially of the band alignment at a
semiconductor heterojunction—~as probably the single
most important property of the interface—is necessary.
Particular attention has been devoted to the almost per-
fectly lattice-matched GaAs/AlAs heterojunction, both
from the experimental and the theoretical points of view.2
However, there is still no general agreement regarding the
value of, and microscopic mechanism causing, the band
discontinuities at this interface. The experimental
valence-band offsets (AE,), as measured by scveral tech-
niques, range?~> from 0.19 to 0.65 eV. Until recently, a
partitioning of the valence- and conduction-band gap con-
tributions into a ratio,’ AE.:AE, =85.15, was universally
accepted; the results of several recent experiments,? how-
ever, have indicated a larger AE,~0.45-0.55 eV, and a
ratio AE.:AE, ~60:40. Most of these results derive from
extrapolation of the measurements at the Al,Ga;-,As/
GaA:s interface, with 0.2 < x < 0.6.

Following Anderson’s® early effort with an electron
affinity rule, a few theoretical models"-!! were proposed
to calculate the valence-band offset at the interface of
semiconductors. These models also fail to agree for the
GaAs/AlAs interface: Harrison’s” tight-binding ap-
proach gave too small a valence-band offset (~0.04 ¢V)
[the difficulties of this ap‘)roach with Al-containing com-
pounds have been related® to the observed anomaly of the
Al-X (X =P, As, Sb) bond lengths entering this modell;
Frensley and Kroemer® first found AE,=0.26 ¢V, and
later, in a revised version, AE, =0.69 ¢V; the model re-
cently proposed by Tersoff'® gives AE, =0.35 ¢V; Van de
Walle and Martin'' constructed the model solid by super-
posing neutral atomic spheres to estimate AE, =0.60 eV.
A common feature of all these theoretical approaches is
that they evaluate the offset by the alignment of certain
“reference levels” which are characteristic of the bulk
semiconductors. In the same spirit, the absolute energy

3

positions of the deep-level impurities have been pro-
posed'? as reference energies; this yields AE, =0.42 ¢V.
The empirical rule proposed by Bauer and
Margaritondo'® and Katnani and Margaritondo!'®
gives 0.43 eV. The question has been raised if, indeed, the
band offset can be determined by knowing only the prop-
erties of the separate bulk materials, i.c., without perform-
ing a calculation on the interface. The first published re-
port of the AlAs/GaAs(110) valence-band offset based on
a self-consistent study of the interface is the pioneering
work of Pickett, Louie, and Cohen.'® Using an empirical
local-pseudopotential approach, they found AE,=0.25
eV, when the band offset is calculated by the relative
alignment of the average potential on the two sides of the
interface. Recently, the self-consistent ab initio non-
local-pseudopotential method was applied by Van de
Walle and Martin!' to various heterojunctions; they ob-
tained AE, =0.37 ¢V for AlAs/GaAs(110)."!

In this Rapid Communication, we report a theoretical
determination of the valence-band offset for the
GaAs/AlAs interface based on the self-consistent all-
electron energy-band-structure calculations- for the
(GaAs),(AlAs),(001) (n=1,2,3) superlattice. We use
the core levels as reference energies to determine the rela-
tive alignment of the valence-band edges. We find a
valence-band offset AE,=0.5+0.05 eV, in very good
agreement with the recent experimental results. Since our
determination of the band offset relies on quantities that
are—in principle— experimentally accessible [e.g., by x-
ray photoemission spectroscopy (XPS)?] a direct compar-
ison with experiment is possible, which is different from
the reference level used in the pseudopotential calculation.

Since GaAs and AlAs have almost the same lattice con-
stant (the experimental mismatch is about 0.1%),' we

" used the same experimental value in all our calculations.

The effect of strain, '* which may be expected to be small
for this closely matched heterojunction, is neglected in
first approximation in this work. We have performed
self-consistent full-potential linearized augmented-plane-
wave (FLAPW) '€ calculations on the two bulk semicon-

9871 ©1987 The American Physical Society
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ductors and on the (GaAs),(AlAs),(001) superlattices,
with n < 3. The superlattices have a tetragonal structure
(space group Dy), with lattice parameters a =ao/Vv2 and
c=nayp and 4n atoms per unit cell (and ao is the zinc-
blende lattice parameter).

Band energies were calculated semirelativistically,
while the core states were treated fully relativistically and
updated at each iteration. The Hedin-Lundgvist'” form
of the exchange-correlation potential was employed. The
calculations on bulk GaAs and AlAs were performed by
using ten special k points'® in the irreducible wedge of the
Brillouin zone, while for the 7 =2,3 superlattices we used
three special k points'? in the two-dimensional- (2D-) like
wedge of the Brillouin zone. (Calculations with more
than three special k points showed that sufficient precision
was obtained.) Inside the muffin-tin spheres, angular mo-
menta up to /=8 are used in the expansion of the wave
functions, and up to / =4 for the charge density and po-
tential. In the interstitial regions, the wave functions are
expanded in terms of all the plane waves with wave vector
k < kmax™=2.48 a.u. The resulting convergence, deter-
mined by the parameter k mex{RMT)~5.7, Where (Ry7) is
the average muffin-tin radius, is sufficient to lead to stable
band eigenvalues and charge densities.

We have performed six independent self-consistent cal-
culations in order to test the stability of the results with
respect to the parameters entering the calculations. Par-
ticular attention was devoted to the treatment of the
“semicore” Ga 3d states. About 0.15 electrons spill out of
each (Ryr=2.3 a.u.) muffin-tin sphere. Since the poten-
tial profile across the interface is very sensitive to the
correct distribution of the electronic charge, we describe
the spillout-core charge density by using the overlapping-
charge method. A less precise treatment, such as the uni-
form spreading of this charge in the interstitial regions,
results in an artificial charge transfer between the two
sides of the interface and a remarkable alteration of the
band lineup. This result indicates that the band lineup de-
pends critically on the charge transfer at the interface.
We have used different sets of sphere radii and also treat-
ed the Ga 3d electrons as band states. The corresponding
deviations in the AE, values are ~0.01 and ~0.03 eV, re-
spectively. The remarkable consistency of these results
provides evidence for the precision of our calculations.

Figure 1 shows a diagram of the energy levels near the
interface. The binding energies of the selected core levels
relative to the top of the valence bands (E?| and E%) are
obtained from the self-consistent band structure of the
bulk semiconductors. The superlattice calculation gives
the binding-energy differences (AEp) of the same core
levels on the two sides of the interface, and finally, AE, is
calculated from

AE,=E% —E% —AEg . w

This approach assumes that in a heterostructure the bind-
ing energies of the core levels, E2 and E2 with respect to
the corresponding valence-band maxima, are equal to
their values in the bulk compounds when atoms are far
enough away from the interface. However, since one
deals with a finite-thickness superlattice in any model cal-
culation, the concept of “local band structure,” which was
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FIG. 1. Schematic diagram of the energy levels in the
(GaAs)3(AlAs); superlattice showing various quantities de-
scribed in the text.

implicit in the previous assumption, is now lost. We there-
fore need to make the further assumption that in the su-
perlattice the value of AEp is the same as in a real hetero-
junction. While the first assumption can be easily accept-
ed, the second will be verified on the basis of our calcula-
tions.

To evaluate the band offset we have chosen the follow-
ing representative core levels as the reference energies: As
1s, As 3ds/; and Ga ls, Al 1s. As seen from Fig. 1, in the
(GaAs);(AlAs); superlattice two independent Ga (Al)
sites exist, one (corresponding to two atoms) being “inter-
face” [referred to as Ga(i) and Al(i)] and the other being
“bulk” [Ga(b) and Al(b)]. On the other hand, three
different As sites exist: (i) Two As atoms are on the
GaAs side [As(b,)], (ii) two As atoms are on the AlAs
side [As (b,)], and (iii) two As atoms are at the interface
[As(i)] and share two bonds with Ga(i) and two bonds
with Al().

The core-binding-energy differences (E2) — E%) in the
bulk compounds are given in Table I. A first remark on
this data is related to the As core-level shifts in going from
GaAs to AlAs: the change in binding energy of the As 3d
states (~0.8 eV larger in GaAs) is consistent with its
slightly lower ionicity compared to AlAs.2%2!. A direct

TABLE 1. Core-energy differences and corresponding
valence-band offset values AE, in (i) the bulk compounds and
(ii) the (GaAs),(AlAs), superlattices with n=2,3. Energies
areineV.

n=2 n=3
EA—-E4 AEy AE, AE, AE,
As s 0.87 0.44 0.43 041 0.46
As 3dsp 0.81 0.37 0.44 0.34 0.47
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comparison with x-ray photoemission s y experi-
ments is also possible; Ludeke, Ley, and Ploog?' found an
upward shift in the As 3d level of 0.6 eV going from GaAs
to AlAs. The agreement of our result with their experi-
ment (within the resolution of the measurement) supports
the use of the local-density-approximation (LDA) core
levels to calculate the valence-band offset.

Table I also lists the energy differences, AEs, of the
chosen core levels on the two sides of the interface for the
n=2,3 superlattices, and the resulting AE, values. If we
use the As 1s and 3ds/; levels we get a valence-band offset
~0.47 eV for the n =3 superlattice and AE, ~0.44 ¢V for
the n =2 case. This difference shows that an n=3 super-
lattice is already thick enough to determine the band
offset with good precision, and we can estimate the uncer-
tainty due to the finite superlattice thickness to be of this
magnitude. In this respect, a further test is provided by
comparing the bulk and interface Ga (Al) core levels in
(GaAs);(AlAs);. The Ga ls and Al ls core-energy
difference is ~0.07 ¢V smaller for the bulk than for the
interface Ga (Al) atoms. If we use these levels and the
bulk Ga and Al atoms, however, we get a larger (0.07 ¢V)
value for the band offset than that calculated by using the
As levels. This difference can be attributed to a nonper-
fect cancellation of errors when different core levels are
used. [For instance, a smaller kp.™2.3 cutoff gives
different (~0.04 eV larger) Gals-Alls energy separa-
tions, but very stable values for the As 1s and As 3ds/; en-
ergy differences.]

In order to correctly compare these calculated results
with experiment, we need to first consider the effect of
spin-orbit coupling. Its effect on AE, can be expected to
be small, since the top of the valence band is mainly Asp-
like in both GaAs and AlAs. We can now estimate the re-
sulting corrections a posteriori using the known values of
the spin-orbit splittings. The spin-orbit splitting Ao shifts
the top of valence bands by % Ao, and we can therefore es-
timate the consequent change in AE, to be one-third of
the difference between the spin-orbit splittings in GaAs
and AlAs. Using published values?? gives a positive in-
crease= 1 (0.34 —0.29) ¢V~0.02 ¢V toward a larger
offset. In the worst (highly conservative) case of adding
this uncertainty to our earlier uncertainty from the
difference between the n=2 and 3 results, our valence-
band offset is 0.5 eV with an uncertainty =<0.05 eV.
Thus our result appears to be in very good agreement with
the latest experimental results,2 which give AE,
~0.45-0.55eV.

The fact that the offest is already established after only
a very few layers is consistent with the results of Pickett et
al.'® for the (110) GaAs/AlAs interface and of Van de
Walle and Martin'® for the Si/Ge interface. To further
verify this conclusion, we have calculated the angular-
momentum-decomposed charges O inside the muffin-tin
spheres; their values in the superlattice are compared with
those in the bulk in Table II. The results show that (i) the
Qs values in the n =3 superlattice are very similar to those
of the bulk compounds, and (ii) the two adjacent Ga (Al)
atoms have (within our numerical precision) exactly the
same Q) values. Further, in order to prevent any numeri-
cal difference (such as different structure of k-point
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TABLE II. ! decomposition of the charge density inside
muffin-tin spheres (radii are 2.3 a.u.).

[ @ Q4 Qu
GaAs (bulk)
Ga 0.84 0.74 0.09 1.69
As 1.35 1.88 0.04 3.28
AlAs (bulk)
Al 0.64 0.68 0.10 1.44
As 1.35 2.01 0.03 3.40
(GaAs);(AlAs)y
Ga(b) 0.84 0.73 0.09 1.68
Ga(i) 0.84 0.73 0.09 1.68
Al (i ) 0.65 0.66 0.10 1.43
Al(b) 0.65 0.66 0.10 1.43
As(b,) 1.36 1.87 0.04 3.27
As(i) 1.35 1.94 0.04 333
As(bz) 1.35 2.00 0.03 3.39

meshes) from affecting our conclusions, we performed
self-consistent calculations on the n=1 superlattice, and
on the two bulk compounds in the n =1 superlattice struc-
ture, DJ;. The I-decomposed integrated charge
differences inside the Ga and Al muffin-tin spheres are
smaller than 0.8%, while the As O value is halfway be-

AlAs 4

FIG. 2. Difference between the charge density of
(GaAs)(AlAs), and those of the bulk semiconductors. Con-
tours are given in units of 10 ~“e/ad, i.c., ~0.06 clectrons per
unit cell.
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tween the GaAs and AlAs bulk values. In order to
demonstrate the interface effects, we show in Fig. 2 con-
tour plots of the difference between the charge density of
the (GaAs),(AlAs), superlattice and those of the pure
compounds. These charge-density deformations, which
give rise to the induced interface dipole moment at an
abrupt interface, are seen to be quite small (note the scale
in Fig. 2), and to fall off very rapidly away from the As in-
terface atom. Surprisingly, we recover almost bulklike
properties already in the first Ga and Al atoms away from
the interface.

Finally, a question concerning the validity of our results
could arise from the use of the local-density approxima-
tion. However, since we only use the LDA to derive the
valence-band discontinuity, the well-known band-gap
problem should not affect our results. Furthermore, al-
though the energies of localized states such as the core
states are usually poorly described by the LDA, we believe
that relative energy differences are meaningful. In this
context, let us look at the XPS measurements. Waldrop
et al.® reported AE,~0.4 eV for GaAs grown on
AlAs(110) and AE,~0.15 eV for the reverse sequence,

S. MASSIDDA, B. I. MIN, AND A. J. FREEMAN
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which raised the question of the commutativity of the
offset. More recent XPS measurements,* however, gave a
commutative AE, =0.38-0.39 e¢V. Unfortunately, the ab-
solute value of the offset in these experiments relies on an
accurate knowledge of the binding energies of the core
levels in the bulk semiconductors; a precise value of the Al
2p binding energy is, however, lacking.® Thus, compar-
ison between our results and experiment (while agreeing
within the uncertainty of the experiment) requires a more
precise measurement of the core binding energy. '

In conclusion, using the first-principles FLAPW band-
structure method, we have obtained the valence-band
offset for the GaAs/AlAs interface. Using the core levels
as reference energies produces a very good value com-
pared to experiment and may turn out to be an important
tool for predicting the band offset of semiconductor
heterojunctions.
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A universal trend in the binding energies of deep impurities in
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Whereas the conventional practice of referring binding energies of deep donors and acceptors to
the band edges of the host semiconductor does not produce transparent chemical trends when the
same impurity is compared in different crystals, referring them to the vacuum level through the
use of the photothreshold reveals a remarkable material invariance of the levels in ITI-V and II-VI
semiconductors. It is shown that this is a consequence of the antibonding nature of the deep gap
level with respect to the impurity atom-host orbital combinations. ’

Whereas, since the early days of atomic and molecular
physics, electronic energy levels have been naturally referred
to the vacuum state (vacuum referred binding energies, or
VRBE), in impurity physics, it has long become customary
to refer acceptor or donor levels to either the valence (v) or
the conduction (c) host band edges (hereafter denoted as host
referred binding energies, or HRBE). This latter choice has
been motivated not only by the paradigms of effective mass
theory (which associated the generic evolution of shallow
levels from these band edge states), but also by the obvious
relation of electron/hole emission and capture processes to
such band edges. The organization of a large body of ob-
served electric levels with reference to E, or E, (see for exam-
ple, recent compilations in Refs. 1-3) had unravelled many
well-known chemical trends in the binding energies of shal-
low impurities (central cell effects). At the same time, this
traditional choice of HRBE has revealed obscure trends in
the material dependence of the HRBE for deep impurities, '~
which have since been accepted as part of the complex reality
of the physics of deep centers. We show here that the VRBE
is a more natural reference system and that it organizes
many of the puzzling material-dependent trends in terms of
the different positions of the host states relative to vacuum
(photothreshold).

Recently, first-principles self-consistent electronic
structure calculations have become possible* for series (e.g.,
V through Cu) of deep transition atom centers in semicon-
ductors such as Si® and GaP.® Among others, they have
shown that the impurity levels are not’ “pinned” to the host
vacancy level (as previously suggested®), nor are the host
band edges the physically relevant states that determine ge-
nerically the position of such levels. Instead, it was found that
many of the results of the detailed calculations could be qual-
itatively understood in terms of a model of three “effective
levels.” This can be used here to illustrate that the physical
invariant is the VRBE and not the HRBE. For impurity
levels of a given symmetry I” (say, #,)associated with a cer-
tain site S'in the host crystal (say, cation substitutional), these
zero-order states are the 3dI” orbitals of the effective impuri-
ty () ion® with energy €,, and the host (H ) states €}, and €,
showing up as the largest peaks in the S-centered, I"-project-
ed local density of states in the valence (v) and conduction (c)
bands, respectively. When ¢, is not too close to €}, a two-
level model (¢, and €};) suffices.” Having the same symme-
tries (I" around §'), they will interact (Fig. 1) through the
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coupling element V= <7 |4V |H>. This will result in an
impurity-like bonding state in the valence band (¢ §7® of Refs.
5 and 6), and in an antibonding gap level (the # ?*# dangling
bond hybrid of Ref. 5) at the energy E,,
=e+[A2+ V"%  Here e=( +¢€4)/2 and
A = (e, — €};)/2 are the zero-order centroid and level separ-
ation, respectively. The energy Eyy,, of the valence-band
maximum (VBM) is at a fixed distance from €};. All energies
are referred to the vacuum. The antibonding character of the
gap level implies that its energy E,,, is decided by two op-
posing and partially cancelling effects. This is illustrated in
Fig. 1. If €}, is well above ¢, [host anion with shallow p
orbital, such as in ZnTe, Fig. 1(a)] then € is shallow, but 4 is
large, leading to a weak level repulsion R = [4 2 + V?]'/2 If,
on the other hand, €}, is closer to €, [host anion with deeper p
orbitals, such as ZnS, Fig. 1(b)], then € is deeper, but 4 is
smaller, increasing thereby the level repulsion R. Hence, the
positions of E,, relative to vacuum in cases (a) and (b)
(VRBE, depicted as shaded areas in Fig. 1) are expected to be
considerably closer to one another than the HRBE’s (cross-
hatched area in Fig. 1). The cancellation is particularly effec-
tive when €, of the effective impurity ion (where all s elec-
trons occupy the d shell®) is above €. No cancellation is
expected, to occur if the gap level is not antibonding. Such is
the case in hydrogenic impurities that merely split an already
existing host state into the gap. Hence, their energy will fol-
low the HRBE. Note that since the coupling ¥ and the Cou-
lomb repulsion energies U vary considerably in going from
one class of crystals to the other’ (e.g., the more ionic II-VI
relative to the III-V), this invariance may be restricted to one _
class of materials at a time.

To check the idea of material invariance of the VRBE's,
we have used our calculated levels of GaP:Fe and InP:Fe,

(a) Shallow Anion l (b) Deep Anion

0.0 ¥Vacuum
—~ 6T £ T
> E-— -« -
) imp t E
> -8 —V(&m\ R B
) eV \
o 10 \ \
& Y /€ €

-12}» Bonding B\on_dm'g B

JVRBE NN aHRBE

FIG. 1. Schematic two-level model for a deep impurity in a semiconductor
with (a) shallow anion (e.g., ZnTe) and (b) deep anion (e.g., ZnS).
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TABLE L. Observed'? photothreshold values @, band gaps E, , and single acceptor (4 ), single donor (D ), and double acceptor (44 ) energies (in eV, relative to

the valence-band maxima) of deep transition atom impurities.'~*'>

E, (4 Impurity
Host ev) (V) \4 Cr Mn Fe Co Ni Type
2.11 1.0 —0.6* 1.75 0.75* D
ZnS 3.85 7.5 - 278 o o 248 4
1.6* 0.44 — 0.86" 1.25 0.3 0.16 D
ZnSe 2.80 6.82 - 2240 o o L85 py
1.4 0.64 0.64 0.15 0.3 D
CdSe 1.98 6.62¢
1.81 A
0.74 e D
CdTe 1.48 5.78 o 3 y
InP 1.41 5.69 cee 0.94 0.2 0.7 0.24 A
" “ee 112 0.4 0.85 0.41 0.5 A
GaP 2.35 59 e 1.85 2.25 1.55 Ad
GaAs 1.50 5.49 1.29 0.81 0.1 0.46 0.16 0.22 A

*Predicted in Ref. 3.

®Tentative, see Ref. 3.

©Optical value.

9 Waurtzite structure, Ref. 15.
“Extrapolated from Fig. 10-13 in Ref. 14.

referring all one-electron energy levels to the electrostatic
potential of each host crystal at its interstitial site. The poten-
tial at the empty interstitial site has been shown® to be a
reasonable approximation to an internal (surface indepen-
dent) vacuum level, and had produced reasonable predic-
tions for band alignments at interfaces.” We found that
whereas their HRBE differ substantially (E, — 1.22 and
E, —0.28 eV, for GaP:Fe and InP:Fe, respectively), their
VRBE are much closer ( — 2.98 and — 2.86 eV, respective-
ly). A similar insight has been derived by Jaffe and Zunger'®
by analyzing the band-gap anomaly in ternary chalcopyrites.

Motivated by the above considerations, we follow re-
cent suggestions'"'? and refer the experimentally' deter-
mined HRBE of transition atom acceptors [first (o/ — ) and
second ( — / = )] and donors [(0/ + )] levels in III-V and II-
VI semiconductors to an approximate vacuum level, taken
as the experimentally determined' photothreshold @ for
the (110) surface (Table I). We neglect material variations in
surface corrections because (i) the experimental precision for
surface corrections is poorer' than for @, (ii) @ has proven
to correlate well' with E,,, for a given sequence of com-
mon-cation compounds, (iii) only relative shifts in the vacu-
um level from one material to the other are needed here. The
reliability of this approximation has already been verified in
the study of vacancies in III-V materials'* where empirical
band structures of III-V materials were fit to @. We show in
Fig. 2 the results for eight semiconductors for which reliable
data exist,''® indicating the oxidation states that exist at
each region of the gap. Note that the 1 +, 2+, and 3 +
oxidation states shown in Fig. 2 correspond tothe 4 =, 4 —,
and 4 chargestatesin I1I-V semiconductors,andto4 —,4 °,
andA * chargestatesin II-VI’s. The remarkable result is that
within a class of compounds, the VRBE of each impurity are
nearly constant, despite significant variations in HRBE.

Few chemical trends become apparent. (i) Shallow ac-
ceptors in CdTe and ZnTe (e.g., Cu, with "2 E, = E, + 0.15
eV) become deep acceptors in ZnS and ZnSe (around'’ E,

672 Appl. Phys. Lett., Vol. 45, No. 6, 15 September 1984

+ 1.3and E, + 0.7 eV, respectively for Cuin ZnS and ZnSe)
merely because the VBM in the latter systems recedes, de-
creases 4, and repells £, upwards, deep inside the gap.
This is why CdTe can be made low resistivity p type by cation
substitution, whereas sulphides cannot.'® On the other hand,
isovalent substitutional elements lacking a deep ¢, (e.g., Li,
Na) can form shallow acceptors in II-VI’s, having hence sim-
ilar HRBE and different VRBE. The same is true for Mn
acceptors in III-V’s: they are deep in GaP but shallow in
GaAs because DPg,p > Pg.a. - (ii) Cr, Co, and Ni impurities
that exist as deep donors in ZnS, ZnSe, and CdSe, but were
not observed in CdTe, are indeed predicted here to be inside
the CdTe valence band. (iii) Iron impurity forms a midgap
(semi-insulating) level in InP, but Cr is needed to form a
midgap level in GaAs (despite the similarities in band gaps),
since the VBM of InP is lower than that of GaAs. (iv) Impuri-
ties in CdTe and ZnTe have similar HRBE (hence only one is

Energy (eV)

FIG. 2. Vacuum related binding energies of six 34 impurities in eight host

icond (cf. Table I), showing that the regions of stability of the
1+,2+,and 3 + oxidation states are very similar in materials of the same
class. (T) tentative experimental value; (P) predicted.
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FIG. 3. Universal binding energy curve for deep acceptors in I1I-VI's and
deep donors in I1-VI's.

shown in Fig. 2), since their @ ’s are nearly identical. Other
common-anion semiconductors (e.g., InP and GaP) show
variations in HRBE of deep level, since their @ ’s are differ-
ent. (v) The failure to detect a ¥ acceptor in InP (despite its
existence in GaAs) is consistent with the prediction that it
lies just above the CBM; however, an experimental search
for the ¥ acceptor level in GaP would be important to shed
light on its position GaAs. (vi) Cr in GaP can appear in the
1 4 oxidation state, whereas it does not exist in GaAs and
InP (but could be forced into the gap by applying pressure)
since the conduction-band minima of the latter materials are
lower than in GaP. (vii) we predict that the VRBE of transi-
tion atom impurities in mixed alloys (e.g., ZnS,Se, _, or
GaAs, P, _, ) will follow the variations with x in @ and not
the HRBE (e.g., the CBM or any CB in particular).

Figure 3 shows the universal trends in the VRBE of
donors(M 2+ /M **)inI1-VD’s,and ofacceptors (M >+ /M **)
in III-V’s. (Similar trends are obtained for acceptors in II-
VTI’s except that the jump is between Cr and Mn.) The overall
trend, including the local minima in Mn parallels that in

673 Appl. Phys. Lett. 45 (6), 15 September 1984 0003-6951/84/180673-03$01.00

fnee-ion ionization energies'®; the jump is larger in the more
ionic II-VI syst2ms since the impurity Mott-Hubbard Cou-
lomb repulsiongenergies U are larger (U~ 10-20 eV in free
ions, 2-3 eV in IEVI’s, and 1-2 eV in III-V’s®). The overall
width of the distribution of VRBE is dictated by the host
covalericy. One hopes that the universality of VRBE could
be used to predict the approximate location of unknown
deep centers in crystals and alloys from the knowledge of @
and the level position in related semiconductors.
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Semiconductor Heterojunction Interfaces: Nontransitivity of Energy-band Discontiuities
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A direct experimental test has revealed that heterojunction energy-band discontinuities
are nontransitive. This result was obtained by an x-ray photoemission-spectroscopy in-
vestigation of abrupt (110) interfaces in the heterojunction series Ge/CuBr, CuBr/GaAs,
and GaAs/Ge. The sum of the valence-band discontinuities for these intefaces is 0.64
+0.05 eV, a large deviation from the zero sum expected by transitivity.

A fundamental feature of an abrupt semiconduc-
tor heterojunction is the discontinuity in the va-
lence band and conduction band, AE, and AE,,
that arises from the bandgap change AE, across
the interface. Theoretical models'"® have been
proposeéd to predict AE, (or AE,); these models
have as a common feature a transitive relation-
ship for the band discontinuities. In general,
such models express a band discontinuity as the
difference in an energy associated with each in-
dividual semiconductor. The widely used elec-
tron-affinity rule,' whereby AE (A/B) =| x* - x*®|,
is an example of a transitive model; x is the re-
spective electron affinity of semiconductors A
and B which form the junction A/B. Transitivity,
if true, is appealing for the relative simplicity

1686

brought to the resulting models; implied is that
interface properties per se need not be investigat-
ed to predict AE, and AE,.

A transitive model has the property that if
AE,(A/B), AE,(B/C), and AE,(C/A) are the va-
lence-band discontinuities associated with hetero-
junction interfaces from semiconductors A, B,
and C, the relationship

AE,(A/B) +AE(B/C) +AE,(C/A) =0 ®

must be valid. Since AE, +AE_ =AE,, any conclu-
sions drawn for AE, can always be expressed in
terms of AE.. An experimental test of Eq. (1) is
thus a test of transitivity.

The electronic properties of relatively few
abrupt heterojunctions have been studied experi-

© 1979 The American Physical Society
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mentally. As a result, data are not available to
determine whether heterojunction band-edge dis-
continuities are transitive. Semiconductors in
row four of the periodic table, Ge, GaAs, ZnSe,
and CuBr, are all lattice matched, have tetrahed-
ral crystal structures, and range from covalent
to highly ionic. Thus, if these semiconductors
can be grown epitaxially to form abrupt hetero-
junctions, characterization of at least three ap-
propriate interfaces would test transitivity.

We report the first experimental results which
demonstrate that no general transitive relation-

ship exists for heterojunction band discontinuities.

Specifically, by using x-ray photoemission spec-
troscopy (XPS) the (110) nonpolar abrupt inter-
faces in the series Ge/CuBr, CuBr/GaAs, and
GaAs/Ge have been found to exhibit a large devi-
ation from transitivity. To study this series of
junctions, CuBr epitaxial layers were grown on
Ge and GaAs; this to our knowledge is the first
reported characterization of a heterojunction in-
volving a I-VII compound.

A generalized band diagram is given in Fig. 1
for a heterojunction interface between semicon-
ductors A and B. Shown are the valence- and
conduction-band edges E, and E,, AE,(A/B)=E,*
-E,*, AE,(A/B)=E 2 -E_*, and the binding-en-
ergy separation, AEg(A4/B)=AE,® ~E, 4, between
arbitrary core levels b which have binding ener-
gy E,* and E, ® in semiconductors A and B, re-
spectively. By inspection of the figure, AE,(A/B)
can be expressed as

AEu(A/E)zAEB(A/B) +(EbA"EvA)

-(E,®-EB). (@)

Since A/B is any heterojunction, similar expres-
sions can be written for AE,(B/C) and AE,(C/A).
Upon substitution of these expressions into Eq.

(1), terms of the form (E,* - E,*) cancel to yield

AEg(A/B) +AE 5(B/C) +AE 5(C/A) =0. ®)

These AE; quantities can be measured with high
accuracy at appropriate heterojunctions by XPS;
thus, Eq. (3) provides a sensitive and direct ex-
perimental test of Eq. (1). In our experiment, A
=Ge, B =CuBr, and C =GaAs. Although the bind-
ing energies in Fig. 1 and in XPS measurements
are referenced to the Fermi energy Ef such that
Eg=0=Eg, Egs. (1)-(3) involve only energy dif-
ferences. Thus, knowledge of the actual position
of the Fermi level is not required and bulk doping
differences or interface states resulting in band
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FIG. 1. Generalized energy-band diagram for a thin
abrupt A/B heterojunctiod interface.

bending do not affect the analysis or the XPS
measurement.

The experimental apparatus consists of a Hew-
lett-Packard 59504 XPS spectrometer combined
with an ultrahigh-vacuum sample preparation
chamber. This system also includes LEED (low-
energy electron diffraction), a rastered sputter
ion gun, a sample heater, and a CuBr sublima-
tion source. System base pressure is ~2x107'°
Torr. The XPS x-ray source is Al Ko (2, =1486.6
eV) radiation.

Epitaxial CuBr films were grown on (110)GaAs
and (110)Ge substrates by vacuum sublimation of
CuBr. Sublimation has frequently been used to
prepare polycrystalline films of CuBr with zinc-
blende structure.*

The GaAs substrate was etched in 4:1:1 H,SO,:
H,0,:H,0 solution and was cleaned under vacuum
by heating (~ 620 °C) until no O or C was detectable
by XPS. At room temperature this surface ex-
hibited the (1x1) LEED pattern which is observed
on the cleaved, stochiometric (110) surface. The
Ge substrate was etched in a dilute HF solution
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and then cleaned under vacuum by ~1-keV Ar*-
ion sputtering and 550 °C annealing cycles until
no O or C was detectable and a LEED pattern
was obtained. The room-temperature (110)Ge
LEED pattern was complex and strongly re-
sembled the reported c(8x10) pattern.®

The CuBr film growth proceeded at a deposition
rate of ~3 A/sec on room-temperature substrates;
growth was stopped at a layer thickness of 25-30
A. Chamber vacuum during deposition was 2
Xx107° Torr. No O or C was detectable in the XPS
spectra of the CuBr films.

Examination by LEED was used to confxrm the
epitaxy of the CuBr films. The CuBr overlayer
on GaAs exhibited a sharp LEED pattern that ap-
peared to contain only integral-order spots and
have lattice vectors parallel to the corresponding
substrate vectors. Only the electron energy maxi-
mizing the pattern s