A Nitsche-type variational formulation for the shape deformation of a single component vesicle
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Abstract

This paper concerns the development of a finite-element formulation using Nitsche’ method for the phase-field model to capture an equilibrium shape of a single component vesicle. The phase-field model derived from the minimization of the curvature energy results in a nonlinear fourth-order partial differential equation. A standard conforming Galerkin formulation thus requires $C^1$-elements. We derive a nonconforming finite-element formulation that can be applied to $C^0$-elements and prove its consistency. Continuity of the first derivatives across interelement boundaries is weakly imposed and stabilization of the method is achieved via Nitsche’s method. The capability of the proposed finite-element formulation is demonstrated through numerical study of the equilibrium shapes of axisymmetric single component vesicles along with budding and fission phenomena.
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1. Introduction

Vesicles are small sacs or cavities containing liquid. In cell biology, vesicles consist of liquid enclosed by a lipid bilayer and they are involved in many biological functions such as transportation of material throughout the cell, metabolism, regulating protein activity, and replication of viruses [1]. The lipid bilayer with the thickness of a few nanometers can form vesicles ranging from 50 nm to tens of micrometers in diameter [2]. Owing to high flexible nature of vesicles, they show a variety of shapes of different symmetry and topology. Also, morphological transitions such as budding and fission can be induced by temperature changes due to membrane fluidity. The
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equilibrium vesicle shapes arise from the competition between curvature energy, which derives from the bending elasticity of the membrane, geometrical constraints such as fixed surface area and fixed enclosed volume [3]. The objective of this study is to develop a nonconforming finite-element formulation of a phase-field bending elastic model to capture the equilibrium shape of a single component vesicle.

Capturing the stationary shape of vesicles can be achieved from minimization of Canham–Helfrich–Evans curvature energy [4–6]. In this study, we employ the phase-field based curvature energy that has been commonly used to derive the phase-field model for modeling the shape dynamics of vesicles [7–10]. One main advantage of the phase-field model is that the complex topological and geometrical changes can be easily captured without explicitly tracking the interfaces. The phase-field model arising from the phase-field based curvature energy gives rise to a nonlinear fourth-order partial differential equation. As a consequence, with a standard conforming Galerkin method, it requires $C^1$-basis functions such that the phase-field function and its first derivatives are continuous across element boundaries. A traditional example of $C^1$-basis functions is Hermite elements that were developed for two- and three-dimensional problems [11–13]. While achieving $C^1$-continuity is feasible for one-dimensional problems, it becomes complicated for two- or three-dimensional problems. They can also be relatively quite expensive due to additional derivative unknowns per element, for example, 16 unknowns for the 2D Hermite cubic rectangular element [11]. Mixed-finite element methods can be alternative. However, their formulations involve separate approximations of both primary and secondary fields, resulting in the computational inefficiency and stability issue arising from the combination of interpolation functions for different fields [14].

Several methods based on a phase-field approach have been recently developed for modeling the shape dynamics of vesicles. Du et al. [7] employed the finite-difference method to study the shape deformation of axisymmetric cases of single component vesicle shapes. A three-dimensional modeling of a vesicle was performed using the Fourier spectral method [8]. Du and Zhang [10] developed an adaptive mixed finite-element method for three-dimensional vesicle membrane deformations. Most recently, Embar et al. [15] used B-splines to capture the formation and evolution of microdomains on the deforming surface of giant unilamellar vesicles. Two-dimensional and axisymmetric numerical examples of domain evolution coupled to vesicle shape deformation were presented. In this study, we propose a nonconforming finite-element formulation such that $C^0$-basis functions can be used to discretize the nonlinear fourth-order phase-field model for the shape deformation of vesicles. Nitsche’s [16] method is employed to weakly impose continuity of the first derivatives of the phase-field variable across interelements along with an additional term for stabilization. Baker [17] first employed Nitsche’s method to develop a non-conforming Galerkin formulation for a fourth-order elliptic problem. The approach in this study is relevant to a consistent $C^0$-interior penalty method that was presented for beam and plate theories [18] and a second-gradient theory [19–24]. Recently, application of Nitsche’s method has been further extended for weakly imposing Dirichlet boundary conditions in standard Galerkin methods for second- and fourth-order partial differential equations [25–27] and B-splines [28–35].

The remainder of the paper is organized as follows. In Section 2, we briefly present the governing equation based on the phase-field model for the equilibrium shape of vesicles. In Section 3, we introduce a variational formulation based on Nitsche’s method for the phase-field model along with the proof of its consistency. Notice that this formulation can be applied to any types of $C^0$-elements. In Section 4, the capability of the proposed variational formulation is tested for vesicles with several equilibrium shapes. Budding followed by fission is also studied with this formulation. Finally, in Section 5, we provide conclusions and a summary of directions for future work.

2. Phase-field model for the equilibrium shape of vesicles

In this section, we provide a governing equation based on a phase-field model for the equilibrium shapes of vesicles. Canham [4], Helfrich [5], and Evans [6] first proposed a purely mechanical model to study the equilibrium shapes of single component vesicles such as red blood cells. The equilibrium shape of a vesicle can be determined by minimizing its shape energy, usually taken to be its bending energy. The Canham–Helfrich–Evans elastic bending energy including the spontaneous curvature is given by

$$E = \int_S \frac{1}{2} \kappa (H - H_{sp})^2 \, ds$$

(2.1)

where $\kappa$ is the bending rigidity which can depend on the local heterogeneous concentration of the species (such as protein molecules on the blood cells) and $H$ is the mean curvature of the membrane surface (or vesicle) $S$ defined
by \( H = (1/R_1 + 1/R_2)/2 \), with \( R_1 \) and \( R_2 \) being the principal radii of curvature at any spatial location. Here, \( H_{sp} \) is the spontaneous curvature to represent the natural curvature of the membrane surface, reflecting a possible asymmetry in the bilayer at any spatial location. Some of the possible origins of the spontaneous curvature could be explained by different chemical environments on either sides of the membrane, different chemical compositions of the bilayer, protein insertions, locally varying structure of the lipid molecules, and so on.

The original bending energy model consists of minimizing (2.1) with respect to the membrane surface \( S \) along with the specified surface area and enclosed volume. In the present work, we use the phase-field model of (2.1) for easy tracking of the shape deformation of the membrane surface. In doing so, the phase-field function \( \phi \) with the specified surface area and enclosed volume. In the present work, we use the phase-field model of (2.1) for easy tracking of the shape deformation of the membrane surface. In doing so, the phase-field function \( \phi \) is defined on the computational domain \( \Omega \) as described in Du and his colleagues [7,8,10]. In other words, the zero level set, i.e., \( \{ x : \phi(x) = 0 \} \), gives the membrane surface \( S \), while \( \{ x : \phi(x) < 0 \} \) represents the inside of the membrane and \( \{ x : \phi(x) > 0 \} \) the outside.

To derive the phase-field model, we introduce the phase-field bending energy functional [7,8]

\[
E(\phi) = \int_{\Omega} \frac{1}{2} \kappa \epsilon \left( \frac{\Delta \phi}{\epsilon^2} - \frac{1}{\epsilon^2} (\phi^2 - 1)(\phi + C \epsilon) \right)^2 \, dv
\]

which is equivalent to (2.1). Here, \( \epsilon \) is the transition parameter related to the interface thickness and \( C = \sqrt{2} H_{sp} \) is the parameter involving the effect of the spontaneous curvature. Notice that (2.2) is defined on the whole domain \( \Omega \), not on the membrane surface \( S \), indicating the increase of the dimension from two to three. This gives rise to the increase of the computational cost. Then, the phase-field model for the equilibrium configuration of a vesicle can be derived by minimizing the energy functional (2.2) subject to the prescribed surface area and the prescribed bulk volume. From the work of Du and his colleagues [7,8,10], we define the enclosed volume as

\[
V(\phi) = \frac{1}{2} \left( \int_{\Omega} \phi(x) \, dv \right)
\]

for the prescribed volume constraint and the surface area as

\[
A(\phi) = \frac{3}{2\sqrt{2}} \int_{\Omega} \left[ \frac{\epsilon}{2} |\nabla \phi|^2 + \frac{1}{4\epsilon} (\phi^2 - 1)^2 \right] \, dv
\]

for the prescribed surface area. To capture the stationary shape of a vesicle, we need to define the initial phase-field function. In this study, we use the following initial phase-field function

\[
\phi(x) = \tanh \left( \frac{d(x, S)}{\sqrt{2}\epsilon} \right)
\]

that was commonly used by Du and his colleagues [7,8,10]. Here, \( d(x, S) \) is the signed distance function from a point \( x \in \Omega \) to the membrane surface \( S \). Using (2.5), an initial configuration for a bi-concave shape vesicle can be defined as displayed in Fig. 1. The phase-field function \( \phi(x) = -1 \) for the inside of the membrane (blue) and \( \phi(x) = 1 \) for its outside (red). The plot clearly shows the transition layer with green color.

As a consequence of above statements, as described in [10], the variational phase-field elastic bending model can be stated as

\[
\min_{\phi} E(\phi) = \int_{\Omega} \frac{1}{2} \kappa \epsilon \left( \frac{\Delta \phi}{\epsilon^2} - \frac{1}{\epsilon^2} (\phi^2 - 1)(\phi + C \epsilon) \right)^2 \, dv
\]

subject to constraints

\[
A(\phi) = A_0, \quad V(\phi) = V_0
\]

and a boundary condition

\[
\phi = \phi_0 \quad \text{on} \ \partial \Omega,
\]

where \( V_0 \) and \( A_0 \) represent the prescribed volume and the prescribed surface area, respectively. Here, \( \phi_0 \) can be the boundary value. Notice that \( \phi_0 \) can be one with the definition of (2.5), as shown in Fig. 1.
To incorporate surface area and volume constraints into (2.2), the following modified total energy is introduced [10]:

\[ E_T(\phi) = E(\phi) + \frac{\alpha_v}{2} (V(\phi) - V_0)^2 + \frac{\alpha_a}{2} (A(\phi) - A_0)^2 \]  

(2.9)

in which \( \alpha_v \) and \( \alpha_a \) are the penalty parameters for volume and surface area constraints, respectively. The problem to find the equilibrium configuration of a vesicle membrane can be formulated as finding the phase-field function \( \phi(x) \) on the whole domain \( \Omega \) that minimizes the energy functional (2.9). Notice that the existence of the minimizer to \( E_T(\phi) \) has been established in [9].

To find a minimizer of (2.9), we use a gradient flow approach that has been successfully used for solving the phase-field model of single component vesicles [7,8,10]. The variational problem can then be solved via the gradient flow

\[ \frac{\partial \phi}{\partial t} = -\frac{\delta E_T(\phi)}{\delta \phi} \]  

(2.10)

where \( \delta/\delta \phi \) denotes the first variation of the energy functional (2.9). The meaning of (2.10) is that, given an initial guess, as \( t \to \infty \), the dynamic solution \( \phi(x,t) \) converges to a steady state which is a critical point of the energy \( E_T(\phi) \).

Taking the first variation of (2.9) and substituting it into (2.10) give rise to the nonlinear fourth order time-dependent partial differential equation

\[ \frac{\partial \phi}{\partial t} = \Delta Q - \frac{1}{\epsilon^2} Q(3\phi^2 + 2C\epsilon \phi - 1) + \alpha_v (V(\phi) - V_0) + \]  

\[ \alpha_a (A(\phi) - A_0) \left[ -\frac{3}{2\sqrt{2}} \epsilon \left( \Delta \phi - \frac{1}{\epsilon^2}(\phi^2 - 1)\phi \right) \right] \]  

(2.11)

where \( Q = \epsilon \Delta \phi - \frac{1}{\epsilon}(\phi^2 - 1)(\phi + C\epsilon) \). Notice that the phase-field model (2.11) with initialization (2.5) is used to find the equilibrium shape of a vesicle. Solving (2.11) requires a nonlinear solver and a time-stepping algorithm.

To construct the weak form of (2.11), we introduce the space of an admissible solution field as \( V \subset H^2(\Omega) \), where \( H^2(\Omega) \) denotes the Sobolev space of order 2. For convenience, we define the space of a test field \( w \) as \( \mathcal{W} \subset H^2(\Omega) \) with

\[ \mathcal{W} = \{ w \in H^2(\Omega) \mid w = \nabla w \cdot n = 0 \text{ on } \partial \Omega \}. \]  

(2.12)
By multiplying a test function \( w \in \mathcal{V} \), taking integration over \( \Omega \), and applying integration by parts, the weak form of (2.11) can be stated as: Find \( \phi \in \mathcal{V} \) such that, for all \( w \in \mathcal{V} \),

\[
\int_{\Omega} w \frac{\partial \phi}{\partial t} \, dv = \epsilon \int_{\Omega} \Delta w \Delta \phi \, dv + \frac{2}{\epsilon} \int_{\Omega} (\nabla w \cdot \nabla \phi)(3\phi^2 + 2C\epsilon \phi - 1) \, dv \\
+ \frac{1}{\epsilon} \int_{\Omega} w(6\phi + 2C\epsilon)(\nabla \phi \cdot \nabla \phi) \, dv \\
+ \frac{1}{\epsilon^3} \int_{\Omega} w(3\phi^2 + 2C\epsilon \phi - 1)(\phi^2 - 1)(\phi + C \epsilon) \, dv \\
+ \alpha_g \int_{\Omega} w(A(\phi) - A_0) \left[ -\frac{3}{2\sqrt{2}} \epsilon \left( \Delta \phi - \frac{1}{\epsilon^2}(\phi^2 - 1)\phi \right) \right] \, dv \\
+ \alpha_v \int_{\Omega} w(V(\phi) - V_0) \, dv.
\]

(2.13)

Notice that (2.13) is valid for any \( C^1 \)-basis functions such as Hermite elements and B-splines.

3. Discretization

In this section, we introduce a Nitsche-type variational formulation for the gradient flow (2.11). Since (2.11) is the fourth-order nonlinear partial differential equation, a standard finite-element approximation requires the solution space to be globally \( H^2 \)-conforming as described in (2.13). In other words, basis functions are required to be \( C^1 \)-continuous, thereby ensuring the continuity of the phase-field function and its first derivatives. In the present study, we derive the non-conforming formulation based on the idea of Engel et al. [18]. This formulation uses \( C^0 \)-basis functions so that their first derivatives are discontinuous. Continuity of these first derivatives on element boundaries is weakly imposed based on Nitsche’s method [16]. Notice that the number of unknowns per element arising for this method is considerably fewer than for alternatives based on traditional strategies such as \( C^1 \)-basis functions [18].

To construct the bases, we consider a regular finite-element partition \( \Omega^h = \cup_{e=1}^N \Omega_e \), with \( \Omega^h \approx \Omega \) and \( N \) the total number of elements in the mesh. We choose an approximation function that is continuous on the entire domain, but discontinuous in its first and higher-order derivatives across element boundaries, i.e., we define the finite-dimensional solution and test function spaces as

\[
\mathcal{V}^h = \{ \phi_h \in H^1(\Omega) : \phi_h|_{\Omega_e} \in \mathcal{P}_k(\Omega_e), \ 1 \leq e \leq N \},
\]

(3.1)

\[
\mathcal{W}^h = \{ w_h \in H^1(\Omega) : w_h|_{\Omega_e} \in \mathcal{P}_k(\Omega_e), \ 1 \leq e \leq N, \ w_h = \nabla w_h \cdot \mathbf{n} = 0 \text{ on } \partial \Omega \},
\]

(3.2)

in which \( \mathcal{P}_k(\Omega_e) \) is the space of complete polynomials with the order less than or equal to \( k \) defined over an element \( \Omega_e \). The approximation \( \phi_h(x) \) to the phase-field function \( \phi(x) \) is given by

\[
\phi_h(x) = \sum_i N_I(\xi(x))\phi_I
\]

(3.3)

where \( \phi_I \) is the nodal value at node \( I \) and \( \xi(x) \) is the position in a reference element. Here, \( N_I \) is the basis function that belongs to the set of Lagrangian iso-parametric functions, i.e.,

\[
\{N_I\} = \{ N_I \in C^0(\Omega^h) : N_I|_{\Omega_e} \in \mathcal{P}_k(\Omega_e) \}, \quad I = 1, \ldots, M
\]

(3.4)

in which \( M \) denotes the number of nodes in the mesh. For the sake of brevity, we denote the set of element interiors by \( \tilde{\Omega} \) and the set of all interior edges by \( \tilde{T} \). In two dimensions, \( \tilde{T} \) refers only to those element edges that are shared by two spatially adjacent elements, and does not include edges along the physical boundary \( \partial \Omega \). Then, we define the integration over \( \tilde{\Omega} \) as

\[
\int_{\tilde{\Omega}} \phi \, dv = \sum_{\Omega_e \in \tilde{\Omega}} \int_{\Omega_e} \phi \, dv
\]
and the integration over \( \Gamma \) as
\[
\int_{\Gamma} \phi \, ds = \sum_{\Gamma_i \in \Gamma} \int_{\Gamma_i} \phi \, ds
\]
with \( \Gamma_i \) being the element edge. For a scalar function \( f \), the jump operator of \( f \) across the interior boundary is defined as
\[
[f] = f^+ - f^-
\]
where \( f^\pm = \lim_{\delta \to 0} f(x \mp \delta \mathbf{n}) \) for \( \delta > 0 \) with \( \mathbf{n} \) being any of the two unit normals to the interior boundary. The average operator of \( f \) is defined as
\[
\langle f \rangle = \frac{1}{2}(f^+ + f^-).
\]
From the definitions of the jump and average operators, we have the useful identity
\[
[f g] = [f] \langle g \rangle + \langle f \rangle [g]. \tag{3.5}
\]

The Nitsche-type finite-element formulation to approximate the solution of (2.11) can be stated as: Find \( \phi_h \in \mathcal{V}^h \) such that, for all \( w_h \in \mathcal{V}^h \),
\[
\int_{\Omega} w_h \frac{\partial \phi_h}{\partial t} \, dv = \epsilon \int_{\Omega} \Delta w_h \Delta \phi_h \, dv + \frac{2}{\epsilon} \int_{\Omega} (\nabla w_h \cdot \nabla \phi_h)(3\phi_h^2 + 2C\epsilon \phi_h - 1) \, dv
+ \frac{1}{\epsilon} \int_{\Omega} w_h(6\phi_h + 2C\epsilon)(\nabla \phi_h \cdot \nabla \phi_h) \, dv
+ \frac{1}{\epsilon} \int_{\Omega} w_h(3\phi_h^2 + 2C\epsilon \phi_h - 1)(\phi_h^2 - 1)(\phi_h + C\epsilon) \, dv
- \epsilon \int_{\Gamma} \nabla w_h \cdot \mathbf{n} \langle \Delta \phi_h \rangle \, ds
- \epsilon \int_{\Gamma} \nabla \phi_h \cdot \mathbf{n} \langle \Delta w_h \rangle \, ds
+ \tau \int_{\Gamma} \nabla w_h \cdot \mathbf{n} \nabla \phi_h \cdot \mathbf{n} \, ds
+ \alpha_a \int_{\Omega} w_h(A(\phi_h) - A_0) \left[ -\frac{3}{2\sqrt{2}} \epsilon \left( \Delta \phi_h - \frac{1}{\epsilon^2}(\phi_h^2 - 1)\phi_h \right) \right] \, dv
+ \alpha_v \int_{\Omega} w_h(V(\phi_h) - V_0) \, dv
\]
in which \( \tau \) is the stabilization parameter which is inversely proportional to the mesh size \( h \), i.e., \( \tau \sim 1/h \). The particular difference of (3.6) with (2.13) is additional terms in the fourth and fifth lines included based on the idea of Nitsche’s method. They aim to weakly enforce continuity of the first derivatives to the normal direction at element interior edges, allowing for the use of \( C^0 \)-basis functions. In the following sections, we use \( \phi \) and \( w \) instead of \( \phi_h \) and \( w_h \) in (3.6) for convenience.

### 3.1. Proof of consistency

To prove consistency of (3.6), taking integration by parts of the first term yields
\[
\epsilon \int_{\Omega} \Delta w \Delta \phi \, dv = -\epsilon \int_{\Omega} \nabla w \nabla (\Delta \phi) \, dv + \epsilon \int_{\partial \Omega} (\nabla w \cdot \mathbf{n}) \Delta \phi \, ds + \epsilon \int_{\Gamma} [(\nabla w \cdot \mathbf{n}) \Delta \phi] \, ds
= \epsilon \int_{\Omega} w \Delta^2 \phi \, dv - \epsilon \int_{\partial \Omega} w \nabla(\Delta \phi) \cdot \mathbf{n} \, ds + \epsilon \int_{\Gamma} (\nabla w \cdot \mathbf{n}) \Delta \phi \, ds
+ \epsilon \int_{\Gamma} [(\nabla w \cdot \mathbf{n}) \Delta \phi] \, ds - \epsilon \int_{\Gamma} [w \nabla(\Delta \phi) \cdot \mathbf{n}] \, ds. \tag{3.7}
\]
Upon using the identities
\[
\int_{\tilde{\Omega}} [(\nabla w \cdot n) \Delta \phi] \, ds = \int_{\tilde{\Omega}} [(\nabla w \cdot n) \langle \Delta \phi \rangle + \langle \nabla w \cdot n \rangle \langle \Delta \phi \rangle] \, ds,
\]
\[
\int_{\tilde{\Omega}} [w \nabla (\Delta \phi) \cdot n] \, ds = \int_{\tilde{\Omega}} [w \langle \nabla (\Delta \phi) \cdot n \rangle + \langle w \rangle \langle \nabla (\Delta \phi) \rangle \cdot n] \, ds,
\]
and \(w = \nabla w \cdot n = 0\) on \(\partial \Omega\) and \([w] = 0\) on \(\tilde{\Omega}\). (3.7) reduces to
\[
\epsilon \int_{\tilde{\Omega}} \Delta w \Delta \phi \, dv = \epsilon \int_{\tilde{\Omega}} w \Delta^2 \phi \, dv + \epsilon \int_{\tilde{\Omega}} [(\nabla w \cdot n) \langle \Delta \phi \rangle + \langle \nabla w \cdot n \rangle \langle \Delta \phi \rangle] \, ds
\]
\[
- \epsilon \int_{\tilde{\Omega}} \langle [w] \nabla (\Delta \phi) \cdot n \rangle \, ds.
\]
For convenience, let \(M(\phi) = 3\phi^2 + 2\epsilon \phi - 1\). Similarly, applying integration by parts to the second term in (3.6) results in
\[
\frac{1}{\epsilon} \int_{\tilde{\Omega}} (\nabla w \cdot \nabla \phi) M(\phi) \, dv = - \frac{1}{\epsilon} \int_{\tilde{\Omega}} w \nabla \cdot [(\nabla \phi) M(\phi)] \, dv + \frac{1}{\epsilon} \int_{\partial \Omega} w(\nabla \phi \cdot n) M(\phi) \, ds
\]
\[
+ \frac{1}{\epsilon} \int_{\tilde{\Omega}} [w(\nabla \phi \cdot n) M(\phi)] \, ds
\]
\[
= - \frac{1}{\epsilon} \int_{\tilde{\Omega}} w \Delta \phi M(\phi) \, dv - \frac{1}{\epsilon} \int_{\tilde{\Omega}} w(\nabla \phi \cdot \nabla M(\phi)) \, dv
\]
\[
+ \frac{1}{\epsilon} \int_{\partial \Omega} w(\nabla \phi \cdot n) M(\phi) \, ds + \frac{1}{\epsilon} \int_{\tilde{\Omega}} [w(\nabla \phi \cdot n) M(\phi)] \, ds
\]
\[
= - \frac{1}{\epsilon} \int_{\tilde{\Omega}} w(\Delta \phi^2 + \Delta \phi + C \epsilon \Delta \phi^2) \, dv + \frac{1}{\epsilon} \int_{\tilde{\Omega}} [w M(\phi)] \langle \nabla \phi \cdot n \rangle \, ds.
\]
In the last equality, we used identities
\[
\Delta \phi^3 = 6\phi(\nabla \phi \cdot \nabla \phi) + 3\phi^2 \Delta \phi, \quad \Delta \phi^2 = 2(\nabla \phi \cdot \nabla \phi + \phi \Delta \phi)
\]
and the continuity of \(w\) and \(\phi\) on \(\tilde{\Omega}\). Using the sum of the second and third terms, we can obtain
\[
\frac{1}{\epsilon} \int_{\tilde{\Omega}} (\nabla w \cdot \nabla \phi) M(\phi) \, dv + \frac{1}{\epsilon} \int_{\tilde{\Omega}} w(6\phi + 2\epsilon)(\nabla \phi \cdot \nabla \phi) \, dv
\]
\[
\frac{1}{\epsilon} \int_{\tilde{\Omega}} (\nabla w \cdot \nabla \phi) M(\phi) \, dv + \frac{1}{\epsilon} \int_{\tilde{\Omega}} w \frac{\partial M(\phi)}{\partial \phi} \nabla \phi \cdot \nabla \phi \, dv
\]
\[
\frac{1}{\epsilon} \int_{\tilde{\Omega}} \nabla (w M(\phi)) \cdot \nabla \phi \, dv
\]
\[
= - \frac{1}{\epsilon} \int_{\tilde{\Omega}} w M(\phi) \Delta \phi \, dv + \frac{1}{\epsilon} \int_{\partial \Omega} w M(\phi)(\nabla \phi \cdot n) \, ds
\]
\[
+ \frac{1}{\epsilon} \int_{\tilde{\Omega}} [w(\nabla \phi \cdot n) M(\phi)] \, ds
\]
\[
= - \frac{1}{\epsilon^2} \int_{\tilde{\Omega}} w M(\phi)(\epsilon \Delta \phi) \, dv + \frac{1}{\epsilon} \int_{\tilde{\Omega}} \langle [w M(\phi)] \rangle [\langle \nabla \phi \cdot n \rangle] \, ds.
\]
On substituting (3.10), (3.11), and (3.12) into (3.6), we obtain

\[ \int_{\tilde{\Omega}} \frac{w}{\Delta t} \frac{\partial \phi}{\partial t} \, dv = e \int_{\tilde{\Omega}} w \Delta^2 \phi \, dv - \frac{1}{e} \int_{\tilde{\Omega}} w(\Delta \phi^3 - \Delta \phi + C \epsilon \Delta \phi^2) \, dv \\
- \frac{1}{e^2} \int_{\tilde{\Omega}} wM(\phi)(e \Delta \phi) \, dv + \frac{1}{e^3} \int_{\tilde{\Omega}} wM(\phi)(\phi^2 - 1)(\phi + C \epsilon) \, dv \\
+ \frac{2}{e} \int_{\tilde{F}} \langle \langle w \rangle \rangle \langle \langle M(\phi) \rangle \rangle \langle \langle \nabla \phi \cdot n \rangle \rangle \, ds + e \int_{\tilde{F}} \langle \langle \nabla w \cdot \nabla \phi \rangle \rangle \langle \langle \Delta \phi \rangle \rangle \, ds \\
- e \int_{\tilde{F}} \langle \langle w \rangle \rangle \langle \langle \nabla \Delta \phi \rangle \rangle \langle \langle \nabla \phi \cdot n \rangle \rangle \, ds - e \int_{\tilde{F}} \langle \langle \nabla w \cdot \nabla \Delta \phi \rangle \rangle \langle \langle \Delta \phi \rangle \rangle \, ds \\
+ \alpha_e \int_{\tilde{\Omega}} w(V_i(\phi) - V_0) \, dv \\\n+ \alpha_i \int_{\tilde{\Omega}} w(A(\phi) - A_0) \left[ - \frac{3}{2 \sqrt{2}} e \left( \frac{\Delta \phi}{e^2} - \frac{1}{e^2} (\phi^2 - 1) \phi \right) \right] \, dv. \tag{3.13} \]

Then, (3.13) can be rewritten as

\[ 0 = - \int_{\tilde{\Omega}} \frac{w}{\Delta t} \frac{\partial \phi}{\partial t} \, dv + e \int_{\tilde{\Omega}} w \Delta Q \, dv - \frac{1}{e^2} \int_{\tilde{\Omega}} wM(\phi)Q \, dv \\\n+ \alpha_e \int_{\tilde{\Omega}} w(V_i(\phi) - V_0) \, dv + \alpha_i \int_{\tilde{\Omega}} w(A(\phi) - A_0) \left[ - \frac{3}{2 \sqrt{2}} e \left( \frac{\Delta \phi}{e^2} - \frac{1}{e^2} (\phi^2 - 1) \phi \right) \right] \, dv \\\n+ \int_{\tilde{F}} \left( \frac{2}{e} \langle \langle w \rangle \rangle \langle \langle M(\phi) \rangle \rangle - e \langle \langle \Delta w \rangle \rangle + \tau \langle \langle \nabla w \cdot n \rangle \rangle \right) \langle \langle \nabla \phi \cdot n \rangle \rangle \, ds \\
+ e \int_{\tilde{F}} \langle \langle \nabla w \cdot n \rangle \langle \langle \Delta \phi \rangle \rangle \rangle \langle \langle \nabla \phi \cdot n \rangle \rangle \, ds. \tag{3.14} \]

where

\[ \Delta Q = \epsilon \Delta^2 \phi - \frac{1}{\epsilon} (\Delta \phi^3 - \Delta \phi + C \epsilon \Delta \phi^2). \]

From the first and second lines, we can obtain the gradient flow (2.11) on \( \tilde{\Omega} \) and the remaining terms on the third and fourth lines are jump terms to impose weakly continuous derivatives on \( \tilde{F} \). This proves the consistency of the method.

### 3.2. Algorithm linearization

In this section, we describe the time-stepping algorithm and the nonlinear solver used for the present study. Unless otherwise specified, we use two indices \( n \) and \( i \) to represent time-step and iteration, respectively.

The variational problem (3.6) is nonlinear. A Newton–Raphson iteration scheme is employed to resolve the nonlinear system of equations. The volume and area constraint terms are non-local. As a result, high computational cost is required to compute these terms. For more efficient simulation, we consider these terms as explicit and other terms as implicit, i.e.,

\[ \int_{\tilde{\Omega}} w \frac{\phi_{n+1} - \phi_n}{\Delta t} \, dv = F_{n+1} + C_n \tag{3.15} \]

where

\[ F_{n+1} = e \int_{\tilde{\Omega}} \Delta w \Delta \phi_{n+1} \, dv + \frac{2}{e} \int_{\tilde{\Omega}} (\nabla w \cdot \nabla \phi_{n+1})(3 \phi_{n+1}^2 + 2 C \epsilon \phi_{n+1} - 1) \, dv \\\n+ \frac{1}{e} \int_{\tilde{\Omega}} w(6 \phi_{n+1} + 2 C \epsilon)(\nabla \phi_{n+1} \cdot \nabla \phi_{n+1}) \, dv \\\n+ \frac{1}{e^3} \int_{\tilde{\Omega}} w(3 \phi_{n+1}^2 + 2 C \epsilon \phi_{n+1} - 1)(\phi_{n+1}^2 + C \epsilon) \, dv \\\n+ \frac{1}{e^3} \int_{\tilde{\Omega}} \langle \langle \nabla w \cdot n \rangle \langle \langle \Delta \phi_{n+1} \rangle \rangle + \langle \langle \nabla \phi_{n+1} \cdot n \rangle \langle \langle \Delta w \rangle \rangle \rangle \langle \langle \nabla \phi_{n+1} \cdot n \rangle \rangle \, ds + \tau \int_{\tilde{F}} \langle \langle \nabla w \cdot n \rangle \langle \langle \nabla \phi_{n+1} \cdot n \rangle \rangle \, ds \tag{3.16} \]
and
\[ C_n = \alpha_v \int_{\Omega} w(V_i(\phi_n) - V_0) \, dv \]
\[ + \alpha_a \int_{\Omega} w(A(\phi_n) - A_0) \left[ -\frac{3 \epsilon}{2 \sqrt{2}} \left( \Delta \phi_n - \frac{1}{\epsilon^2}(\phi_n^2 - 1)\phi_n \right) \right] \, dv. \]  
(3.17)

The variational problem (3.15) can be restated as a nonlinear finite-element problem in terms of the residual \( \mathbf{R} \) as
\[ \mathbf{R}(\phi_{n+1}, w) = \int_{\Omega} w \frac{\phi_{n+1} - \phi_n}{\Delta t} \, dv - C_n - F_{n+1} = 0, \quad \forall w \in \mathcal{V}^h. \]  
(3.18)

For a given solution \( \phi_n \) at the \( i \)th iteration, the residual (3.18) is linearized as
\[ 0 = \mathbf{R}(\phi_{i+1}^{n+1}, w) \simeq \mathbf{R}(\phi_{i+1}^n, w) + \frac{\partial \mathbf{R}}{\partial \phi_{n+1}} \delta \phi, \quad \forall w \in \mathcal{V}^h \]  
(3.19)

for increment \( \delta \phi \). The increment found in (3.19) is used to update solution \( \phi_{n+1} \) at time-step \( n + 1 \):
\[ \phi_{n+1}^{i+1} = \phi_{n+1}^i + \delta \phi. \]  
(3.20)

By taking the variational derivative of \( \mathbf{R} \), we can obtain the second term in (3.19) as
\[ \frac{\partial \mathbf{R}}{\partial \phi_{n+1}} \delta \phi = \int_{\Omega} w \frac{\delta \phi_{n+1}}{\Delta t} \, dv - \frac{\partial F_{n+1}}{\partial \phi_{n+1}}, \]  
(3.21)

where
\[ \frac{\partial F_{n+1}}{\partial \phi_{n+1}} = \epsilon \int_{\Omega} \Delta w \Delta \phi_{n+1} \, dv + \frac{2}{\epsilon} \int_{\Omega} (\nabla w \cdot \nabla \phi_{n+1})(3\phi_{n+1}^2 + 2C\epsilon \phi_{n+1} - 1) \, dv \]
\[ + \frac{2}{\epsilon} \int_{\Gamma} (\nabla w \cdot \nabla \phi_{n+1})(6\phi_{n+1} + 2C\epsilon) \phi_{n+1} \, dv \]
\[ + \frac{1}{\epsilon^3} \int_{\Omega} w(\delta \phi_{n+1})(\nabla \phi_{n+1} \cdot \nabla \phi_{n+1}) \, dv + \frac{1}{\epsilon} \int_{\Omega} 2w(6\phi_{n+1} + 2C\epsilon)(\nabla \phi_{n+1} \cdot \nabla \phi_{n+1}) \, dv \]
\[ + \frac{1}{\epsilon^3} \int_{\Omega} w(\delta \phi_{n+1})(6\phi_{n+1} + 2C\epsilon)(\phi_{n+1} + C\epsilon) \, dv \]
\[ + \frac{1}{\epsilon^3} \int_{\Omega} w(\delta \phi_{n+1})(3\phi_{n+1}^2 + 2C\epsilon \phi_{n+1} - 1)(2\phi_{n+1} + C\epsilon) \, dv \]
\[ + \frac{1}{\epsilon^3} \int_{\Omega} w(\delta \phi_{n+1})(3\phi_{n+1}^2 + 2C\epsilon \phi_{n+1} - 1)(\phi_{n+1}^2 - 1) \, dv \]
\[ - \epsilon \int_{\Gamma} \left[ \left[ \nabla w \cdot \mathbf{n} \right] \left[ \Delta \phi_{n+1} \right] + \left[ \nabla \delta \phi_{n+1} \cdot \mathbf{n} \right] \left[ \Delta w \right] \right] \, ds + \tau \int_{\Gamma} \left[ \nabla w \cdot \mathbf{n} \right] \left[ \nabla \phi_{n+1} \cdot \mathbf{n} \right] \, ds. \]  
(3.22)

Upon considering the finite-element approximation in (3.3) and substituting (3.21) into (3.19), a linear system of equations
\[ \mathbf{Kd} = -\mathbf{R} \]  
(3.23)
is obtained, where the tangent stiffness matrix \( \mathbf{K} \) originated from (3.21) and the residual vector \( \mathbf{R} \) from (3.18). Here, \( \mathbf{d} \) represents the increment of the phase-field function \( \phi \). We obtain the increment \( \delta \phi \) using (3.23) and update the phase-field solution (3.20) until it is convergent.

4. Numerical study

The finite-element formulation (3.6) is implemented in Multi-Physics Object Oriented Simulation Environment (MOOSE), which is an open source finite-element tool to solve partial differential equations [36]. For the implementation of (3.6), we use DG kernel with the standard Lagrangian shape functions and a Newton–Raphson iteration as a nonlinear solver as described in the previous section. The present study is restricted to the axisymmetric equilibrium shapes of the single component vesicles and thus the three-dimensional problem is simplified to the two-dimensional one. Unless otherwise specified, all simulations are performed using the thickness of the transition layer \( \epsilon = 0.2 \) and the time step \( \Delta t = 10^{-5} \). In MOOSE, QUAD8 and QUAD9 elements can be used as \( C^0 \)-basis functions. Thus, the capability of our algorithm is tested for these two elements.
4.1. Influence of parameters

In this section, we examine the sensitivity of the numerical solutions on the values of various parameters as shown in Du et al. [7]. Of particular interest are the stabilization parameter $\tau$ and the penalty parameters $\alpha_v$ and $\alpha_a$ for volume and area constraints involved in the variational form (3.6). Moreover, the mesh size $h$ must be chosen based on $\epsilon$ to ensure enough resolution in the transition layer. We study the effect of these parameters on the performance of the proposed method using a bi-concave shape vesicle. The equilibrium shape of the bi-concave shape is obtained from the initial shape shown in Fig. 1.

We first begin by examining the influence of the stabilization parameter $\tau$. Notice that $\tau$ is inversely proportional to $h$, i.e., $\tau = C_\tau / h$ with a constant $C_\tau$. Hence, our study is performed by varying $C_\tau$. We choose $h = \epsilon / 4$ and $\alpha_v = \alpha_a = 10^4$ based on the following study. Various values of $C_\tau$ are investigated for both QUAD8 and QUAD9 elements. The equilibrium shapes of the vesicle obtained from our simulations are displayed in Fig. 2. These shapes are almost indistinguishable with the choices of $C_\tau$ displayed in the figure. Our numerical study shows that the nonlinear solver is not convergent if $C_\tau$ is too small or large. To get convergent results, our numerical tests show that the lower bound of $C_\tau$ for QUAD8 and QUAD9 is 0.1 and 1, respectively, and the upper bound of $C_\tau$ for QUAD8 and QUAD9 is 100. Insufficient $C_\tau$ would cause stability issue. In Fig. 3, we display examples of the unstable solutions with $C_\tau = 0.01$ for QUAD8 and $C_\tau = 0.1$ for QUAD9. Too large $C_\tau$ would worse the conditioning of the global stiffness matrix and make a solution converge difficult. The influence of $\tau$ on the evolution of the total energy is examined for both QUAD8 and QUAD9 in Fig. 4. Interestingly, the total energy evolution for QUAD9 is not sensitive to the stabilization parameter. On the other hand, QUAD8 with $C_\tau = 0.1$ is not consistent with other cases. These results indicate that the consistent equilibrium shape of a vesicle can be obtained by choosing $1 \leq C_\tau \leq 100$, i.e., $1 / h \leq \tau \leq 100 / h$ for both QUAD8 and QUAD9 elements.

In Fig. 5, we examine the influence of the mesh size $h$ within the transition layer $\epsilon$ on the equilibrium shape of the bio-concave vesicle structure. We choose $C_\tau = 1$ which is proven to be stable in the previous sensitivity study on the stabilization parameter. Zero iso-contours (i.e., equilibrium shapes) are displayed for various cases of the mesh size ($h = \epsilon / 2$, $\epsilon / 4$, $\epsilon / 6$, $\epsilon / 8$) with $\epsilon = 0.2$. For both QUAD8 and QUAD9, while contours obtained using $h = \epsilon / 4$, $\epsilon / 6$, $\epsilon / 8$ are almost indistinguishable, significant deviation of the contour with $h = \epsilon / 2$ is observed. This result indicates that, with the choice of $h \leq \epsilon / 4$, we can avoid high sensitivity of the stabilization parameter and ensure enough resolution to resolve the transition layer.

In Table 1, the effect of the penalty parameters $\alpha_v$ and $\alpha_a$ on the change of the relative volume and area is examined. Based on the previous study, we fix $h = \epsilon / 4$ and $\tau = 1 / h$. As expected, the relative errors for volume...
Fig. 3. Examples of unstable solutions with insufficient choices of $C_\tau$.

Fig. 4. The evolution of the total energy with various choices of $\tau$.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_v$, $\alpha_a$</th>
<th>1000</th>
<th>2500</th>
<th>5000</th>
<th>7500</th>
<th>10,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>QUAD8</td>
<td>(V - V_0) / V_0</td>
<td>6.1661%</td>
<td>2.3996%</td>
<td>1.1914%</td>
<td>0.7926%</td>
<td>0.5935%</td>
</tr>
<tr>
<td></td>
<td>(A - A_0) / A_0</td>
<td>0.4359%</td>
<td>0.1645%</td>
<td>0.0808%</td>
<td>0.0356%</td>
<td>0.0402%</td>
</tr>
<tr>
<td>QUAD9</td>
<td>(V - V_0) / V_0</td>
<td>6.1697%</td>
<td>2.4000%</td>
<td>1.1915%</td>
<td>0.7926%</td>
<td>0.5937%</td>
</tr>
<tr>
<td></td>
<td>(A - A_0) / A_0</td>
<td>0.4359%</td>
<td>0.1644%</td>
<td>0.0808%</td>
<td>0.0355%</td>
<td>0.0400%</td>
</tr>
</tbody>
</table>

and area decrease for both QUAD8 and QUAD9 with increasing $\alpha_v$ and $\alpha_a$. With $\alpha_v = \alpha_a = 10^4$, the relative errors for volume and area are approximately 0.6% and 0.04% for both QUAD8 and QUAD9, respectively.

4.2. Shape equilibrium of vesicle structures

In this section, the capability of the variational form (3.6) is tested for single component vesicles. From the previous parameter studies, unless otherwise specified, all the simulations are performed using $\tau = 1 / h$, $h = \epsilon / 4$. 

Fig. 5. Influence of the mesh size $h$ within the transition layer $\epsilon$ for fixed $C_\tau = 1$.

Fig. 6. A three-dimensional view of the shape deformation of a bi-concave vesicle structure obtained from an axisymmetric simulation in two dimensions: (a) initial shape and (b) equilibrium shape.

$\alpha_v = 10^4$, and $\alpha_a = 10^4$. Notice that other choices of these parameters are possible based on the previous studies. All the simulations are performed using QUAD8 element.

4.2.1. Bi-concave and peanut shapes

Our method is first applied to the vesicle with a bi-concave equilibrium shape. The initial phase field used for this study is displayed in Fig. 1, which is defined using (2.5) with $\epsilon = 0.2$. For a better visual effect, we show a three-dimensional view in Fig. 6. The initial configuration of an oblate spheroid is displayed in panel (a) of the figure. The spontaneous curvature is not allowed by setting $C = 0$ in (3.6).

The bi-concave shape vesicle obtained from the simulation is presented in Fig. 6(b). In biological term, this shape may be referred to as a discocyte (or erythrocyte) which is the usual and favored human red blood cell shape. We display the evolution of the total curvature energy in Fig. 7. As shown in the previous section, the curvature energy decreases until it reaches to the steady state, corresponding to the equilibrium shape of the bi-concave disc.

Next, our algorithm is applied to obtain a vesicle structure with a peanut or longan shape. Same with the previous example, the zero spontaneous curvature is assumed by setting $C = 0$. In Fig. 8, a three-dimensional view is presented for better visualization. Fig. 8(b) depicts the ‘peanut’ stationary shape that evolves from an initial prolate spheroid in Fig. 8(a). This peanut shape can be obtained for relatively higher volume-to-surface ratio than the
4.2.2. Budding and fission

In this section, the proposed algorithm is applied to budding and fission transitions of a vesicle. The budding transition is the most prominent example of a vesicle shape transformation with increasing temperature as shown in Figures 1 and 2 of Seifert [3]. Unlike the previous example, by setting positive nonzero values of $C$ in (3.6), the spontaneous curvature effect is included.

In Fig. 9, a single case of vesicle budding accompanied by fission is modeled by varying a non-dimensional spontaneous curvature $C = 5, 10, 15, 20, 25$. We choose a prolate shape as an initial configuration based on Seifert [3]. Budding transition is observed by the choice of $C = 5$ as shown in Fig. 9(b). With other choices of $C$, multiple fission transitions are observed in Fig. 9(c)–(f). These results show that our algorithm can model budding and fission phenomena with a non-zero spontaneous curvature. The evolutions of the total energy for these various spontaneous curvatures are displayed in Fig. 10. As expected from (2.2) and (2.9), the total energy increases with increasing $C$ and reaches to the steady state for all the values of $C$ chosen.
Fig. 9. Equilibrium shapes for different spontaneous curvatures.

Fig. 10. The evolution of curvature energy for different spontaneous curvatures.
In this section, the computational cost of the present algorithm is compared with the Hermite cubic element which is available on MOOSE. Notice that the Hermite cubic element has 16 degrees of freedom (dofs) per element due to additional derivative unknowns at each node. On the other hand, QUAD8 and QUAD9 have only 8 and 9 dofs per element, respectively. All calculations for this comparison are carried out in parallel with 4 MPI processes on a workstation Xeon E5-2637 v3 CPU. A directLU solver is employed to obtain the solutions of the linear algebraic system of equations for each nonlinear step. For accurate numerical integration, Gaussian quadrature points we used are $3 \times 3$ for QUAD8 and QUAD9 and $4 \times 4$ for the Hermite cubic element. For all three element types, we choose the same number of elements with the relation $h = \epsilon/4$ between the mesh size and the transition layer thickness.

In Table 2, we display the computational time for only one time step which takes five nonlinear iterations. For convenience, we divide the tangent stiffness matrix $K$ into two parts: $K_i$ and $K_e$. In (3.21), $K_i$ and $K_e$ represent the numerical integration of the terms over element interiors $\tilde{\Omega}$ and edges $\tilde{\Gamma}$, respectively. Notice that the standard Galerkin formulation using $C^1$-elements does not need $K_e$. This is the additional computational cost of the proposed algorithm in this study. For better understanding, we also display the computational time of assembling $K_i$ and $K_e$ and the solver. The total computational time of QUAD8 is relatively smaller than others, indicating the computational efficiency of our algorithm. Assembling $K_i$ for Hermite takes more time than others due to the large number of dofs and Gaussian quadrature points. Interestingly, while the computational time to assemble $K_e$ for QUAD8 and QUAD9 is not significant, solving the system of equations using the directLU solver takes more time than Hermite. We attribute this to the increase of the bandwidth of the stiffness matrix $K$ in QUAD8 and QUAD9 due to the presence of $K_e$.

This result shows that the proposed $C^0$-element based algorithm can improve the computational efficiency. We expect that using a more efficient solver can reduce the computational cost of our algorithm. Moreover, further numerical studies for the error behaviors and convergence rate of the proposed method remain as our future work.

### 5. Summary and conclusion

In this paper, we presented a nonconforming finite-element method for modeling the shape deformation of vesicles using the phase-field model. The governing equation arising from the phase-field curvature energy is nonlinear and fourth-order with respect to the phase-field variable. Rather than employing $C^1$-basis functions or a fully mixed approach, we base our method on a continuous–discontinuous Galerkin formulation using $C^0$-basis functions. Continuity of higher-order derivatives of the phase-field variable is then enforced between elements using an idea of Nitsche’s method, involving jump quantities across interelement boundaries.

Using our finite-element formulation, we captured the equilibrium shapes of a bi-concave and peanut type vesicles. Moreover, budding and fission phenomenon of a vesicle was modeled by considering the non-zero spontaneous curvature. Numerical solutions are sensitive to the parameters involving in the formulation. As a result, we studied the influence of these parameters including the mesh size to ensure enough resolution on the transition layer. The results show that the stabilization parameter must be chosen $1/h \leq \tau \leq 100/h$ for both QUAD8 and QUAD9 to get convergence solutions for the Newton–Raphson iteration. Moreover, choosing the mesh size $h \leq \epsilon/4$ is less sensitive to the stabilization parameter $\tau$. As expected, the relative volume and area errors decrease with increasing the penalty parameters for volume and area constraint.

The phase-field model is defined on the whole three-dimensional physical domain, not on the surface of the vesicle in two dimensions. Owing to this increase of the dimension, one of main challenges using the phase-field model is high computational cost. In addition, the phase-field function rapidly changes near the transition layer
around the vesicle membrane surface. Thus, highly refined mesh is needed for accurate modeling of the transition layer. Therefore, adaptive refinement near the transition layer is more ideal than uniform meshes on the whole domain. Developing an algorithm with easy adaptive refinement is important to model the shape deformation of the vesicle. We expect that application of adaptivity to our proposed \( C^0 \)-elements based formulation can be easily achieved. Future work will focus on developing an adaptive technique of the proposed formulation. Moreover, the current study was restricted to the axisymmetric cases of the single component vesicles. In the future, our study will be extended to model the equilibrium shapes of the multi-component vesicles and eventually applied to a full three-dimensional analysis. We will also develop a more efficient algorithm based on the meshfree point collocation method [37–39].
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