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Abstract This paper presents the development of a

strong form-based collocation method called the

particle difference method (PDM), capable of predict-

ing the spatiotemporal evolution of polycrystalline

material solidification through coupling of multi-

phase and temperature fields. Cross coupled phase

field evolution and heat transfer equations are dis-

cretized via the PDM to obtain the interface kinemat-

ics of polycrystalline boundary during solidification.

A distinct feature of the PDM is its ability to represent

derivative operators via a moving least-square approx-

imation of the Taylor expansion through point-wise

computations at collocation points. The method dis-

cretizes directly the strong forms using the pre-

computed derivative operators at each collocation

point and elegantly overcomes the topological diffi-

culty in modeling intricate moving interfaces. To

verify the efficacy of the PDM, numerical results are

compared with those obtained from the conventional

finite difference method for uniform and irregular

distributions of the collocation points. The scalability

of the parallelized PDM is tested by measuring its

efficiency with increasing the number of processors.

We also provide a solidification simulation with two

ellipsoidal inclusions to demonstrate the capability of

the PDM in complex moving interface problems with

high curvature.
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1 Introduction

The prediction of microstructural evolution during

solidification, recrystallization, and phase transforma-

tion processes has attracted intense interest due to the

plethora of relevant applications, especially in mate-

rial manufacturings such as casting, welding, sintering

and the recently emerging fields of additive manufac-

turing technologies. The phase-field model (PFM) has

been proven as one of the most popular and powerful

approaches among various modeling approaches for

these problems. Following the seminal work by Karma

(2001) on the prediction of dendritic alloy solidifica-

tion, the PFM has appeared as an effective approach

that can address a wide variety of applications

including solidification and microstructural evolution

in materials processing (Boettinger et al. 2002; Chen

2002; Thornton et al. 2003; Moelans et al. 2008) and

solid mechanics problems for failure (Amiri et al.

2014, 2016; Areias et al. 2016a, b, c).

The advantage of the PFM lies in the fact that the

model was designed to circumvent the numerical

problem of tracking a sharp solid–liquid interface. Its

principal characteristic is the regularization of the

sharp interface with a diffuse interface between two

phases where the diffuse interface is described by a

steep but continuous transition of the phase-field

variable between two different states. The implica-

tions of the regularization in terms of the micro force

balances and the discussion about the limit to the sharp

interface can be found in Fried and Gurtin (1993) and

Gurtin and Fried (1994, 1996). In the PFM, the order

parameters are constant in the respective phase and

vary only within the very narrow diffusive interface

region. Furthermore, the distinct length scales are

typically involved in the systems having complex

branched structures such as dendritic solidification,

electrochemical deposition, growth of bacterial colo-

nies, etc. Resolving these intricate features requires a

very fine spatial discretization but such a higher

resolution is only required in the vicinity of the

diffusive interface. Moreover, the PFM often needs to

handle the second- and higher-order derivatives in the

relevant governing equations. As a result, the PFM

naturally demands the flexibility and adaptivity of the

numerical scheme for the treatment of high order

differential operators.

Conventional numerical techniques such as the

finite difference method (FDM) and the finite element

method (FEM) have been widely used for the analysis

of the PFM (Rosam et al. 2007; Du and Zhang 2008;

Wise et al. 2007; Ceniceros et al. 2010; Lowengrub

et al. 2009; Yue et al. 2006). An adaptive mesh

refinement scheme based on these methods has been

applied to various PFMs extending from pure mate-

rials solidification to binary alloy phase transforma-

tion and some biomechanical problems. In practical

engineering applications, simple geometries are rela-

tively rare. Numerical methods based on structured

mesh have difficulties in capturing the intricate

features of interface involved in high order governing

equations. For example, the FEM has a merit of

handling the second-order spatial operators. However,

there are no such general and efficient numerical

techniques for the moving interface problems with the

higher-order differential operators. Consequently,

special methods have been introduced to handle such

issues.

An example of such a special method is the

isogeometric analysis. An interesting application on

solving the Cahn–Hilliard equation involving fourth-

order spatial derivatives can be found in Gomez et al.

(2008). It was reported that the method possesses a

unique combined resolution of handling higher-order

differential operators and three-dimensional geomet-

ric complexity. However, the mesh generation is still a

major bottleneck to improve the efficiency of this

approach. Adaptive mixed finite element approaches

can deal with the high-order characteristics by refor-

mulating the model as a system of second-order partial

differential equations. However, this approach still

induces high computational cost at a given accuracy

(Du and Zhang 2006). Additional adaptive methods

also include a Fourier spectral moving-mesh method

(Zhu et al. 1999), and the finite volume approach (Lan

and Chang 2003; Tan et al. 2007) for unstructured

grids. Recently, Rosolen et al. (2013) and Peco et al.

(2013) presented an adaptive meshfree method to

model the shape deformation of biomembranes using

the PFMs with the local maximum-entropy meshfree

basis functions via a direct Ritz–Galerkin method.

Another possible development of efficient adaptive

algorithms might be Nitsche’s formulations based on

C0-elements (Kim et al. 2016) and B-splines (Jiang

and Kim 2016). However, these methods require extra

terms to weakly impose the boundary conditions or
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continuity of derivatives, which inevitably leads to

additional computation cost.

In this paper, we propose a strong form collocation

method, called the PDM (Yoon and Song 2014a, b, c),

as the solution method of the PFM. The method

possesses several desirable features of the aforemen-

tioned methods to solve the PFM. The PDM has

important attributes: (1) it can easily handle the high-

order derivatives in the relevant governing equations;

(2) it employs only a point-wise computation on the

basis of a variable support radius suitable for partial

refinement and dynamic adaptivity; (3) it naturally

inherits all advantages of the conventional meshfree

methods; (4) the distribution of the collocation points

can be easily adapted to resolve the intricate features

of solutions; (5) it does not require numerical integra-

tion as it does not involve a weak formulation; (6) the

particle derivative approximation dramatically accel-

erates the computational speed for derivative compu-

tations; (7) it has been shown that it possesses

robustness and accuracy for moving interface prob-

lems (Yoon and Song 2014a, b, c) compared to other

conventional meshfree methods.

In the meshfree (point-wise) collocation method,

the majority of current available approaches can be

classified into two major categories depending on

whether the formalism of the method requires the

actual derivative of an approximation field. If the

actual derivative of the moving least-square approx-

imation (MLSA) scheme is required, the method can

be categorized into the conventional meshfree method

such as the element-free Galerkin method (Belytschko

et al. 1994) and the reproducing kernel particle

method (Liu et al. 1995). The idea of actually

differentiating MLSA scheme was first introduced in

the element-free Galerkin method (Belytschko et al.

1994) as a correction for the inconsistent differenti-

ation of the MLSA scheme. The reproducing kernel

particle method (Liu et al. 1995) was also developed

to provide more elegant mathematical derivation that

can correct the kernel approximation of the smoothed

particle hydrodynamics (Monaghan 1992) by enforc-

ing the reproducing property of the polynomials up to

the necessary order of consistency. Although the

origin of both methods is different, their discrete forms

for the approximations of solutions are quite analo-

gous. Most meshfree methods based on weak formu-

lations have employed this approach for computing

derivatives.

On the other hand, if the actual differentiation of

the MLSA scheme is not explicitly required in the

formalism, the method falls into the category of the

non-conventional meshfree method which needs the

approximation of the derivatives in addition to the

approximation of a solution field. Such an alternate

approach was initiated by Nayroles et al. (1992) where

the polynomial basis was differentiated during the

numerical computations. This approach was named

the diffuse derivative approximation. Although the

diffuse derivative approximation provided an insight

into the fast derivative computation of the MLSA, the

method was not sufficiently supported by a mathe-

matical foundation. Moreover, accuracy deficiencies

emerged and thus diminishing the merit of fast

derivative computation since it was combined with

the weak formulation, which essentially requires the

exact differentiation of the involved functions. Fur-

thermore, Krongauz and Belytschko (1997a, b) dis-

cussed the lack of integrability of the test function

when the diffuse derivative was used within the

context of the Petrov–Galerkin formulation. Also,

Huerta et al. (2004) presented a pseudo divergence-

free field for the diffuse derivative approximation in

the framework of weak formulation for an incom-

pressible fluid flow problem.

In addition, Li and Liu (1998, 1999, 2002) devel-

oped a hierarchical partition of unity of reproducing

kernel function approach. This approach enabled the

elegant proof of the mathematical fundamentals of the

diffuse derivative approximation by the hierarchical

partition of unity and a hierarchical basis. Kim and

Kim (2003) also proved the reproducing property of

the diffuse derivative approximation. They showed

that the approximation can be derived from the

construction of the Taylor series associated with the

MLSA. Subsequently, Lee and Yoon (2004) showed

that the diffuse derivative approximation mathemat-

ically consists of the sequential operations of the

polynomial derivative and moving process without

losing the reproducing property. More importantly,

Kim and Kim (2003) and Lee and Yoon (2004) applied

the diffuse derivative approximation in the strong

formulation to solve fluid and solid mechanics prob-

lems since the reproducing property (or consistency) is

necessary and sufficient condition for the strong

formulation. The meshfree point collocation method

combined with the diffuse derivative approximation

has been applied to various problems such as the
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singularity due to layered material interface (Kim

et al. 2007a, b) and the asymptotic crack tip singular-

ity in a linear elastic fracture (Yoon et al. 2006). Onate

et al. (1996a, b, 2001) and Aluru (2000) proposed a

collocation method with the MLSA with fixed kernel

functions. In their methods, the approximation and

derivatives of a solution field can be evaluated at

collocation points only due to the fixity of the kernel

function.

Recently, Yoon and Song (2014a, b, c) proposed the

extended PDM for weak and strong discontinuity

problems. Though the method is the extension of the

methods developed by Li and Liu (1998, 1999, 2002)

and Kim and Kim (2003) with the extrinsic enrich-

ments for various interface problems, the name

‘‘PDM’’ was introduced to emphasize the fact that

the method is based on the strong form with the point-

wise particle derivative approximation. Initially, the

extended PDM was focused on various stationary

singularity modeling techniques (Yoon and Song

2014a, b), and then was further extended to moving

boundary problems such as the melting interface

(Yoon and Song 2014c). It should be noted that the

method developed in the present study shares a very

similar mathematical foundation with the PDM, but it

is enhanced by several implementation details. In the

present study, the PDM that combines the multi-phase

field model (MPFM) and heat transfer analysis, is

presented. Its reliability and accuracy in solving the

coupled thermo-solidification problems are

demonstrated.

The remainder of the paper is organized as follows.

In Sect. 2, we present the MPFM describing the

polycrystalline growth initiating from the undercooled

melt material. In Sect. 3, the PDM for solving the

MPFM is described in detail. In Sect. 4, computational

details as well as the simulation results are presented

for the coupled thermo-solidification problem. Finally,

in Sect. 5, we provide conclusions and summary of

directions for future work.

2 Coupled multi-phase field model with heat

transfer

As indicated in the previous section the primary

purpose of the present study is to apply the PDM to the

simulation of microstructure evolution during solidi-

fication. This is to verify the computational feasibility

of the PDM to the diffusive interface approach such as

the MPFM (Steinbach and Pezzolla 1999; Eiken et al.

2006; Steinbach 2009). The MPFM is a variant of the

conventional PFM developed to address the evolution

of an arbitrary number of different grains of the same

phase that are distinct only by their orientations.

In the MPFM, each grain a that is distinct from

other grains either by its orientation or phase (or both)

is associated with a unique phase-field variable,

denoted by /a. The general free energy description

in a domain X may be formulated to account for

multiple physical phenomena including contributions

from the interfacial energy f inf , the chemical energy

f chem, and the elastic energy f elast. In this study, the

elastic energy f elast is assumed to have a null contri-

bution and the chemical energy f chem is considered for

a pure material system. To represent the additive

decomposition of each individual free energy contri-

bution (Steinbach 2009), the total free energy func-

tional F of a system can be written as

F ¼
Z
X

f inf þ f chem
� �

dX ð2:1Þ

f inf ¼
X

a;b¼0;...;N;a 6¼b

4rab
gab

�
g2ab
p2

r/a �r/bþ/a/b

( )
;

ð2:2Þ

f chem ¼
X

a¼0;...;N

/afa; ð2:3Þ

where fa is the bulk free energy of phase/grain a. For
the system consisting of N grains and the liquid phase,

/0 represents the phase-field variable for the liquid

phase and /a, a ¼ 1; . . .;N, is the phase-field variable
for grain a. While /a ¼ 1 indicates the presence of

phase/grain a, /a ¼ 0 represents the absence of grain

a. Here, rab is the interfacial energy between grains/

phases a and b and gab is the interface width. Note that
gab is assumed to be constant g for all interfaces in this
study, and the summation of all phase field variables at

a spatial point x and time instance t should be unity,

i.e.,
PN

a¼0 /aðx; tÞ ¼ 1.

The evolution of /a can be derived as

o/a

ot
¼ �

XN
b¼1

p2

8mg
lab

dF
d/a

� dF
d/b

 !
ð2:4Þ

where dF=d/a is the variational derivative of the free
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energy functional F with respect to the phase-field

variable /a. From (2.4), we can obtain the thermody-

namically consistent phase field evolution equation

o/a

ot
¼
XN
b¼1

lab
m

XN
c¼1

ðrbc � racÞIc þ
p2

8g
Dgab

( )
;

ð2:5Þ

Ic ¼ r2/c þ
p2

g2
/c ð2:6Þ

where lab is the interfacial mobility at the boundary of

phases/grains a and b and Dgab is the free energy

difference between phases a and b. Here, m represents

the local number of existing grains (or phases) meeting

at a grid point. Note that it indicates the existence of

the grain a at the grid point x if /aðxÞ[ 0 and m is

usually less than 10 (Kim et al. 2006).

However, this thermodynamically consistent form

disturbs the traveling wave solution of the double

obstacle potential; for details, refer to Steinbach

(2009). As a consequence, in most simulations, the

so-called antisymmetric approximation is adopted at

the multiple junctions when using the MPFM (Eiken

et al. 2006):

o/a

ot
¼
XN
b¼1

lab

(
rab

�
/br2/a � /ar2/b

þ p2

2g2
ð/a � /bÞ

�
þ p

g

ffiffiffiffiffiffiffiffiffiffiffi
/a/b

q
Dgab

)
: ð2:7Þ

In particular, a weighting function is introduced to

concentrate the thermodynamic driving force to the

center of the interface, and the diffusive terms are

weighted by the phase field variable of the counter

phase. However, (2.7) cannot be rigorously derived

from a free energy formulation and the energy balance

may be violated at the triple junctions (Eiken et al.

2006; Steinbach et al. 1996).

The influence of the liquid–solid phase transition on

the temperature field Tðx; tÞ is investigated by con-

sidering the heat transfer equation

oT

ot
¼ ar2T þ 1

cpq
q ð2:8Þ

where a ¼ j=qcp is the thermal diffusivity with the

heat conductivity j, the density q, and the specific heat
capacity cp. The heat source q generated or absorbed

from the solid–liquid transformation can be repre-

sented by

q ¼ �qL
o/0

ot
ð2:9Þ

where L is the latent heat and o/0=ot represents the

rate of the change of the liquid phase-field variable.

The solution procedure for this study is as follows.

The phase-field evolution equation (2.7) is first solved

to yield the liquid phase change and the heat source

q from (2.9) is computed from the phase change

obtained at the collocation point. Then, the variation

of temperature is evaluated using the heat transfer

equation (2.8). Notice that (2.7) and (2.8) are coupled

with a conventional staggered explicit solution

scheme.

3 Numerical methodology

3.1 Particle difference method

The PDM (Yoon and Song 2014a, b, c) is based on the

strong formulation derived by a Taylor series involv-

ing the point-wise derivative approximation. For

convenience, we first introduce the relevant mathe-

matical notation. Let x ¼ ðx1; . . .; xnÞ be the n-dimen-

sional real vector and a ¼ ða1; . . .; anÞ be the n-tuple of
non-negative integers. The a-th power of x is defined

by

xa ¼ xa11 x
a2
2 � � � xann : ð3:1Þ

We define the a-th derivative of a function f ðxÞ with
respect to x as

Da
xf ðxÞ ¼

ojajf ðxÞ
oxa11 ox

a2
2 � � � oxann

; ð3:2Þ

where jaj is the sum of all components of a, i.e.,

jaj ¼
Pn

i¼1 ai. The m-th order Taylor series polyno-

mial approximating a continuous function uðxÞ at the
local center �x that neglects terms of order higher than

m, can be expressed as

uðxÞ ¼
X
jaj �m

ðx� �xÞa

a!
Da

xuð�xÞ ¼ p>
mðxÞað�xÞ; ð3:3Þ

where a! is the factorial of a, i.e., a! ¼ a1! � � � an!. Note
that (3.3) can be decomposed into the polynomial
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vector p>
mðxÞ and the derivative coefficient vector að�xÞ

computed at the local center. Thus, the polynomial

vector can be expressed by the form

p>
mðxÞ ¼

ðx� �xÞa1
a1!

; . . .;
ðx� �xÞaL

aL!

� �
; ð3:4Þ

where ai are the n-dimensional non-negative integer

vectors and L ¼ ðnþ mÞ!=ðn!m!Þ is the number of the

components of the polynomial vector p>
m. aL ¼

ð0; . . .;mÞ and m denote the highest exponent

expressed by multi-index and the order of consistency

of the Taylor polynomial, respectively. Also, ðx� �xÞai
is easily defined by (3.1).

The derivative coefficient vector can be defined as

a>ð�xÞ ¼ Da1
x uð�xÞ; . . .;DaL

x uð�xÞ
	 


; ð3:5Þ

which includes all of the derivatives for uð�xÞ at �x up to
the order of consistency or aL-th order.

For the construction of the approximated fields, the

PDM also adopts theMLSA procedure based on point-

wise computation. In fact, this procedure quite

resembles that of the derivative approximation of the

meshfree point collocation method (Kim and Kim

2003; Lee and Yoon 2004; Kim et al. 2007a, b; Yoon

et al. 2006). To determine að�xÞ, we introduce the

weighted discrete L2-norm given by

J ¼
XN
I¼1

w
xI � �x

q�x

� �
½p>

mðxI ; �xÞað�xÞ � uI �2 ; ð3:6Þ

where N is the number of collocation points included

in the neighborhood of �x for which the weight function

w 6¼ 0, and uI refer to the nodal solution of uðxÞ at the
collocation point I. Here, q�x is the dilation function

indicating the radius of the weight function and

determines the size of the neighborhood of �x (Kim

and Kim 2004).

The minimization of J in (3.6) with respect to að�xÞ,
i.e., oJ=oa ¼ 0, gives rise to the linear equation

Mð�xÞað�xÞ ¼ Bð�xÞu ð3:7Þ

or the derivative coefficient vector

að�xÞ ¼ M�1ð�xÞBð�xÞu; ð3:8Þ

where

Mð�xÞ ¼
XN
I¼1

w
xI � �x

q�x

� �
pmðxI ; �xÞp>

mðxI ; �xÞ; ð3:9Þ

Bð�xÞ ¼
w

x1� �x

q�x

� �
pmðx1; �xÞ;

w
x2� �x

q�x

� �
pmðx2; �xÞ; . . .; w

xN � �x

q�x

� �
pmðxN ; �xÞ

2
6664

3
7775;

ð3:10Þ

and

u> ¼ ½u1; u2; . . .; uN �: ð3:11Þ

Substituting x for �x in (3.8) and ai-th component of

aðxÞ yields a general form of the particle derivative

approximation as

Dai
x uðxÞ ¼ UaiðxÞu; ð3:12Þ

for 0\jaij �m. The shape function matrix UaiðxÞ
represents a collection of ai-th derivative approxima-

tions of nodal shape functions and can be expressed as

UaiðxÞ ¼ e>
ai
M�1ðxÞBðxÞ: ð3:13Þ

Namely, UaiðxÞ ¼ ½Uai
1 ðxÞ; . . .;U

ai
N ðxÞ�. Also,

e>
ai
¼ ð0; . . .; 1; . . .0Þ, in which 1 is placed at the ai-th

slot of e>
ai
in lexicographic order. In a matrix form,

(3.12) can be rewritten as

Da1
x uðxÞ

Da2
x uðxÞ
..
.

DaL
x uðxÞ

0
BBBB@

1
CCCCA¼

Ua1
1 ðxÞ Ua1

2 ðxÞ � � � Ua1
N ðxÞ

Ua2
1 ðxÞ Ua2

2 ðxÞ � � � Ua2
N ðxÞ

..

. ..
. . .

. ..
.

UaL
1 ðxÞ UaL

2 ðxÞ � � � UaL
N ðxÞ

2
66664

3
77775

u1

u2

..

.

uN

0
BBBB@

1
CCCCA;

ð3:14Þ

where ai represent 3-tuples of non-negative integers,

e.g., a1 ¼ ð0; 0; 0Þ; a2 ¼ ð1; 0; 0Þ;
a3 ¼ ð0; 1; 0Þ; . . .; aL ¼ ð0; 0;mÞ.

From (3.12), the approximation uhðxÞ of the solu-

tion field uðxÞ can be represented by

uhðxÞ :¼ D0
xuðxÞ ¼ Uð0;0;0ÞðxÞu: ð3:15Þ

Since UaiðxÞ is composed with the ai-th derivative

approximations of the nodal shape functions, the

particle derivative approximation can be written more

specifically in the form

Dai
x uðxÞ ¼

XN
I¼1

Uai
I ðxÞuI : ð3:16Þ

In this study, (2.7) and (2.8) involve the second-order

derivatives of field variables. Thus, we employ the

second-order polynomial vector with m ¼ 2 in (3.4).
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For m ¼ 2, the composition of the derivative coeffi-

cient vector is given by

D
ð0;0;0Þ
x uðxÞ

D
ð1;0;0Þ
x uðxÞ

..

.

D
ð0;1;1Þ
x uðxÞ

D
ð0;0;2Þ
x uðxÞ

0
BBBBBBBB@

1
CCCCCCCCA

¼ uðxÞ; ouðxÞ
ox1

; . . .;
ou2ðxÞ
ox2ox3

;
ou2ðxÞ
ox23

� �T
:

ð3:17Þ

The matricesMðxÞ and BðxÞ can then be computed as

MðxÞ ¼
XN
I¼1

w
xI � x

qx

� �
p2ðxI ; xÞp>

2ðxI ; xÞ; ð3:18Þ

BðxÞ ¼w
x1� x

qx

� �
p2ðx1;xÞ; . . .;w

xN � x

qx

� �
p2ðxN ;xÞ:

ð3:19Þ

The PDM uses the weight function w xI�x
qx

� �
with a

non-zero compact support over a neighborhood of x

that generates a linear equation for the derivative

approximation. In contrast to conventional meshless

methods, the PDM can use any function with a conical

shape as a weight function because no differentiability

for the weight function is required in the PDM

formulation. As long as the function is non-negative

and continuous, the smoothness is not necessary. On

the other hand, other meshless methods demand the

differentiability of the weight function because the

derivative of the approximation includes the deriva-

tive of the weight function (Yoon and Song 2014a;

Kim and Kim 2003; Lee and Yoon 2004). In the

present we employ non-differentiable functions with

sharp peaks and discontinuous derivatives as follows:

w1

x� y

qy

 !
¼ 1� x� y

qy



























 !4

ð3:20Þ

w2

x� y

qy

 !
¼ 1� x� y

qy


























1=2

0
@

1
A

2

: ð3:21Þ

It should be noted that non-smooth weight functions

have also been used previously (Kim and Kim 2003;

Lee and Yoon 2004) in the framework of the meshfree

point collocation method. Figure 1 illustrates an

example of non-smooth weight functions as given by

(3.20) and (3.21).

Conventional weak form based meshfree methods

have used smooth (i.e., continuously differentiable)

weight functions because they require the exact

derivative of the approximation function for ensuring

integrability. In contrast, it was recognized that for the

PDM which is based on the strong form, the non-

smooth functions exhibit better performance than the

smooth ones due to their resemblance to the Dirac

delta function (Yoon and Song 2014a, b).

3.2 Spatial and temporal discretizations

In the PDM, (2.7) and (2.8) are directly discretized

based on the point-wise particle difference scheme.

This involves discretization of the computational

domain by distributing collocation points in the

interior domain and on the boundaries. As seen in

the previous section, the PDM provides the particle

derivative approximation up to the order of consis-

tency. The particle derivative approximation may not

be termed as an interpolant because it does not use a

predefined interpolant such as a standard finite-

element shape function. It is rather constructed at the

position of interest when necessary. Applying the

forward Euler scheme to (2.7) and (2.8) yields
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Fig. 1 Examples of non-smooth weight functions
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Tnþ1 � Tn

Dt
¼ ar2

hT
n þ 1

cpq
qn; ð3:23Þ

where Dt is the timestep and the superscript on the

phase field / and the temperature field T represents the

index for the timestep. The operator r2
h denotes a

discrete form of the Laplacian operator. As seen in

(2.9), qn includes the time-dependent term for the

liquid phase field variable such that time integration

will be conducted on this term.

In the present study, the coupled multi-phase field

and heat transfer problem expressed by (2.7) and (2.8)

is solved in a consecutive manner. Note that the multi-

phase field equation (2.7) and the heat transfer

equation (2.8) utilize the periodic boundary condition

and therefore additional treatment for the boundary

condition is not necessary. During the simulation, all

the collocation points in the numerical model are

technically treated as interior collocation points and

the computation process becomes quite

straightforward.

In the PDM framework, (3.22) yields the system of

equations

L � /nþ1
a ¼ F/: ð3:24Þ

where

L ¼
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..
. . .

. ..
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2
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F/ðxNÞ

0
BB@

1
CCA; ð3:27Þ

with the subscript I being the nodal index and the

superscript nþ 1 being the timestep. Thus, it can be

noticed that the J-th equation of the system in (3.24)

can be obtained by assembling the following discrete

equations

XN
I¼1

LIðxJÞ/nþ1
aI ¼ F/ðxJÞ: ð3:28Þ

Here, the discrete differential operator LIðxJÞ is given
by

LIðxJÞ ¼ Uð0;0;0Þ
I ðxJÞ; ð3:29Þ

and the generalized force F/ðxJÞ takes the form
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Similarly, (3.23) yields the system of equations

L � Tnþ1 ¼ FT : ð3:31Þ

It can be recognized that (3.24) and (3.31) have a

similar form. The only difference is that the vector of

the unknowns and the generalized force vector are

different according to the type of the particular

unknown, i.e., the phase-field variable or temperature.

The the J-th row of the system in (3.31) is constructed

by assembling the following discrete form

XN
I¼1

LIðxJÞTnþ1
I ¼ FTðxJÞ ð3:32Þ

where the discrete operator LIðxJÞ is the same

498 J.-H. Song et al.

123



with (3.29) and the generalized force term FTðxJÞ can
be computed as

FT xJð Þ ¼
XN
I¼1
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I ðxJÞTn

I
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Here, qn contains the time-dependent phase-field

variable according to (2.9). Since the phase-field

variable was already computed by solving (3.24), qn

can be discretized by

qnðxJÞ

¼�qL
Dt

XN
I¼1

Uð0;0;0Þ
I xJð Þ/n

0I �
XN
I¼1

Uð0;0;0Þ
I xJð Þ/n�1

0I

 !
;

ð3:34Þ

where
o/0

ot
of (2.9) is differentiated in an explicit

manner.

3.3 Computation of the shape function matrix

and its parallelization

The support radius of the weight function qx is

associated with the moving least-square approxima-

tion and designates the size of the influence domain

within which the Taylor polynomial in (3.3) is

expanded; note that we used the variable support

radius proposed by Kim and Kim (2004) for the

computation of qx. We construct a list containing all

collocation points that are included in the domain of

support of each collocation point. With the variable

support radius approach, the number of collocation

points involved in the Taylor polynomial falls into the

proper range regardless of the density or the local

center of the collocation point, and unlike the Isoge-

ometric collocation method (Anitescu et al. 2015), the

PDM does not require additional collocation points to

ensure its numerical stability. In other words, the

variable dilation function qx is employed such that the

desirable number of neighbor collocation points that

can ensure the numerical stability and accuracy are

included within the domain of influence (or compact

support) of the collocation point. As stated in Yoon

and Song (2014a), the upper bound for the number of

neighbor collocation points is associated with the

computational efficiency and the lower bound is

related to the invertibility of the moment matrix. At

the same time, maintaining a proper size of support

radius might affect the resolution of the particle

derivative approximation in the presence of the

density variation of the collocation points. In the

present study, the support radius size is selected to be

large enough to ensure the invertibility of the moment

matrix.

Figure 2a shows an example of an irregular distri-

bution of the collocation points in which the colloca-

tion points tend to be concentrated around the edges of

two circles, i.e., inclusions, where higher spatial

resolution is necessary for accurate modeling. The

plot of qx for this arrangement is presented in Fig. 2b.

It demonstrates that qx varies with respect to the

position and the density of the collocation points. It

becomes smaller at the edge of the circles to account

for the high collocation density, while it is larger at the

corner of the square domain where the collocation

density is lower.

Fig. 2 Examples of a non-

uniformly distributed

collocation points and b the

corresponding dilation

function
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The parallelization of the PDM (Fu et al. 2017) is

realized in terms of the MPI parallelization technique

at both off-line (i.e., computing the shape function

matrix at collocation points) and on-line stages (i.e.,

assembling and solving discretized system of equa-

tions) by utilization of the PETSc library (Balay et al.

2016a, b). The main purpose to separate the compu-

tation into the off-line and on-line stages is to save the

computational cost at the on-line stage by pre-

computing the information that remains unchanged

during the computation with a given set of initially

distributed collocation points at the off-line stage. In

contrast to other meshless methods, the PDM needs to

compute the shape function matrixUai
I ðxÞ only once at

the off-line stage, if the spatial positions of the

collocation points remain unchanged in local (or

entire) region during the computational analysis. Note

that if the pre-computed shape function matrix Uai
I ðxÞ

is stored into the memory, it requires certain amount of

additional memory usage. However, it is not excessive

since the Uai
I ðxÞ matrix is in the form of a sparse

matrix.

In this study, the coupled thermo-solidification

problem does not provoke any geomeric changes in

the PDM framework. Thus, the relationship between

the collocation points and their neighbors within the

computational domain is not changed. As a result, the

same shape function matrix Uai
I ðxÞ is used at the on-

line stage whenever it is required in assembling L and

F in (3.24) and (3.31). Moreover, the influence of

initial conditions and materials parameters can be

investigated at the on-line stage without repeating the

costly computation procedure, such as the construc-

tion of the list of neighboring points and the shape

function matrix. In fact, these can be computed once in

advance and be used by calling them from the

preprocessing storage whenever necessary. In the case

of uniformly distributed collocation points with a

periodic boundary condition, the shape function

matrix can even be computed only at a single

collocation point because it is identical for all the

collocation points. This is conducted by a subsequent

proper row assignment of the shape function matrix of

this single collocation point to the neighboring points

of the remaining.

4 Numerical examples

4.1 Solidification of polycrystalline Nickel

The solidification of polycrystalline nickel (Ni) from

undercooled melt is selected as an example to

demonstrate the robustness and flexibility of the

PDM applied to the diffusive interface approach, i.e.,

the MPFM. The materials parameters required for the

MPFM include the interfacial mobility l, the interfa-
cial energy r, the free energy difference between solid
and liquid phases Dg, the interface width g, and the

melting temperature TM . The heat equation requires

the density q, the heat conductivity j, the specific heat
capacity cp, and the latent heat L. Since the Ni system

has been well investigated, the values of material

parameters are available in the literature and listed in

Table 1. The weak anisotropy in the interfacial free

energy and the mobility is ignored in the current study.

The computational domain was selected to have

dimensions of 40 nm� 20 nm� 10 nm in the x-, y-,

and z-directions, respectively. Numerical analyses

were performed for both uniformly and randomly

distributed collocation points. For the case of uni-

formly distributed collocation points, we selected a

collocation spacing of Dx ¼ Dy ¼ Dz ¼ 2 Å in all

three directions, thus ensuring a satisfactory resolution

of the interface width g ¼ 12 Å. This led to a total

Fig. 3 Examples of a a uniform and b a random distributions of

the collocation points
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1,000,000 collocation points. For the case of randomly

distributed collocation points, we maintained the same

total number of points as with the case of the uniformly

distributed collocation points. The nearest neighbor-

ing distance (i.e., collocation spacing) 1.8–2.2 Åis

considered in this case. Examples of the uniformly and

randomly distributed collocation points at a coarse

level are displayed in Fig. 3a, b, respectively.

Unless otherwise specified, we chose the timestep

Dt based on the Courant–Friedrichs–Lewy (CFL)

condition. Using the materials parameters in Table 1,

we obtain Dt�Dx2=ð6lrÞ � 80 fs for the MPFM and

Dt�Dx2=ð6aÞ � 0:26 fs for the heat transfer prob-

lem. Notice that for the case of random distributions,

the minimum value of Dx is typically used for the

computation of the CFL condition due to the variation

of Dx. However, it is worth menthining that our

numerical experiments indicated that the choice of a

timestep in the range Dt ¼ 0:1� 1:0 fs also ensures

the numerical stability of both the MPFM and heat

transfer models. In particular, choosing the time step

for the time integration of the energy balance equation

was thoroughly investigated with the PDM; some

useful discussions on achieving the numerical stability

in transient analysis for the parabolic PDE can be

found in Yoon and Song (2014c).

Periodic boundary conditions are applied to all

directions. The initial phase-field consisting of 20

grains of diameter around 3 nm is generated by

randomly choosing their spherical centers as shown

in panel (a) of Fig. 4. The liquid phase is associated

with /0, and the initially generated grains are assigned

with /1; . . .;/20, where /aðxÞ ¼ 1 if x resides within

the phase/grain a and /aðxÞ ¼ 0 otherwise. The initial

temperature is taken to be a nonuniform distribution

varying from 300 to 400 K along the x-direction to

render a large undercooling degree as shown in

Fig. 4b.

In this example, the solidification process of a

polycrystalline Ni along with the temperature field is

computed for three distinct cases; FDM and PDM on

uniformly distributed nodes and PDM on randomly

distributed collocation points. In Fig. 5, we show the

results from the PDM with the uniform distribution of

the collocation points as time evolves. Due to the high

undercooling degree (i.e., the large difference between

initial temperature and melting temperature), the

material rapidly reaches a high level equilbriated state

of solidification within a short time of 2 ps. The latent

heat generated during the solidification process causes

the presence of high temperature along the grain

growth path, in the shape of an annulus as it can be

observed from the temperature plots. Although the

temperature at most collocation points appears to be

well below the melting temperature (1710 K), there

are few collocation points (fewer than 0.5%) that

exhibit peak values over the melting point. Note that,

in Figs. 5 and 7, the colorbar is adjusted mainly to

accommodate the few overheated collocation points

from the adiabatic condition adopted in the simulation

and heat generated from the liquid–solid transforma-

tion. The spikes over the melting points can be

observed for both the FDM and PDM approaches. This

seemingly unphysical behavior was checked by

increasing resolution up to two times for both uniform

and random distributions and by reducing the timestep

size by one-fifth. It was established that this is not

sensitive to the specific temporal and spatial

Table 1 Materials parameters of a polycrystalline Ni

l 2.56E-7 m2s=kg r 0.326 J=m2

g 12 Å L 2.311E9 J=m3

TM 1710 K Dg Dg ¼ LðT � TMÞ=TM
j 80 W/(m K) cp 440 J/(kgK)

q 8.91E3 kg=m3 a 2.06E-5 m2=s

Fig. 4 Initial a phase field and b temperature field of the Ni

solidification problem

Phase field simulations of coupled microstructure solidification problems 501

123



discretization. However, this may be attributed to the

phase field model itself and will remain as an

important item of our future work for further

investigation.

Figures 6 and 7 show the comparisons of the

microstructural evolutions and temperature profiles

for two arbitrarily selected timesteps for all three

approaches. These three results are almost indistin-

guishable for both phase and temperature fields. This

indicates the robustness of the developed method for

both uniformly and randomly distributed collocation

points. Although the parametric study results for

various sizes of support radii are not presented here,

we have established that a consistent accuracy can be

obtained by employing the variable support radius qx.
In fact, the size of support radius may affect the

resolution of numerical solution; as the size of support

radius increases, discrepancy between the FDM and

the PDM results may become larger. In other words, as

the size of support radius decreases, the PDM result

becomes similar to the FDM result as long as the

moment matrix is invertible. This emanates from the

fact that the PDM generally uses the weight function

with a pointed peak. When applying the small size of

support radius, the relatively closer neighbor colloca-

tion points to the local center gives more contribution

to the derivative approximation constitution than the

further neighbor collocation points. So, careful selec-

tion of the weight and dilation functions is necessary.

In Table 2, the computational efficiency of the

PDM approach is compared with the FDM for the case

of the uniformly distributed collocation points, for

which the same space decomposition algorithm for

parallelization is utilized through PETSc. For the

specific demonstration problem, the computational

time for the FDM during the on-line stage was

5585.62 s with 25 processors and 3047.15 s with 50

processors. In contrast, the PDM requires 8214.29 and

4384.38 s computational time with 25 and 50 proces-

sors, respectively. It is worth mentioning that the

Fig. 5 Evolution of phase and temperature fields obtained by the PDM at a 4000Dt, b 8000Dt, c 12; 000Dt, and d 20; 000Dt (The red
isosurface represents / ¼ 0:5 in a solid phase)
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timestep adopted in the PDM is five times larger than

the timestep of 0.2 fs in the FDM owing to the

improved numerical stability; thus, fewer number of

timesteps are required to reach the same time.

It is apparent that the PDM is more computationaly

demanding at each time step when compared with the

FDM. This can be attributed to the fact that the FDM

involves 7 grid points, while the PDM uses more

neighbor collocation points (i.e., approximately 30

collocation points) to ensure the invertibility of the

moment matrix. However, this issue can be addressed

by the increasing the timestep size, and therefore, the

difference between two approaches becomes not

significant.

4.2 Scalability

The scalability of the parallelized code is tested by

measuring its efficiency with increasing the number of

parallel processors. The computing platform is the

University of Colorado Boulder’s mainframe cluster

machine, JANUS, which is the 184-TFLOP (Trillion

Floating Point Operations) supercomputer with 16,416

total cores. Each node contains two hex-core 2.8 GHz

Intel XeonWestmere processors for a total of 12 cores

per node. The computational time at the off-line and

on-line stages, as well as the speedup which is leading

metric in measuring scaling, are calculated and

recorded. Speedup is defined as the sequential pro-

gram’s running time on one core divided by the

parallel program’s running time on N processors

(Kaminsky 2015), i.e.,

SpeedupðNÞ ¼ t1

tN
; ð4:1Þ

where t1 represents the time to complete a work unit

with one processing element and tN is the amount of

time to complete the same unit of work with

N processing elements.

In the case of the strong scaling test, the number of

processing elements is increased while the problem

size stays fixed. Ideally, the speedup should be equal to

the number of processors N. If the parallel program

takes more time than the ideal, the speedup will be less

than N. In addition, efficiency is a metric that tells how

Fig. 6 Comparisons among the phase fields obtained by a the

FDM with a uniform node distribution, b the PDM with a

uniform node distribution, and c the PDM with a random

distribution at 8000Dt (left column) and 16; 000Dt (right

column) (the red isosurface represents / ¼ 0:5 in a solid phase)
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close to the ideal speedup giving the following

expression:

Eff ðNÞ ¼
SpeedupðNÞ

N
� 100%: ð4:2Þ

In general, it is hard to achieve a good strong-scaling

efficiency since the communication overhead for most

algorithms increases in proportion to the number of

processors used.

The computational time and scalability efficiency

at the off-line shape function matrix computation and

the on-line equation solving stage of the example in

Sect. 4.1 (totally 400 timesteps are computed at the

on-line stage) are shown in Fig. 8. At the off-line

stage, 50 processing elements (processors) are chosen

as the reference (i.e., Eff ¼ 100%) since prohibitively

long computational time is required if one processor is

used. Interestingly, with increasing number of proces-

sors, the scalability efficiency first increases until

reaching a highest point at 250 processors when the

nodal number is around 4000 per processor. In

contrast, the parallel efficiency at the on-line stage

continuously decreases with increasing number of

processors, especially when the processor number is

below ten. It is therefore apparent that the communi-

cation overhead at the off-line stage is responsible for

the continual decrease of parallel efficiency. A close

examination of the numerical procedures at the off-

line stage reveals very little communication overhead

and is approximately subjected to a speedup of

N. Thus we suspect the peculiar greater-than-

N speedup may be caused by the reduced memory

allocation on each processor at the initial increase of

Fig. 7 Comparisons among the temperature fields obtained by

a the FDM with a uniform node distribution, b the PDM with a

uniform distribution, and c the PDM with a random distribution

at 8000Dt (left column) and 16; 000Dt (right column) (The red

isosurface represents / ¼ 0:5 in a solid phase)

Table 2 Comparison between the computational efficiency of

FDM and PDM

Number of processors FDM (s) PDM (s)

25 5585.62 8214.29

50 3047.15 4384.38
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processor number, which affects the computation

speed significantly.

4.3 Sensitivity at the discretization level

To test the dependence of the PDM on the level of

discretization, ten solid crystals are initially created in

the cubic simulation domain with a size of 1000 nm3.

Periodic boundary conditions are applied to all

directions, and the materials parameters are the same

as those described above. The temperature is set as

constant 300 K throughout the simulation, far below

the melting temperature (1710 K). Consequently, the

solid crystals begin to grow until a complete solidi-

fication in the simulation domain is achieved. We take

three levels of spatial discretizations and the number

of collocation points to discretize the spatial domain

varies from 31,250 to 500,000.

Figure 9 shows the microstructural evolution at two

time snapshots for three discretization levels. The

grain structure similarity is apparent for all three

discretization cases despite of the large variation

among the respective total numbers of the collocation

points. The only apparent discrepancy is the quality of

the grain boundaries or the solid–liquid interfaces.

Specifically, the image with 500,000 collocation

points has sharp interfaces or grain boundaries while

lower levels of discretizations become blurred and

diffused. This could be partly attributed to the post-

simulation image process stage as the smaller number

of collocation points and interpolation values are

available for the image generation. Therefore, the

dependence on discretization on the PDM appears to

be quite low.

Figure 10 shows the convergence of phase-field

variable to a maximum value, as a function of the

number of collocation points. The convergence

plateau value is calculated at a collocation point with

the spatial coordinate (Dx; 26Dy; 6Dz) and is displayed
at the time of 1000Dt. It can be observed that the

phase-field variable computed by the PDM converges

quickly to a target value at around 1� 105 collocation

points although the convergence rate of the PDM is

slightly slower than that of the FDM. The initial slow

convergence rates at the small number of nodes sets

apparently seem to be responsible for this slower rate.

4.4 Solidification with interior boundary

In this section, we investigate a solidification

containing two inclusions represented by ellipsoid

solid phases. The presence of inclusions is a common

occurrence during solidification processes such as

conventional casting, laser melting, melt spinning, etc.

(Yu and Li 2015; Xu et al. 2015). Due to the periodic

boundary condition, one inclusion is separated into

halves. These inclusions act as interior boundary and

barrier for grain growth. In this example, instead of

generating additional collocation points to track

arbitrary behaviors of the inclusions, the surfaces of

the inclusions are interpolated with collocation points

that capture the shape of ellipsoid (Fig. 11). This

dramatically simplifies the moving interface modeling

without loss of computational accuracy.

As the inclusions are assumed to be chemically

stable and the liquid metal cannot be transformed into

the inclusions, the phase-field variables associated

with the inclusions remain unchanged during the

solidification process. Similarly, the nodal positions

that describe the surfaces of inclusion are maintained.

To observe the morphology around the inclusion more

Fig. 8 Computation time

and parallel efficiency at the

a off-line stage and b on-line
stage
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clearly, a cross-sectional cut through the left inclusion

is presented in Fig. 11b. The microstructural evolu-

tions for this case are displayed in Fig. 12, where only

the inclusion isosurface is shown in all of the time

snapshots. It is obvious that the inclusions remain

stable as planned while the remaining liquid metal

undergoes solidification. Grain boundaries can be

Fig. 9 Comparison of the microstructural evolution at 400Dt
(left column) and 1600Dt for different levels of discretizations
a 31,250 collocation points, b 125,000 collocation points, and

c 500,000 collocation points

Fig. 10 Convergence of computed phase-field variable at an

arbitrarily chosen collocation point

Fig. 11 a Nodal distribution on the surface of two inclusions

and b demonstration of the cross-section cut through the

simulation domain

Fig. 12 Microstructural evolution in systems with inclusion

simulated by PDM a initial state, at b 4000Dt c 8000Dt and
d 20;000Dt
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clearly identified from Fig. 12 and no penetration of

other grains into the inclusions is observed.

This example with the ellipsoid inclusions demon-

strates the flexibility of the PDM because freely placed

collocation points on curved and complex surfaces

might not be easily described in the framework of

uniform distributions of the collocation points. At the

same time, for the case of evolving interfaces related

to intricate structures, the nodal density and positions

can be adaptively adjusted according to the gradient of

phase-field variables. This allows more collocation

points to be concentrated where a phase-field variable

changes drastically. Additional issues on the resolu-

tion of the evolving intricate interfaces with an

adaptive discretization technique will be addressed

in our future work.

5 Conclusions

The performance of the PDM was verified through

solving phase-field solidification problems without or

with intricate geometrical features and higher-order

derivatives. It was established that the PDM can easily

handle the high-order derivatives in the strong form

formulation for a given governing partial differential

equation. It does not require numerical integration and

is easy to apply of problems with complex geometries

since it only utilizes the collocation points and their

neighboring sets with properly controlled support

radius. Also, the variable support radius is quite

appropriate for the local nodal refinement and

dynamic adaptivity.

From the viewpoint of the strong form formulation

based on the Taylor expansion, the numerical imple-

mentation of the PDM is similar to that of the FDM

because partial differential equations are directly

transformed into their discrete counterparts with the

aid of the particle derivative approximation. The shape

function and its derivative approximations up to the

order of consistency, which is essential for discretizing

the governing equations, are obtained at the off-line

stage for a given uniform or random distributions of

the collocation points. Then, the shape function and

the derivative approximations are freely used at the

on-line stage in the form of the particle derivative

approximation. The topological difficulty in modeling

the geometrically complex interface causing fatal

problems in the conventional numerical schemes was

successfully resolved by the diffusive interface

approach combined with the PDM.

To improve the computation efficiency and facil-

itate the large-scale problem simulation, paralleliza-

tion of the developed code is implemented by

integrating the PETSC library. It was shown that the

parallel efficiency is increased at the off-line stage and

the highest efficiency is obtained when the number of

collocation points per processor is around 4000. On

the other hand, as the number of processors increases

at the on-line stage, the efficiency is reduced due to

communication time required among the processors at

every timestep.

Finally, the robustness and reliability of the PDM

are demonstrated by solving a coupled phase-field and

temperature evolution equation describing the poly-

crystalline solidification of Ni. Excellent agreement

among three approaches, i.e., the FDM and the PDM

with uniform and random distributions of the collo-

cation points, was found for this problem related to the

simulation for the morphological evolution during

solidification process. Moreover, the level of dis-

cretization shows a minor influence on the prediction

results. The remarkable similarity of the results was

achieved even with the number of collocation points

decreasing by a factor of 16.

In our future work, a hp-adaptivity algorithm will

be incorporated into the PDM framework to efficiently

solve the diffusive moving interface problems with

complex interface geometry and other challenging

problems involving higher-order derivatives.

Acknowledgements The first and fifth authors acknowledge

support by the Office of Naval Research (ONR) through the

2016 ONR Summer Faculty Research Fellowship and the Naval

Research Laboratory’s core funding, respectively.

References

Aluru, N.R.: A point collocation method based on reproducing

kernel approximations. Int. J. Numer. Meth. Eng. 47,
1083–1121 (2000)

Amiri, F., Millán, D., Arroyo, M., Silani, M., Rabczuk, T.:

Fourth order phase-field model for local max-ent approx-

imants applied to crack propagation. Comput. Methods

Appl. Mech. Eng. 312, 254–275 (2016)

Amiri, F., Millán, D., Shen, Y., Rabczuk, T., Arroyo, M.: Phase-

field modeling of fracture in linear thin shells. Theor. Appl.

Fract. Mech. 69, 102–109 (2014)

Phase field simulations of coupled microstructure solidification problems 507

123



Anitescu, C., Jia, Y., Zhang, Y.J., Rabczuk, T.: An isogeometric

collocation method using superconvergent points. Comput.

Methods Appl. Mech. Eng. 284, 1073–1097 (2015)

Areias, P., Msekh, M.A., Rabczuk, T.: Damage and fracture

algorithm using the screened poisson equation and local

remeshing. Eng. Fract. Mech. 158, 116–143 (2016b)

Areias, P., Rabczuk, T., Msekh, M.A.: Phase-field analysis of

finite-strain plates and shells including element subdivi-

sion. Comput. Methods Appl. Mech. Eng. 312, 322–350
(2016c)
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