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a b s t r a c t 

In this paper, we propose a strong form method for analyzing material nonlinear problems. The method uti- 

lizes the Particle Difference Method (PDM) which is classified as a strong form meshfree method and discretizes 

the governing equations based on a complete nodal computation without any integral formulation. The conven- 

tional strong form meshfree methods could not explicitly handle the nonlinear material model since they are 

mostly discretized based on the Navier’s equation where kinematic variables are unified into displacement. To 

explicitly treat the nonlinear constitutive equation in the framework of strong formulation, a double derivative 

approximation is devised, which removes the need for the use of second order derivative approximation. The 

momentum equation is directly discretized through the double derivative approximation and is linearized by 

Newton’s method to yield an iterative procedure for finding a converged solution. Stresses and internal variables 

are updated by the return mapping algorithm and efficiency of the iterative procedure is dramatically improved 

by the algorithmic tangent modulus. The consistency of the double derivative approximation was shown by the 

reproducing test. The accuracy and robustness of the developed nonlinear procedure were then verified through 

various inelastic material problems in one and two-dimensions. 
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. Introduction 

The Particle Difference Method (PDM) is a strong form collocation
ethod based on the moving least squares (MLS) minimization of Tay-

or approximation. The PDM discretizes the domain and boundary with
 set of spatially distributed collocation points, where at each collo-
ation point, the strong form governing equation and boundary con-
itions are evaluated. To this end, derivative approximation operators
re implicitly constructed in terms of MLS-based Taylor approximation
rocedure. Though the collocation points should be appropriately dis-
ributed, mesh or grid structure is not required. A weighting function
sed in the MLS approach ensures the global continuity of the approx-
mated point-wise solution and its derivative fields. Note that weight-
ng function is defined with the size of the neighborhood, i.e. influence
omain, around a given collocation point such that collocation points
ithin the same neighborhood interact or influence one another. Unlike

he conventional finite element method, the derivative approximation is
ot constrained by compatibility condition along the element boundary,
nd it automatically satisfies the reproducing property (or consistency
ondition). This is an important component for not only for the inter-
olation process, but also for the strong formulation based on direct
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iscretization of governing equations. For a discussion on the mathe-
atics of derivative approximation refer to Yoon and Song [26] . Gains

n computational efficiency are achieved by the fact that PDM method
equires no actual differentiation in the construction of derivative op-
rators, especially in case of higher order derivatives. These gains are
urther elevated by the fact that the PDM operates on the strong form
f the governing equation thereby negating the need for numerical inte-
ration with quadrature. However, so far, these merits of PDM have not
een fully utilized in solving the solid mechanics problems since many
eshfree methods are more or less associated with the weak form; ex-

ellent review for various meshfree methods can be found in Chen et al.
4] . Furthermore, the conventional strong form meshfree methods fail to
roperly address the nonlinear constitutive equations, i.e. plasticity. For
xample, the use of the deformation theory does not help improve the
omputational efficiency when iteratively updating the nonlinear con-
titutive model. To alleviate this difficulty, a plethora of meshfree meth-
ds were proposed based on the weak formulation [3,5,7,13–17,22] . In
 broad sense, they substitute the meshfree approximation for the finite
lement approximation but cannot achieve the computational efficiency
f the finite element approach. The solution procedure from the previ-
us studies employed deformation theory whereas this paper utilizes the
ng). 

ctober 2018 

https://doi.org/10.1016/j.enganabound.2018.10.015
http://www.ScienceDirect.com
http://www.elsevier.com/locate/enganabound
http://crossmark.crossref.org/dialog/?doi=10.1016/j.enganabound.2018.10.015&domain=pdf
mailto:ycyoon@mjc.ac.kr
mailto:jh.song@colorado.edu
https://doi.org/10.1016/j.enganabound.2018.10.015


Y.-C. Yoon, P. Schaefferkoetter and T. Rabczuk et al. Engineering Analysis with Boundary Elements 98 (2019) 310–327 

r  

g  

t  

m  

a  

u  

F
 

i  

b  

d  

y  

p  

w  

t  

f  

e  

q  

n  

c  

t  

c  

t  

r  

f

𝜇  

w  

N
c  

t  

h  

t  

w  

t  

e
 

t  

p  

a  

r  

i  

m  

i  

i  

e

∇  

 

s  

t  

c  

f  

t  

fi  

T  

E  

p  

r  

t  

p  

l  

c  

t  

l  

a  

p  

t  

i  

t  

w  

c  

fi  

b  

t  

t  

m  

e
 

w  

t  

e  

o  

[  

i  

s  

b  

i  

a  

g  

e  

m
 

t  

e  

m  

g  

p  

T  

a  

S  

w  

m  

t  

s  

t  

l

2

2

 

s  

l

w  

t  

m  

I  

𝑢

 

T

𝑢

eturn mapping stress update algorithm involving the algorithmic tan-
ent modulus. In fact, meshfree methods, based either on the weak or
he strong formulation, have mostly employed the Hencky’s total defor-
ation theory; by doing so, a faster and more effective stress update

lgorithm equipped with the algorithmic tangent modulus could not be
sed such that efficiencies equivalent to those realized with nonlinear
EM could not be acquired. 

Recently, the PDM has been applied to various problems in mechan-
cs such as weak and strong discontinuity problems [26,27] , moving
oundary problem [28] dynamic crack problem [10] , proportionally
amped and cracked concrete beam problem [24] and phase field anal-
sis for solidification [6,20] . The PDM has been shown to successfully
redict interface evolution and crack growth phenomena. However,
hen it comes to the material nonlinearity, the PDM also encounters

he aforementioned difficulties. At present, many conventional mesh-
ree methods working with the strong form have solved the Navier’s
quation which unifies kinematic variables into displacement but re-
uires the second order derivative of displacement [1,9,11] . Recently, a
ew method that combines the finite difference and strong form collo-
ation method has been developed and successfully applied for solving
wo dimensional and three dimensional linear elasticity problems with
omplex geometries [29] . However, in these formulations, the constitu-
ive equation cannot be explicitly treated since the stress tensor or its
ate form does not appear in the equilibrium equation. Navier’s equation
or analyzing solid mechanics problem is given by 

∇ 

2 𝐮 + ( 𝜆 + 𝜇)∇(∇ ⋅ 𝐮 ) = − 𝐛 in Ω (1)

here b is the body force, and 𝜆 and 𝜇 are Lamé constants. In fact, the
avier’s equation is only effective for elastic material unless the Lamé
onstants are continuously updated to address the incremental deforma-
ion. However, both theory and application to follow such an approach
ave been barely developed, thereby preventing various existing plas-
icity models from being implemented in the Navier’s equation’s frame-
ork. Note that when solving the Navier’s equation with the conven-

ional C 

0 approach, discretizing ∇ 

2 u and ∇ ( ∇ • u ) terms in Eq. (1) often
ntails numerical difficulties. 

In a general nonlinear analysis, the constitutive model is given by
he relation between stress and strain or their rate forms. To accelerate
lastic stage computation, a stress integration algorithm involving the
lgorithmic tangent modulus is frequently employed. To solve the mate-
ial nonlinearity problem involving these features, this study presents an
terative algorithm for the PDM. The equilibrium equation or linear mo-
entum equation Eq. (2) , expressed by the divergence of stress tensor,

s directly discretized so that the constitutive equation can be explicitly
mplemented in the strong form. In other words, the linear momentum
quation given as in Eq. (2) is directly solved in its current form: 

 ⋅ 𝛔 + 𝐛 = 0 in Ω (2)

Note that unlike the Navier’s equation, Eq. (2) does not include the
econd order derivative apparently. Instead, the first order differentia-
ions appear both in the divergence computation for stress and the strain
omputation; the strain is expressed by the first order differentiation
or the displacement and is included in the stress through the consti-
utive relation. Thus, it can be noticed that repeated appearance of the
rst order differentiation substitutes for the second order differentiation.
his study separately discretizes the strain and divergence of stress in
q. (2) by using a successive application of the first order derivative ap-
roximation. By so doing, the constitutive equation for inelastic mate-
ial can be explicitly handled in the strong form. In the following chap-
ers, this technique is named the double derivative approximation. It
rovides the PDM with computational efficiency in the strong formu-
ation involving a nonlinear procedure; in fact, the computational effi-
iency is attributed to the flexibility of the MLS approximation where
he derivatives of kinematic variables can be determined by interpo-
ating the nodal variables. The PDM combined with double derivative
pproximation can handle kinematic variables only at the collocation
311 
oint. Hence the strain is first computed by the derivative approxima-
ion for the nodal displacement and then the divergence of stress tensor
s evaluated by the derivative approximation for the nodal stress; af-
er the former process, the stress is determined from the strain together
ith the tangent modulus. Also, it will be shown that the derivative

omputation can be conducted using a global matrix that contains the
rst order derivative approximation for nodal shape function. The dou-
le derivative approximation is then calculated by a scalar product of
he matrices. Although this approach seems somewhat unconventional
o those who are familiar with the weak formulation like the finite ele-
ent method, it is inevitable in the strong formulation like the PDM to

xplicitly deal with the constitutional model. 
Topological constraints associated with meshing are circumvented

ith PDM since nodal computation is not limited by mesh or grid struc-
ure. In addition, the compatibility condition, a requirement for finite el-
ment shape functions, is automatically guaranteed during construction
f approximated derivative operators due to the reproducing property
26,27] . The flexibility of incorporating the derivative approximation
nto the iterative algorithm for material nonlinearity problem will be
hown. One concern in this study is, of course, the validity of the dou-
le derivative. The validity is investigated through the numerical exper-
ment. Another concern is the effectiveness of the newly developed iter-
tive algorithm which is designed to operate on the strong form of the
overning equation. More specifically, the algorithm covers the residual
quations for Newton method, and application of conventional inelastic
aterial models. 

This paper presents a nonlinear numerical procedure for solving ma-
erial nonlinearity problems. The procedure includes discretization of
quilibrium equation, construction of residual equations and develop-
ent of return mapping algorithm combined with the algorithmic tan-

ent modulus. During the iterative process, the double derivative ap-
roximation plays a key role in the construction of residual equations.
he stress update via return mapping algorithm and introduction of the
lgorithmic tangent modulus effectively accelerates computation speed.
olving the total system yields the converged displacement solution
hich appropriately describes the inelastic behavior of material. The
ain merit of PDM, the ability to operate with the strong form without

he need of a mesh, results in gains in computational efficiency when
olving problems dealing with material nonlinearity. In future studies,
his merit is expected to be extended to solving large deformation prob-
ems that involves both material and geometric nonlinearity. 

. One dimensional material nonlinear problem 

.1. Discretization of equilibrium equation 

When a body force is absent, solid mechanics problem restricted to
mall displacement is described by the boundary value problem as fol-
ows 

∇ ⋅ 𝛔 = 0 in Ω (3) 

𝛔 ⋅ 𝐧 = ̄𝐭 in Γ𝑡 (4) 

𝐮 = 𝐮̄ in Γ𝑢 (5) 

here 𝝈 is the Cauchy stress tensor, ∇ • 𝝈 is the divergence of stress, ̄𝐭 is
he traction, n is the unit normal vector to domain Γt , 𝐮̄ is the displace-
ent prescribed along Γu , and u is the unknown displacement vector.

n one-dimensional case, Eqs. (3) –( 5 ) simply become 𝜕𝜎
𝜕𝑥 

= 0 , 𝜎 = ̄𝑡 and
 = 𝑢̄ , respectively. 

To derive one dimensional derivative approximation, m -th order
aylor polynomial is defined at an arbitrary position y as following 

 

𝑚 
𝐿 
( 𝑥, 𝑦 ) = 𝑢 ( 𝑦 ) + 

(
𝑥 − 𝑦 
𝜌

)
𝜌

1! 𝑢 
(1) ( 𝑦 ) + ⋯ + 

(
𝑥 − 𝑦 
𝜌

)𝑚 
𝜌𝑚 

𝑚 ! 𝑢 
( 𝑚 ) ( 𝑦 ) 

= 𝐩 𝑇 
𝑚 

(
𝑥 − 𝑦 
𝜌

)
𝐚 ( 𝑦 ) (6) 
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here 𝐩 𝑇 
𝑚 
( 𝑥 − 𝑦 
𝜌
) is m th order polynomial vector and a ( y ) is unknown

erivative coefficient vector which includes all the derivatives of u ( x ) at
 up to m th order. 𝜌 is a radius of support covering neighbor nodes of y .
he superscript with a parenthesis indicates the order of derivative. The
erivative coefficients, u ( y ), …, u ( m ) ( x ), are obtained by minimizing the
esidual equation based on the moving least squares method; note that
he coefficients are known as the particle derivative approximation in
oon and Song [26] and Yoon and Song [28] . The 𝛼th order derivative
f u ( x ) is then approximated by the following derivative approximation:

𝜕 𝛼𝑢 ( 𝑥 ) 
𝜕 𝑥 𝛼

∶= 

∑
𝐼 

Φ[ 𝛼] 
𝐼 
( 𝑥 ) 𝑢 𝐼 (7)

here u I denotes the nodal solution for displacement at x I (i.e., u ( x I )),
nd Φ[ 𝛼] 

𝐼 
( 𝑥 ) is the generalized shape function. Φ[ 𝛼] 

𝐼 
( 𝑥 ) denotes the 𝛼th

rder derivative approximation of Φ[(0)] 
𝐼 

( 𝑥 ) and is analogous with the
eshfree shape function in the conventional meshfree methods. 

Navier’s equation unifies the unknown kinematic variables into the
isplacement. In linear elastic problems the tangent modulus reduces to
oung’s Modulus, E, and Navier’s equation is simply written as 

𝜕𝜎( 𝑥 ) 
𝜕𝑥 

= 

𝜕 

𝜕𝑥 
( 𝐸𝜀 ( 𝑥 ) ) = 𝐸 

𝜕 2 𝑢 ( 𝑥 ) 
𝜕 𝑥 2 

(8)

However, in the nonlinear region, the tangent modulus changes after
ielding, causing a change in the stress state and now is dependent on
he spatial coordinate, x. As a remedy, the equilibrium equation as writ-
en in Eq. (3) is directly discretized to explicitly consider the constitutive
quation. In this process, it is advantageous to preserve a conventional
onlinear computational framework like the nonlinear FEM procedure.
o implement the elastoplastic tangent modulus, the equilibrium equa-
ion is rewritten as following 

𝜕𝜎( 𝑥 ) 
𝜕𝑥 

= 

𝜕 

𝜕𝑥 

(
𝐸 𝐸− 𝑃 ( 𝑥 ) 𝜀 ( 𝑥 ) 

)
= 

𝜕 

𝜕𝑥 

( 

𝐸 𝐸− 𝑃 ( 𝑥 ) 𝜕𝑢 ( 𝑥 ) 
𝜕𝑥 

) 

(9)

Take note that second order differentiation is not used in
q. (9) . Instead, application of the first order differentiation occurs
wice, first in the divergence computation for stress, and then for the
train computation for displacement. By using the derivative approxi-
ation, Eq. (9) can then be discretized at x J as follows 

𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) 𝜎𝐼 = 

∑
𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) 
(
𝐸 𝐸− 𝑃 ( 𝑥 𝐼 ) 𝜀 𝐼 

)
= 

∑
𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) 

( 

𝐸 𝐸− 𝑃 ( 𝑥 𝐼 ) 
∑
𝐾 

Φ[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 

) 

= 

∑
𝐼 

∑
𝐾 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) 𝐸 𝐸− 𝑃 ( 𝑥 𝐼 )Φ
[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 (10)

here Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) indicates the first order derivative approximation for

he nodal shape function Φ[(0)] 
𝐼 

( 𝑥 𝐽 ) . Note that Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) is evaluated for

ode I at x J while Φ[(1)] 
𝐽 

( 𝑥 𝐼 ) for node J at x I .; while the constitutive equa-
ion, 𝜎𝐼 = 𝐸 𝐸− 𝑃 ( 𝑥 𝐼 ) 𝜀 𝐼 , involves x I or subscript I , the compatibility equa-

ion, 𝜀 𝐼 = 

∑
𝐾 
Φ[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 associates K to compute a kinetic variable at
 I . 

Note that the repeated use of the first order derivative approxima-
ion successfully substitutes for the second order derivative; hereinafter
his process is named the double derivative approximation. The linear
omentum equation can be discretized without the need for second or-
er derivative approximation even though no weak formulation is em-
loyed. In addition, the double derivative approximation enables the
lastoplastic tangent modulus to be explicitly implemented in the dis-
rete system. In one dimensional case, Eq. (10) can be assembled for all
nterior nodes to yield the system of equations as follows 
312 
⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 
∑
𝐼 

Φ[(1)] 
𝐼 

( 𝑥 1 ) 𝜎𝐼 
⋮ ∑

𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝑁 ) 𝜎𝐼 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
= 

⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[(1)] 

1 ( 𝑥 1 ) ⋯ Φ[(1)] 
𝑁 

( 𝑥 1 ) 
⋮ ⋱ ⋮ 

Φ[(1)] 
1 ( 𝑥 𝑁 ) ⋯ Φ[(1)] 

𝑁 
( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎝ 
𝐸 𝐸− 𝑃 ( 𝑥 1 ) 

0 ⋱ 0 
𝐸 𝐸− 𝑃 ( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎠ 
×
⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[(1)] 

1 ( 𝑥 1 ) ⋯ Φ[(1)] 
𝑁 

( 𝑥 1 ) 
⋮ ⋱ ⋮ 

Φ[(1)] 
1 ( 𝑥 𝑁 ) ⋯ Φ[(1)] 

𝑁 
( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎝ 
Δ𝑢 1 
⋮ 

Δ𝑢 𝑁 

⎞ ⎟ ⎟ ⎠ (11) 

Here, Eq. (11) can be rewritten in a matrix form as following 

 

 

 

 

 

 

∑
𝐼 

Φ[(1)] 
𝐼 

( 𝑥 1 ) 𝜎𝐼 
⋮ ∑

𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝑁 ) 𝜎𝐼 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
= 𝚿𝑇 𝐃𝚿Δ𝐮 (12)

here it can be noticed that 𝚿T is analogous to 𝚿 specifically for one
imensional case. However, for multi-dimensional case, they are not the
ame. 𝚿, D , and Δu are written as below 

= 

⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[(1)] 

1 ( 𝑥 1 ) ⋯ Φ[(1)] 
𝑁 

( 𝑥 1 ) 
⋮ ⋱ ⋮ 

Φ[(1)] 
1 ( 𝑥 𝑁 ) ⋯ Φ[(1)] 

𝑁 
( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎠ (13)

 = 𝐷𝑖𝑎𝑔 
(
𝐸 𝐸− 𝑃 ( 𝑥 1 ) , ⋯ , 𝐸 𝐸− 𝑃 ( 𝑥 𝑁 ) 

)
(14)

𝐮 = 

(
Δ𝑢 1 , ⋯ , Δ𝑢 𝑁 

)𝑇 
(15)

here 𝚿T comes from the divergence calculation of stress and 𝚿 func-
ions as a derivative operator for strain computation. It is interesting
hat 𝚿T D 𝚿 in Eq. (12) looks quite similar with the integrand ( B 

T DB )
f stiffness term ( ∫Ω 𝐁 

𝑇 𝐃𝐁 𝑑Ω) in the weak formulation. Here, similar-
ty exists between 𝚿 and B which is so-called ‘ B ’ matrix found in the
tiffness matrix. Eq. (12) is the strong form of the discrete equilibrium
quation, and yet it resembles the integrand of stiffness matrix of weak
orm. It is satisfied at the node level whereas the weak form is satisfied
n a variational (or an average) sense involving numerical quadrature. 

As seen in Eq. (13) , 𝚿 (or 𝚿T ) is assemblage of the first order deriva-
ive approximations for nodal shape functions. The I th row of 𝚿 contains
he derivative approximations for all neighbor nodes of x I . The J th col-
mn is a collection of all the derivative approximations of node J for
ifferent x I ’s. As seen in Eq. (10) , the nodal equilibrium equation given
n Eq. (10) is equivalent to the row vector of Eq. (12) as following 

𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) 𝜎𝐼 = 

(
𝑅𝑜 𝑤 𝐽− 𝑡ℎ 𝚿𝑇 

)
𝐃𝚿Δ𝑢 (16)

here Row 

J − th 𝚿T indicates the J th row vector of 𝚿T . On the other hand,
ote that the natural and essential boundary conditions are treated as in
onventional strong form based meshfree methods like the PDM. When
 node belongs to the boundary, the corresponding boundary condition
s implemented in assemblage of the system of equations. Construction
f the aforementioned discrete equations are based on the global co-
rdinate system so that computer programming becomes quite simple;
nlike the FEM, local coordinate system and mapping between local and
lobal coordinate are not required. Compared to the conventional PDM
sing the second order derivative approximation, the newly developed
ethod does not demand remarkable additional complicated process
or computational effort. 

.2. One dimensional iterative solution procedure 

To solve material nonlinear problems, an iterative procedure is re-
uired and the residual equations are constructed by linearizing govern-
ng equations by way of Newton’s method. The iterative algorithm seeks
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⎛⎜⎜⎝
 converged solution at each incremental step. For an interior node,
he residual equation can be written for ( k + 1) iteration of i + 1 step as
ollows 

⌢ 

 

( 𝑘 +1) 

𝑖 +1 = 

⌢ 

𝑅 
( 𝑘 ) 

𝑖 +1 + 

𝜕 

𝜕𝑢 
( 𝑘 ) 
𝑖 +1 

( 

𝜕𝜎
( 𝑘 ) 
𝑖 +1 
𝜕𝑥 

) 

Δ𝑢 ( 𝑘 +1) 
𝑖 +1 

= 

⌢ 

𝑅 
( 𝑘 ) 

𝑖 +1 + 

𝜕 

𝜕𝑥 

( 

𝜕𝜎
( 𝑘 ) 
𝑖 +1 

𝜕𝜀 
( 𝑘 ) 
𝑖 +1 

𝜕𝜀 
( 𝑘 ) 
𝑖 +1 

𝜕𝑢 
( 𝑘 ) 
𝑖 +1 

) 

Δ𝑢 ( 𝑘 +1) 
𝑖 +1 (17) 

here Δ𝑢 ( 𝑘 +1) 
𝑖 +1 is the displacement increment which should be found at

he current iteration. 
⌢ 

𝑅 
( 𝑘 ) 

𝑖 +1 ( = 

𝜕𝜎
( 𝑘 ) 
𝑖 +1 
𝜕𝑥 

) is the residual for the divergence of

tress at ( k ) iteration of i + 1 step. 
𝜕𝜎

( 𝑘 ) 
𝑖 +1 

𝜕𝜀 
( 𝑘 ) 
𝑖 +1 

denotes the elastoplastic tangent

odulus. For multi-dimensional problem, the algorithmic tangent mod-
li are used to ensure the efficiency and accuracy in plastic computation
18] . Note that in Eq. (17) , positions of the differential operators, 𝜕x and
𝑢 
( 𝑘 ) 
𝑖 +1 , are mutually exchanged; the operators are commutable after the

inearization because the discrete equation might not be governed by
he precise mathematical theory. 𝜎( 𝑘 ) 

𝑖 +1 is calculated by the return map-
ing algorithm and kinematic variables are updated by backward Euler
cheme as in Simo and Taylor [18] . 

When assuming 
⌢ 

𝑅 
( 𝑘 +1) 

𝑖 +1 ( 𝑥 ) = 0 and considering Eq. (12) or ( 16 ),
q. (17) can be evaluated at x J as follows 

⌢ 

 

( 𝑘 ) 

𝑖 +1 ( 𝑥 𝐽 ) = − 

(
𝑅𝑜 𝑤 𝐽− 𝑡ℎ 𝚿𝑇 

)(
𝐃 

( 𝑘 ) 
𝑖 +1 𝚿

)
Δ𝐮 ( 𝑘 +1) 
𝑖 +1 (18)

When setting aside the treatment for the boundary equation, assem-
ling the above residual equations for all interior nodes generates the
ystem of equations and the system can be solved with respect to dis-
lacement increment giving the following expression: 

𝐮 ( 𝑘 +1) 
𝑖 +1 = − 

(
𝚿𝑇 𝐃 

( 𝑘 ) 
𝑖 +1 𝚿

)−1 
𝐑 

( 𝑘 ) 
𝑖 +1 (19)

here 𝐑 

( 𝑘 ) 
𝑖 +1 = ( 

⌢ 

𝑅 
( 𝑘 ) 

𝑖 +1 ( 𝑥 1 ) , ⋯ , 
⌢ 

𝑅 
( 𝑘 ) 

𝑖 +1 ( 𝑥 𝑁 ) ) 
𝑇 includes the nodal residual vec-

ors. As a result, the elastoplastic tangent modulus was taken out in the
orm of 𝐃 

( 𝑘 ) 
𝑖 +1 by introducing the double derivative approximation; the

quilibrium equation, which originally involves the second order Partial
ifferential Equation (PDE) in conjunction with the material nonlinear-

ty, was successfully discretized in the framework of strong formulation.
his methodology can be readily extended to multi-dimension problems.
he symmetricity of coefficient matrix in Eq. (19) is not guaranteed
ince for convenience, the residual equations are usually assembled by
he node numbering order. Furthermore, to solve the material nonlinear
roblems without the high order derivative computation, the accuracy
f the double derivative approximation and the stability of iterative pro-
edure should be secured. 

. Multi-dimensional material nonlinear problem 

.1. Derivative approximation for PDM 

The multi-index notion is used hereinafter for more convenient ex-
ression in multi-dimensional formulation. The 𝜶th power of n dimen-
ional real vector, x ∈ R 

n , is defined as follows 

 

𝛂 ∶= 𝑥 
𝛼1 
1 𝑥 
𝛼2 
2 ⋯ 𝑥 

𝛼𝑛 
𝑛 (20)

here 𝜶 = ( 𝛼1 ,…, 𝛼n ). The 𝜶th order derivative of a differentiable func-
ion, f ( x ), with respect to x is given by 

 

𝛂
𝐱 𝑓 ( 𝐱 ) ∶= 

𝜕 |𝛂|𝑓 ( 𝐱 ) 
𝜕 𝑥 1 
𝛼1 ⋯ 𝜕 𝑥 𝑛 

𝛼𝑛 
(21)

here 𝐷 

𝛂
𝐱 denotes the 𝜶th order partial differential operator with re-

pect to x and |𝛂| = 

∑𝑛 
𝑖 =1 𝛼𝑖 . For example, in two dimensional case, u ( x )

nd 𝜕𝑢 ( 𝐱) 
𝜕 𝑥 2 2 

are expressed by 𝐷 

( 0 , 0 ) 
𝐱 𝑢 ( 𝐱) and 𝐷 

( 0 , 2 ) 
𝐱 𝑢 ( 𝐱) , respectively. 
313 
Now, a given differentiable function, u ( x )( ∈ C 

m ( Ω)), is expressed
y the multivariable Taylor theorem. The m th order Taylor polynomial
s written by collecting the derivative coefficients of the given function
ombined with the polynomial basis as follows 

 ( 𝐱; 𝐲 ) = 

∑
|𝛂|≤ 𝑚 

( 𝐱 − 𝐲 ) 𝛂

𝛂! 
𝐷 

𝛂
𝐱 𝑢 ( 𝐲 ) = 𝐩 𝑇 

𝑚 
( 𝐱; 𝐲 ) 𝐚 ( 𝐲 ) on 𝐲 ∈ Ω (22)

here 𝛂! ∶= 

∏𝑛 
𝑖 =1 𝛼𝑖 is the factorial, y is a local center at which the Tay-

or polynomial is expanded and m denotes the order of consistency. The
aylor polynomial is composed of the complete m- th order polynomial
ector, p , and derivative coefficient vector, a . The polynomial vector is
iven by 

 

𝑇 
𝑚 
( 𝐱; 𝐲 ) ∶= 

( 

( 𝐱 − 𝐲 ) 𝛂1 
𝛂1 ! 

, ⋯ , 
( 𝐱 − 𝐲 ) 𝛂𝐾 

𝛂𝐾 ! 

) 

(23) 

here 𝜶1 = (0, ⋅⋅⋅, 0) and 𝜶K = (0, ⋅⋅⋅, m ). The derivative coefficient vector
s written as 

 ( 𝐲 ) = 

⎛ ⎜ ⎜ ⎝ 
𝐷 

𝛂1 
𝐱 𝑢 ( 𝐲 ) 
⋮ 

𝐷 

𝛂𝐾 
𝐱 𝑢 ( 𝐲 ) 

⎞ ⎟ ⎟ ⎠ . (24)

The lengths of 𝐩 
𝑚 
( 𝐱; 𝐲 ) and a ( y ) are 𝐾 = 

( 𝑛 + 𝑚 )! 
𝑛 ! 𝑚 ! . Each component of

 ( y ) indicates the derivative approximation for u ( x ) evaluated at y . 
To get a ( y ), a weighted residual functional is constructed in the fol-

owing manner: 

 ( 𝐚 ) ∶= 

𝑁 ∑
𝐼=1 
𝑤 

( 𝐱 𝐼 − 𝐲 
𝜌

) (
𝐩 𝑇 
𝑚 

(
𝐱 𝐼 ; 𝐲 

)
𝐚 ( 𝐲 ) − 𝑢 

𝐼 

)2 on 𝐲 ∈ Ω (25)

here 𝑤 ( 𝐱 𝐼 − 𝐲 
𝜌

) is the weight function with a compact support; the size

f compact support (or domain of influence) is determined by 𝜌. N is the
umber of nodes included in the support of weight function. Note that
ith the moving least squares procedure, the Taylor polynomial is valid
ithin the range of compact support. The greatest accuracy is achieved
hen x = y . 𝑢 

𝐼 
is the nodal solution (for displacement) for neighbor node

 . For problems involving material nonlinearity, nodal solutions for u i 
re found through an iterative procedure. In this study, the variable, 𝜌,
s used to identify the proper number of nodes that should participate in
he Taylor polynomial, regardless of the node density or position, so that
he resolution of derivative approximation is regularly preserved over
ll the position in numerical model. This is an advantageous feature
or developing an adaptive modeling scheme. As identified by Yoon and
ong [26] , the computational efficiency and moment matrix invertibility
re associated with the upper and lower bounds of the number of nodes
ncluded in the derivative approximation, respectively. In addition, the
eight function might take an arbitrary shape as long as it has a peak
t its center and smoothly vanishes since the derivative approximation
o longer requires the differentiability of weight function. 

The derivative coefficient vector is then obtained by minimizing the
esidual functional with respect to a ( y ) as follows 

 ( 𝐱 ) = 

𝑁 ∑
𝐼=1 

( 

𝐩 
𝑚 

(
𝐱 𝐼 ; 𝐱 

)
𝑤 

( 𝐱 𝐼 − 𝐱 
𝜌

) 

𝐩 𝑇 
𝑚 

(
𝐱 𝐼 ; 𝐱 

)) −1 

⋅
( 

𝑤 

( 𝐱 1 − 𝐱 
𝜌

) 

𝐩 
𝑚 

(
𝐱 1 ; 𝐱 

)
, ⋯ , 𝑤 

( 𝐱 𝑁 − 𝐱 
𝜌

) 

𝐩 
𝑚 

(
𝐱 𝑁 ; 𝐱 

)) 

⋅
⎛ ⎜ ⎜ ⎝ 
𝑢 1 
⋮ 
𝑢 
𝑁 

⎞ ⎟ ⎟ ⎠ (26) 

here note that y is replaced by x . It can be noticed that when calculat-
ng a ( x ), the derivative approximations up to the order of consistency
re obtained without any actual differentiation for the approximation
unction 𝐷 

(0 , 0) 
𝐱 𝑢 ( 𝐱) . The derivative coefficient vector can be expressed in

 matrix form as following 

 

 

 

 

𝐷 

𝛂1 
𝐱 𝑢 ( 𝐱 ) 
⋮ 

𝐷 

𝛂𝐿 
𝐱 𝑢 ( 𝐱 ) 

⎞ ⎟ ⎟ ⎠ = 

⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[ 𝛂1 ] 

1 ( 𝐱 ) , ⋯ , Φ[ 𝛂1 ] 
𝑁 

( 𝐱 ) 
⋮ ⋱ ⋮ 

Φ[ 𝛂𝐿 ] 
1 ( 𝐱 ) , ⋯ , Φ[ 𝛂𝐿 ] 

𝑁 
( 𝐱 ) 

⎞ ⎟ ⎟ ⎟ ⎠ ⋅
⎛ ⎜ ⎜ ⎝ 
𝑢 1 
⋮ 
𝑢 
𝑁 

⎞ ⎟ ⎟ ⎠ (27) 
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here Φ[ 𝛂] 
𝐼 

( 𝐱) is the 𝜶th generalized shape function; more specifically,
[ 𝛂] 
𝐼 

( 𝐱) indicates the 𝜶th derivative approximation of the shape function

or node I. It is the derivative approximation of Φ[ 𝟎 ] 
𝐼 
( 𝐱) but is not the

xact derivative of Φ[ 𝟎 ] 
𝐼 
( 𝐱) . In the right-hand side of Eq. (27) , the 𝜶th row

f the coefficient matrix embraces the 𝜶-th derivative approximations
f shape function for the neighbor nodes. Here, a useful expression for
he 𝜶-th derivative approximation can be written as follows 

 

𝛂
𝐱 𝑢 ( 𝐱 ) ∶= 

𝑁 ∑
𝐼=1 

Φ[ 𝛂] 
𝐼 

( 𝐱 ) 𝑢 
𝐼 

(28)

here note that u I is equivalent to u ( x I ) within the context of the PDM.
he little difference between u I and u ( x I ) is attributed to the absence of
onstraint formulation for essential boundary enforcement which the
onventional weak form based meshfree methods cannot avoid. The
erivative coefficient vector provides an excellent approximation for the
erivative function of u ( x ) and use of higher order polynomial vector is
xpected to provide the higher level of accuracy for derivative approx-
mation. Yoon and Song [26] showed that the derivative approxima-
ion successfully approximates the derivative of the original function.
xcept for the associated error in solving the nonlinear system, most
rror results from the construction of derivative approximation and the
athematical validity of derivative approximation results from the con-

istency of the Taylor polynomial expanded by the moving least squares
ethod. Note that this is not a new approach for many previous stud-

es which use meshfree point collocation methods [8,9,25] employ the
eshfree derivative computation without the actual differentiation for

he approximation function. 

.2. Double derivative approximation 

In the PDM, the 𝛼-th order derivative function of u ( x ) can be di-
ectly approximated by the 𝛼-th order derivative approximation which
ncludes the 𝜶-th generalized shape function combined with the nodal
olution. However, as already shown in one dimensional case, the sec-
nd order derivative approximation is decomposed into two first order
erivative approximations such that the elastoplastic tangent modulus
xplicitly appears in the discretization process for the linear momentum
quation which describes the material nonlinear problem. In this sec-
ion, validity of the double derivative approximation is investigated; it
ill be shown in the next chapter that the derivative approximation is a

uccessful substitute for the second order derivative approximation. In-
erestingly, when employing the double derivative approximation, the
eighbor nodes of neighbor nodes of the original node participate in the
iscretization of equilibrium equation because each first order deriva-
ive approximation involves different neighbor node set. This overlap
esults in an extended domain of influence as compared to the conven-
ional second order derivative approximation. This viewpoint may seem
o be unusual from the perspective of FEM. However, it demonstrates the
exibility of PDM in constructing the derivative approximation without
he constraint of a mesh or grid structure. 

To better understand the key idea of double derivative approxima-
ion, recall the one dimensional second order derivative approximation
hich is written in a matrix form from Eq. (7) as follows 

 

 

 

 

 

 

∑
𝐼 

Φ[(2)] 
𝐼 

( 𝑥 1 ) 𝑢 𝐼 

⋮ ∑
𝐼 

Φ[(2)] 
𝐼 

( 𝑥 𝑁 ) 𝑢 𝐼 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
= 

⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[(2)] 

1 ( 𝑥 1 ) ⋯ Φ[(2)] 
𝑁 

( 𝑥 1 ) 
⋮ ⋱ ⋮ 

Φ[(2)] 
1 ( 𝑥 𝑁 ) ⋯ Φ[(2)] 

𝑁 
( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎝ 
𝑢 1 
⋮ 
𝑢 𝑁 

⎞ ⎟ ⎟ ⎠ . (29)

However, the double derivative approximation generates a different
orm of the second order derivative approximation as following 

𝐼 

Φ[(2)] 
𝐼 

( 𝑥 𝐽 ) 𝑢 𝐼 ≅
∑
𝐼 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) 

( ∑
𝐾 

Φ[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 

) 

= 

∑
𝐼 

∑
𝐾 

Φ[(1)] 
𝐼 

( 𝑥 𝐽 ) Φ
[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 (30)
314 
here note that 𝑢 𝐼 = 

∑𝑁 
𝐾=1 Φ

[1] 
𝐾 
( 𝐱 𝐼 ) 𝑢 𝐾 ; u I is approximated by the sepa-

ate first order derivative approximation. Thus, additional summation
or K comes out and the generalized shape functions for I and K are in-
olved together in the double derivative approximation. In fact, as seen
n Eq. (10) or ( 11 ), we already utilized this approach in discretizing
he linear momentum equation. A vectorial assemblage of the double
erivative approximations over all the nodes yields a following matrix
xpression: 

 

 

 

 

 

 

∑
𝐼 

∑
𝐾 

Φ[(1)] 
𝐼 

( 𝑥 1 ) Φ
[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 

⋮ ∑
𝐼 

∑
𝐾 

Φ[(1)] 
𝐼 

( 𝑥 𝑁 ) Φ
[(1)] 
𝐾 

( 𝑥 𝐼 ) 𝑢 𝐾 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
= 

⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[(1)] 

1 ( 𝑥 1 ) ⋯ Φ[(1)] 
𝑁 

( 𝑥 1 ) 
⋮ ⋱ ⋮ 

Φ[(1)] 
1 ( 𝑥 𝑁 ) ⋯ Φ[(1)] 

𝑁 
( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎜ ⎝ 
Φ[(1)] 

1 ( 𝑥 1 ) ⋯ Φ[(1)] 
𝑁 

( 𝑥 1 ) 
⋮ ⋱ ⋮ 

Φ[(1)] 
1 ( 𝑥 𝑁 ) ⋯ Φ[(1)] 

𝑁 
( 𝑥 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎝ 
𝑢 1 
⋮ 
𝑢 𝑁 

⎞ ⎟ ⎟ ⎠ . 
(31) 

The multi-dimensional version of the double derivative approxima-
ion for the second order, i.e.,| 𝜶| = 2, | 𝜷| = | 𝜶 − 𝜷| = 1, can be written
s 

 

𝛂
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐼 

Φ[ 𝛃] 
𝐼 

(
𝐱 𝐽 

)
𝐷 

𝛂− 𝛃
𝐱 𝑢 ( 𝐱 𝐼 ) 

= 

∑
𝐼 

Φ[ 𝛃] 
𝐼 

(
𝐱 𝐽 

)( 

𝑁 ∑
𝐾=1 

Φ[ 𝛂− 𝛃] 
𝐾 

(
𝐱 𝐼 

)
𝑢 
(
𝐱 𝐾 

)) 

= 

∑
𝐼 

∑
𝐾 

Φ[ 𝛃] 
𝐼 

(
𝐱 𝐽 

)
Φ[ 𝛂− 𝛃] 
𝐾 

(
𝐱 𝐼 

)
𝑢 𝐾 (32) 

here it is noted that 𝐷 

𝛂− 𝛃
𝐱 𝑢 ( 𝐱 𝐼 ) is replaced by the derivative approxi-

ation, 
∑𝑁 
𝐾=1 Φ

[ 𝛂− 𝛃] 
𝐾 

( 𝐱 𝐼 ) 𝑢 ( 𝐱 𝐾 ) . In two-dimensional case, if 𝜶 = (2, 0) then
= 𝜶 − 𝜷 = (1, 0) where | 𝜷| = | 𝜶 − 𝜷| = 1 and | 𝜶| = 2. Similarly, if 𝜶 = (1,
) then 𝜷 = (1, 0) and 𝜶 − 𝜷 = (0, 1) or vice versa. Therefore, the second
erivative functions of u ( x ) can be computed by 

 

(2 , 0) 
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐼 

∑
𝐾 

Φ[ ( 1 , 0 ) ] 
𝐼 

(
𝐱 𝐽 

)
Φ[ ( 1 , 0 ) ] 
𝐾 

(
𝐱 𝐼 

)
𝑢 𝐾 (33)

 

(0 , 2) 
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐼 

∑
𝐾 

Φ[ ( 0 , 1 ) ] 
𝐼 

(
𝐱 𝐽 

)
Φ[ ( 0 , 1 ) ] 
𝐾 

(
𝐱 𝐼 

)
𝑢 𝐾 (34)

 

(1 , 1) 
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐼 

∑
𝐾 

Φ[ ( 1 , 0 ) ] 
𝐼 

(
𝐱 𝐽 

)
Φ[ ( 0 , 1 ) ] 
𝐾 

(
𝐱 𝐼 

)
𝑢 𝐾 (35)

here recall that 𝐷 

(2 , 0) 
𝐱 𝑢 ( 𝐱) = 

𝜕 2 𝑢 ( 𝐱) 
𝜕 2 𝑥 1 

, 𝐷 

(0 , 2) 
𝐱 𝑢 ( 𝐱) = 

𝜕 2 𝑢 ( 𝐱) 
𝜕 2 𝑥 2 

, and 𝐷 

(1 , 1) 
𝐱 𝑢 ( 𝐱) =

𝜕 2 𝑢 ( 𝐱) 
𝜕 𝑥 1 𝜕 𝑥 2 

. Also note that u K ’s are the solutions not for the neighbor nodes

f x J but for the neighbor nodes of x I . This illustrates how the neigh-
oring nodes of neighbor nodes of the original node are involved in the
ouble derivative approximation. However, when applying the conven-
ional derivative approximation, the second order derivative approxi-
ations are given by 

 

(2 , 0) 
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐾 

Φ[ ( 2 , 0 ) ] 
𝐾 

(
𝐱 𝐽 

)
𝑢 𝐾 (36)

 

(0 , 2) 
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐾 

Φ[ ( 0 , 2 ) ] 
𝐾 

(
𝐱 𝐽 

)
𝑢 𝐾 (37)

 

(1 , 1) 
𝐱 𝑢 ( 𝐱 𝐽 ) = 

∑
𝐾 

Φ[ ( 1 , 1 ) ] 
𝐾 

(
𝐱 𝐽 

)
𝑢 𝐾 (38)

here u K ’s are the nodal solutions for the neighbor nodes of x J .
ig. 1 (a) and (b) are schematics of domains of influence for the conven-
ional derivative approximation and the double derivative approxima-
ion for the second order derivative computation, respectively. As seen
n the figure, only nine nodes are included in the conventional deriva-
ive approximation while twenty-five nodes are included in the double
erivative approximation. 
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Fig. 1. Schematics of domains of influence for (a) the conventional derivative 

approximation and (b) the double derivative approximation. 
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Note that the differential operator, 𝐷 

𝛂
𝐱 , can be decomposed into

 

𝛃
𝐱 and 𝐷 

𝛂− 𝛃
𝐱 through the double derivative approximation, as will be

hown in the next section that the decomposition enables the PDM to
se the first order derivative approximation in discretizing the second
rder PDE. This feature is quite interesting because the strong formula-
ion inherently involves the equivalent differentiation order to the orig-
nal PDE while the weak formulation beneficially utilizes the reduced
rder of differentiation by the introduction of the integral equation. It
hows that the differential operator can be decomposed into the lower
rder differential operators in the numerical scheme although more pre-
ise mathematical analysis is left for future study. Furthermore, this ap-
roach might provide valuable insight to the governing equation in the
trong form because the order of derivative approximation used to de-
cribe the original PDE, can be effectively reduced without the use of
eak formulation. 

.3. Strongly formulated iterative procedure for plane stress problem 

The divergence of stress tensor expresses the equilibrium equation
or the multi-dimensional case. The double derivative approximation is
pplied in both divergence and stress computations. By doing so, the
lastoplastic tangent modulus explicitly appears in the discrete form of
he equation and is manipulated in the strong formulation for material
onlinear problem. Newton’s method requires linearization of the equi-
ibrium equation. Absent of the body force, the equilibrium equation
an be linearized with respect to Δu as follows 

𝜕 

𝜕𝐮 

(
𝜕𝛔
𝜕𝐱 

)
Δ𝐮 = 

𝜕 

𝜕𝐱 

(
𝜕𝛔
𝜕𝛆 
𝜕𝛆 
𝜕𝐮 

)
Δ𝐮 . (39)

In Eq. (39) , the partial differentiations with respect to u and x are in-
olved; note that as seen in one-dimensional formulation in Section 2.2 ,
ositions of the differentiations are exchangeable, which is crucial pro-
ess to extract the elastoplastic tangent modulus from the linear momen-
um equation. Although this is not always applicable in the canonical
athematical derivation, the exchange of differentiation order makes
o difference in the discrete form of equilibrium equation. In fact, the
xchange simply changes the order of matrices containing the derivative
pproximations. Also, it will be shown that discretizations for 𝜕 

𝜕𝐱 and 𝜕𝛆 
𝜕𝐮 

ield the matrices which resemble the so-called ‘B’ matrix in the FEM
ormulation. 

To set up the residual equation for the iterative procedure, Eq. (39) is
inearized at x J as following 

⌢ 

 

Ω, ( 𝑘 +1) 

𝑖 +1 
(
𝐱 𝐽 

)
= 

⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐽 

)
+ 

[ 

𝜕 

𝜕𝐱 

( 

𝜕𝛔( 𝑘 ) 
𝑖 +1 

𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

) 

Δ
⌢ 

𝐮 
( 𝑘 +1) 
𝑖 +1 

] 

𝐱= 𝐱 

(40)
𝐽 

315 
here Δ
⌢ 

𝐮 
( 𝑘 +1) 
𝑖 +1 ( 𝐱 𝐽 ) is an increment of nodal displacement at ( k + 1 ) itera-

ion of i + 1 step; ‘ 
⌢ 

∙ ’ indicates that the value results from computation at

 node. 
⌢ 

𝐑 

Ω, ( 𝑘 +1) 

𝑖 +1 ( 𝐱 𝐽 ) and 
⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐽 ) are the residual vectors for the diver-

ence of stress at ( k + 1 ) and ( k) iterations, respectively. 
𝜕𝛔( 𝑘 ) 
𝑖 +1 
𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

denotes

he elastoplastic tangent moduli. To calculate 
⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱) , 𝛔
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐽 ) is eval-

ated using the return mapping algorithm [18] which consists of the
lastic prediction and plastic correction. Other kinematic variables are
pdated by the backward Euler method. 

Now the second term in the right hand side of Eq. (40) can be dis-
retized by introducing the double derivative approximation as follows

 

𝜕 

𝜕𝐱 

( 

𝜕𝛔( 𝑘 ) 
𝑖 +1 

𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

) 

Δ
⌢ 

𝐮 
( 𝑘 +1) 
𝑖 +1 

] 

𝐱= 𝐱 𝐽 

= 

(
𝑅𝑜 𝑤 𝐽− 𝑡ℎ 𝚿𝑇 

)
𝐃 

( 𝑘 ) 
𝑖 +1 𝚿Δ𝐮 ( 𝑘 +1) 

𝑖 +1 (41)

here Δ𝐮 ( 𝑘 +1) 
𝑖 +1 is the global vector containing displacement increments

or all nodes, which is defined by 

𝐮 ( 𝑘 +1) 
𝑖 +1 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

Δ𝑢 ( 𝑘 +1) 1 ,𝑖 +1 ( 𝐱 1 ) 
Δ𝑢 ( 𝑘 +1) 2 ,𝑖 +1 ( 𝐱 1 ) 

⋮ 
Δ𝑢 ( 𝑘 +1) 1 ,𝑖 +1 ( 𝐱 𝑁 ) 
Δ𝑢 ( 𝑘 +1) 2 ,𝑖 +1 ( 𝐱 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
(42) 

Note that 𝚿 does not have superscript or subscript because material
onlinearity without consideration of geometric nonlinearity makes no
hange in the generalized shape functions as the incremental step ad-

ances. When 
⌢ 

𝐑 

Ω, ( 𝑘 +1) 

𝑖 +1 ( 𝐱) = 0 is assumed at each incremental step, as-

embling 
⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) yields the following system of equations: 

 

(
𝚿𝑇 𝐃 

( 𝑘 ) 
𝑖 +1 𝚿

)
Δ𝐮 ( 𝑘 +1) 
𝑖 +1 = 𝐑 

Ω, ( 𝑘 ) 
𝑖 +1 (43)

here the symmetry of the system is not guaranteed. Note the similar-
ty between coefficient matrix in Eq. (43) and the stiffness matrix that
ppears in the weak formulation. Solving Eq. (43) for Δ𝐮 ( 𝑘 +1) 

𝑖 +1 generates
he following discrete equation: 

𝐮 ( 𝑘 +1) 
𝑖 +1 = − 

(
𝚿𝑇 𝐃 

( 𝑘 ) 
𝑖 +1 𝚿

)−1 
𝐑 

Ω, ( 𝑘 ) 
𝑖 +1 (44)

Eq. (44) is analogous with the one-dimensional system in Eq. (19) . In
ddition, to construct the total system of equations, the residual equa-
ions for the natural and essential boundary conditions should be applied
o Eq. (44) . In Eq. (44) , 𝐑 

Ω, ( 𝑘 ) 
𝑖 +1 is the global residual vector which collects

⌢ 

 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) for all interior nodes as follows 

 

Ω, ( 𝑘 ) 
𝑖 +1 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 
⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 1 ) 
⋮ 

⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
(45) 

here 
⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐽 ) occupies the (2J-1)-th and (2J)-th slots of 𝐑 

Ω, ( 𝑘 ) 
𝑖 +1 . Since

⌢ 

 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) = ∇ ⋅ 𝛔( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐼 ) , 

⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) is obtained by 

⌢ 

 

Ω, ( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
= 

∑
𝐽 

𝚽𝑇 
𝐼𝐽 

⋅
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐽 

)
(46) 

here 

𝑇 
𝐼𝐽 

= 

( 

Φ[(1 , 0)] 
𝐽 

(
𝐱 𝐼 

)
0 Φ[(0 , 1)] 

𝐽 

(
𝐱 𝐼 

)
0 Φ[(0 , 1)] 

𝐽 

(
𝐱 𝐼 

)
Φ[(1 , 0)] 
𝐽 

(
𝐱 𝐼 

)) 

(47) 
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v

𝐧  

𝐑  
 

𝛔
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐽 

)
= 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝜎
( 𝑘 ) 
11 ,𝑖 +1 ( 𝐱 𝐽 ) 
𝜎
( 𝑘 ) 
22 ,𝑖 +1 ( 𝐱 𝐽 ) 
𝜎
( 𝑘 ) 
12 ,𝑖 +1 ( 𝐱 𝐽 ) 

⎞ ⎟ ⎟ ⎟ ⎠ (48)

In Eq. (47) , the subscript I of 𝚽𝑇 
𝐼𝐽 

is related to the position ( x I ) at
hich 𝚽𝑇 

𝐼𝐽 
is constructed while the subscript J implies the neighbor

odes of x I . It is noticed that 𝚽𝑇 
𝐼𝐽 

is quite similar with the transpose of ‘B’

atrix in the conventional FEM formulation. 𝜎( 𝑘 ) 
𝑖𝑗,𝑖 +1 ( 𝐱 𝐼 ) is computed with

he aforementioned return mapping algorithm [18] . Then 𝚿 is composed
f 𝚽
𝐼𝐽 

as following 

= 

⎛ ⎜ ⎜ ⎝ 
𝚽11 ⋯ 𝚽1 𝑁 
⋮ ⋱ ⋮ 

𝚽
𝑁1 ⋯ 𝚽

𝑁𝑁 

⎞ ⎟ ⎟ ⎠ (49)

nd 𝚿T is given by 

𝑇 = 

⎛ ⎜ ⎜ ⎝ 
𝚽𝑇 11 ⋯ 𝚽𝑇 1 𝑁 
⋮ ⋱ ⋮ 

𝚽𝑇 
𝑁1 ⋯ 𝚽𝑇 

𝑁𝑁 

⎞ ⎟ ⎟ ⎠ (50)

T is the discrete differential operator for computing the divergence

f stress while 𝚿 is associated with the strain calculation; i.e., 
𝜕𝛆 ( 𝑘 ) 
𝑖 +1 
𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

in

q. (40) or ( 41 ). 𝚿T is not the transpose of 𝚿; instead, its components,

𝐼𝐽 
’s, are transposed. 

The material coefficient matrix ( 𝐃 

( 𝑘 ) 
𝑖 +1 ) is given in a diagonal matrix

orm as follows 

 

( 𝑘 ) 
𝑖 +1 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 
⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 ( 𝐱 1 ) 
0 ⋱ 0 

⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 ( 𝐱 𝑁 ) 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
(51)

Note that 𝐃 

( 𝑘 ) 
𝑖 +1 is not the differential operator 𝐷 

𝛂
𝐱 defined in Eq. (21) .

or the two-dimensional case, the tangent modulus at x I is given in a
atrix form as following 

⌢ 

 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
= 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝐷 

( 𝑘 ) 
11 ,𝑖 +1 ( 𝐱 𝐼 ) 𝐷 

( 𝑘 ) 
12 ,𝑖 +1 ( 𝐱 𝐼 ) 𝐷 

( 𝑘 ) 
13 ,𝑖 +1 ( 𝐱 𝐼 ) 

𝐷 

( 𝑘 ) 
21 ,𝑖 +1 ( 𝐱 𝐼 ) 𝐷 

( 𝑘 ) 
22 ,𝑖 +1 ( 𝐱 𝐼 ) 𝐷 

( 𝑘 ) 
23 ,𝑖 +1 ( 𝐱 𝐼 ) 

𝐷 

( 𝑘 ) 
31 ,𝑖 +1 ( 𝐱 𝐼 ) 𝐷 

( 𝑘 ) 
32 ,𝑖 +1 ( 𝐱 𝐼 ) 𝐷 

( 𝑘 ) 
33 ,𝑖 +1 ( 𝐱 𝐼 ) 

⎞ ⎟ ⎟ ⎟ ⎠ . (52)

The components of nodal stress vector in Eq. (48) are obtained using
he nodal strain which is computed by 

 

𝛆 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
= 

∑
𝐽 

𝚽
𝐼𝐽 

⋅
( 

⌢ 

𝐮 
𝑖 

(
𝐱 𝐽 

)
+ 𝛿

⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐽 

)) 

(53)

here 
⌢ 

𝐮 
𝑖 
( 𝐱 𝐼 ) is the converged displacement vector at the previous step.

⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐽 ) is the accumulated displacement increment during the itera-

ions at current step and is expressed by 𝛿
⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐽 ) = 

∑𝑘 
𝑙=1 Δ

⌢ 

𝐮 
( 𝑙) 
𝑖 +1 ( 𝐱 𝐽 ) . In

he iterative procedure, the nodal stress, 
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐽 ) , is then updated at

very iteration as follows 

 

𝛔
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
= 

⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)⌢ 
𝛆 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
= 

⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)∑
𝐽 

𝚽
𝐼𝐽 

⋅
( 

⌢ 

𝐮 
𝑖 

(
𝐱 𝐽 

)
+ 𝛿

⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐽 

)) 

(54)

It is worth noting that Row 

J − th 𝚿T in Eq. (41) can be rewritten in
erms of 𝚽𝑇 

𝐼𝐽 
as following 

𝑅𝑜 𝑤 𝐽− 𝑡ℎ 𝚿𝑇 
)
= 

(
𝚽𝑇 
𝐽1 , ⋯ , 𝚽𝑇 

𝐽𝑁 

)
(55)

here Row 

J − th indicates the row vector involving node J at which the
eneralized shape function is constructed; in two-dimensional case, it
nvolves ( 2J-1 )-th and ( 2J )-th rows. 
316 
Taken note that in the FEM, the equilibrium equation is assembled
fter it is evaluated on an element level where the integrand is calculated
t integration points by way of numerical quadrature. However, in the
DM, the equilibrium equation is constructed at the node. From Eq. (41) ,
he nodal discrete equilibrium equation at x I is written by 

 

𝜕 

𝜕𝐱 

( 

𝜕𝛔( 𝑘 ) 
𝑖 +1 

𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

𝜕𝛆 ( 𝑘 ) 
𝑖 +1 

𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

) ] 

𝐱= 𝐱 𝐼 

= 

∑
𝐽 

𝚽𝑇 
𝐼𝐽 

⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
𝚽
𝐼𝐽 

(56)

here it is seen that in the discretization process, 𝜕 
𝜕𝐱 and 𝜕𝛆 

𝜕𝐮 are trans-

ormed into 𝚽𝑇 
𝐼𝐽 

and 𝚽
𝐼𝐽 

, respectively. Also, the discrete equilibrium
quation employs a single summation for neighbor node J while in par-
icular, the discrete equation of weak formulation requires a double sum-
ation for I and J during the numerical quadrature for each quadrature
oint. 

The plane stress condition is considered in this study where interior
odal stresses for each iterative step are updated with the return map-
ing algorithm [18] . Compared to the FEM for material nonlinear prob-
em, the PDM provokes no difference in the numerical implementation
or plane stress case. Thus, this study strictly follows the numerical im-
lementation procedure of the algorithm proposed by Simo and Hughes
19] . The increment of consistency parameter( Δ𝛾) is determined dur-
ng the stress update procedure. It depends on the incremental step size
nd is determined from a discrete consistency condition, g ( Δ𝛾) = 0. It
s solved by a separated Newton iterative procedure and this local iter-
tive procedure takes a very short computation time since it provokes
ery simple arithmetic calculation; see, Simo and Hughes [19] for fur-
her details. 

.4. Total system of equations 

As mentioned previously, elemental equilibrium equations generated
ia the FEM are often integrated numerically with quadrature rules dur-
ng which, a mapping from the local coordinate to the global coordinate
sually occurs. However, the PDM operates on the strong form of equi-
ibrium; integration and mapping is not required and the computations
re carried out in a node-wise manner. The PDM total system of equa-
ions can be constructed node by node from the start of the discretiza-
ion process. Governing equations for interior nodes, traction boundary
odes, and essential boundary nodes, are linearized to yield the resid-
al equations and the total system is constructed by assembling all the
esidual equations to be solved by the iterative procedure based on New-
on’s method. During construction of the total system of equations, as-
emblage of the residual equations follows the node numbering order.
his aspect presents convenience from a programming perspective since
he residual equations need not be classified according to the region to
hich the relevant node belongs. The process does not generate a sym-
etric system, and it should be noted that strong form methods like
DM inherently yield the non-symmetric sparse system [8,9,25–27] . 

At the boundary, Eqs. (4) and (5) are used to construct residual equa-
ions. When x I belongs to Γt , the natural boundary condition in Eq. (4) is
iscretized to yield the residual equation as follows 

⌢ 

 

Γ𝑡 , ( 𝑘 +1) 

𝑖 +1 
(
𝐱 𝐼 

)
= 

⌢ 

𝐑 

Γ𝑡 , ( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
+ 

𝜕 

𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

( 

𝐧 𝑇 
(
𝐱 𝐼 

)
⋅
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)) 

Δ
⌢ 

𝐮 
( 𝑘 +1) 
𝑖 +1 

(
𝐱 𝐼 

)
on Γ𝑡 

(57) 

here n 

T ( x I ) is the transpose of a matrix representing the unit normal
ector at x I and is written by 

 

𝑇 
(
𝐱 𝐼 

)
= 

( 

𝑛 1 
(
𝐱 𝐼 

)
0 𝑛 2 

(
𝐱 𝐼 

)
0 𝑛 2 

(
𝐱 𝐼 

)
𝑛 1 

(
𝐱 𝐼 

)) 

. (58)

The residual vector at the previous iteration is defined as follows 

⌢ 

 

Γ𝑡 , ( 𝑘 ) (
𝐱 𝐼 

)
= 𝐧 𝑇 

(
𝐱 𝐼 

)
⋅
⌢ 

𝛔
( 𝑘 ) (

𝐱 𝐼 
)
− ̄𝐭 

(
𝐱 𝐼 

)
(59)
𝑖 +1 𝑖 +1 
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Fig. 2. Classification of nodes for constructing total algebraic system. 
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See Eq. (54) for an explanation of 
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐼 ) . 𝐧 

𝑇 ( 𝐱 𝐼 ) ⋅
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐼 ) in

q. (57) is discretized by 

 

𝑇 
(
𝐱 𝐼 

)
⋅
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
= 𝐧 𝑇 

(
𝐱 𝐼 

)
⋅
⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)⌢ 
𝛆 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
(60) 

here 
⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) and 
⌢ 

𝛆 
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐼 ) are defined in Eqs. (52) and (53) , respec-

ively. To complete the construction of Eq. (57) , the second term in the
ight hand side of Eq. (57) is then discretized as follows 

 

𝜕 

𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

( 

𝐧 𝑇 ⋅
⌢ 

𝛔
( 𝑘 ) 
𝑖 +1 

) 

] 

𝐱= 𝐱 𝐼 

= 

∑
𝐽 

𝐧 𝑇 
(
𝐱 𝐼 

)
⋅
⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
𝚽
𝐼𝐽 

(61) 

On the other hand, when x I belongs to Γu , the residual equation for
he essential boundary condition in Eq. (5) is given as 

⌢ 

 

Γ𝑢 , ( 𝑘 +1) 

𝑖 +1 
(
𝐱 𝐼 

)
= 

⌢ 

𝐑 

Γ𝑢 , ( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
+ 

𝜕 
⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

Δ
⌢ 

𝐮 
( 𝑘 +1) 
𝑖 +1 

(
𝐱 𝐼 

)
on Γ𝑢 (62)

here the residual vector for the essential boundary node is written by

⌢ 

 

Γ𝑢 , ( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
= 

⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
− ̄𝐮 

(
𝐱 𝐼 

)
. (63)

The displacement vector, 
⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 ( 𝐱 𝐼 ) , needs to be updated at every it-

ration and is given by 

 

𝐮 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐼 

)
= 

∑
𝐽 

Φ[(0 , 0)] 
𝐽 

(
𝐱 𝐼 

)
⋅
( 

⌢ 

𝐮 
𝑖 

(
𝐱 𝐽 

)
+ 𝛿

⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 

(
𝐱 𝐽 

)) 

(64) 

The computation of Eq. (62) can be finished by discretizing the sec-
nd term in the right hand side of Eq. (62) as follows 

 

 

 

 

𝜕 
⌢ 

𝐮 
( 𝑘 ) 
𝑖 +1 

𝜕𝐮 ( 𝑘 ) 
𝑖 +1 

⎤ ⎥ ⎥ ⎦ 𝐱= 𝐱 𝐼 = 

∑
𝐽 

( 

Φ[(0 , 0)] 
𝐽 

(
𝐱 𝐼 

)
0 

0 Φ[(0 , 0)] 
𝐽 

(
𝐱 𝐼 

)) 

(65) 

here it is noticed that the second term in the right hand side of Eq.
62) consists of the zeroth order generalized shape function, Φ[(0 , 0)] 

𝐽 
( 𝐱 𝐼 ) .

Similar to the interior node case shown in Eq. (45) , the global resid-
al vectors 𝐑 

Γ𝑡 , ( 𝑘 ) 
𝑖 +1 and 𝐑 

Γ𝑢 , ( 𝑘 ) 
𝑖 +1 in Eqs. (57) and ( 62 ) are constructed by

ssembling 
⌢ 

𝐑 

Γ𝑡 , ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) and 
⌢ 

𝐑 

Γ𝑢 , ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) for natural and essential bound-

ry nodes, respectively. Then the total residual vector( 𝐑 

( 𝑘 ) 
𝑖 +1 ) is built up

y assembling 
⌢ 

𝐑 

Ω, ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) , 
⌢ 

𝐑 

Γ𝑡 , ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) and 
⌢ 

𝐑 

Γ𝑢 , ( 𝑘 ) 

𝑖 +1 ( 𝐱 𝐼 ) when 
⌢ 

𝐑 

Ω, ( 𝑘 +1) 

𝑖 +1 ( 𝐱 𝐼 ) = 0 ,
⌢ 

 

Γ𝑡 , ( 𝑘 +1) 

𝑖 +1 ( 𝐱 𝐼 ) = 0 and 
⌢ 

𝐑 

Γ𝑢 , ( 𝑘 +1) 

𝑖 +1 ( 𝐱 𝐼 ) = 0 are assumed. After the total system
f equations for i + 1(k + 1 iteration) step are constructed, the displace-
ent increment, Δ𝐮 ( 𝑘 +1) 

𝑖 +1 , is found by solving the following total system
f equations: 

 

( 𝑘 ) 
𝑖 +1 ⋅ Δ𝐮 

( 𝑘 +1) 
𝑖 +1 = 𝐑 

( 𝑘 ) 
𝑖 +1 (66)

Note that the assemblage of residual equations is conducted in accor-
ance with the order of node numbering in order to achieve convenience
n a computer programming. However, as seen in Fig. 2 , to arrange the
iscrete equations in the assembling process, all nodes still need be clas-
ified according to the region to which they belong. In this scenario, the
ow directional components of 𝐊 

( 𝑘 ) 
𝑖 +1 are supposed to be arranged by the

rder of node numbering but the order of residual equation does not af-
ect the solution process as long as they are independent of each other.
ere, for convenience’s sake, the stiffness matrix and residual vector are
xpressed according to the node classification as following 

 

( 𝑘 ) 
𝑖 +1 = 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝐊 

Ω, ( 𝑘 ) 
𝑖 +1 

𝐊 

Γ𝑡 , ( 𝑘 ) 
𝑖 +1 

𝐊 

Γ𝑢 , ( 𝑘 ) 
𝑖 +1 

⎞ ⎟ ⎟ ⎟ ⎠ (67)
317 
nd 

 

( 𝑘 ) 
𝑖 +1 = 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝐑 

Ω, ( 𝑘 ) 
𝑖 +1 

𝐑 

Γ𝑡, ( 𝑘 ) 
𝑖 +1 

𝐑 

Γ𝑢, ( 𝑘 ) 
𝑖 +1 

⎞ ⎟ ⎟ ⎟ ⎠ (68) 

here the components of Eq. (67) can be found in Eqs. (56) , ( 61 ), and
 65 ), respectively; more specifically, they can be calculated as follows 

 

Ω, ( 𝑘 ) 
𝐼𝐽 ,𝑖 +1 = 

∑
𝐽 

𝚽𝑇 
𝐼𝐽 

⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
𝚽
𝐼𝐽 

(69) 

 

Γ𝑡 , ( 𝑘 ) 
𝐼𝐽 ,𝑖 +1 = 

∑
𝐽 

𝐧 𝑇 
(
𝐱 𝐼 

)
⋅
⌢ 

𝐃 

( 𝑘 ) 

𝑖 +1 
(
𝐱 𝐼 

)
𝚽
𝐼𝐽 

(70) 

 

Γ𝑢 , ( 𝑘 ) 
𝐼𝐽 ,𝑖 +1 = 

∑
𝐽 

( 

Φ[(0 , 0)] 
𝐽 

(
𝐱 𝐼 

)
0 

0 Φ[(0 , 0)] 
𝐽 

(
𝐱 𝐼 

)) 

(71) 

here 𝐊 

Ω, ( 𝑘 ) 
𝐼𝐽 ,𝑖 +1 indicates the J -th component of the I -th row vector of

 

Ω, ( 𝑘 ) 
𝑖 +1 . As a result, the components of total system are allocated for the

orresponding address according to the node number and directional
omponent. For instance, the (2I-1)-th and (2I)-th components of 𝐑 

( 𝑘 ) 
𝑖 +1 

ave the components for the residual equation corresponding to the
ode I . 

From the Eq. (66) , the displacement increment for the current itera-
ion can be computed by 

𝐮 ( 𝑘 +1) 
𝑖 +1 = − 

(
𝐊 

( 𝑘 ) 
𝑖 +1 

)−1 
⋅ 𝐑 

( 𝑘 ) 
𝑖 +1 (72)

here the size of stiffness matrix is ( n ×N t ) by ( n ×N t ) and the sizes of
esidual vector and displacement vector are ( n ×N t ) by 1; N t is the to-
al number of nodes and n is the space dimension. For each step during
he iterative procedure, the stiffness matrix is repeatedly computed un-
il convergence criterion is satisfied while the global residual vector is
alculated once. Once satisfied, through solving Eq. (72) , the displace-
ent is updated and the loading process advances to the next step. The

verall procedure for iterative computation is analogous to that of the
onlinear finite element method. 

. Numerical examples 

.1. Verification of the double derivative approximation for one 

imensional problem 

In this section, mathematical feasibility of the double derivative ap-
roximation is numerically verified against the analytical solution of
ne dimensional elastic rod problem. Details of the double derivative
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Fig. 3. Reproducing test results for the divergence of stress computation using 

the double derivative approximation and the conventional second order deriva- 

tive approximation. 
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Fig. 4. Schematic drawing of an elastic cantilever beam. 
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pproximation can be found in Section 3.2 of this paper. Solutions
o the posed problem, are computed and compared with the conven-
ional second order derivative approximation and the double derivative
pproximation. A rod problem described by the displacement field in
q. (73) with the divergence of stress given in Eq. (74) is considered: 

 ( 𝑥 ) = 

1 
𝐸 

(𝑎 1 
6 
𝑥 3 + 𝑎 2 𝑥 + 𝑎 3 

)
(73)

𝜕𝜎( 𝑥 ) 
𝜕𝑥 

= 𝑎 1 𝑥 (74)

In the above, E, a 1 , a 2 , and a 3 are Young’s modulus and arbitrary con-
tants, respectively. The conventional second order derivative approxi-
ation and double derivative approximation, the divergence of stress is

omputed by using 

𝑥,𝑥 
( 𝑥 ) = 

∑
𝐼 

𝐸 Φ[2] 
𝐼 
( 𝑥 𝐽 ) 𝑢 𝐼 and (75)

𝑥,𝑥 
( 𝑥 ) = 

∑
𝐼 

∑
𝐾 

Φ[1] 
𝐼 
( 𝑥 𝐽 ) 𝐸 Φ

[1] 
𝐾 
( 𝑥 𝐼 ) 𝑢 𝐾 (76)

To numerically investigate the validity of Eq. (30) , the accuracies of
he derivative approximations are evaluated through the reproducing
roperty for the divergence of stress. The following measurement is in-
roduced to ascertain the error in the reproducing process based on L ∞:

 𝐿 ∞𝜎
= 

𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝜎𝑛𝑢 𝑥,𝑥 (𝐱 𝐼 ) − 𝜎𝑒𝑥 
𝑥,𝑥 

(
𝐱 𝐼 

)‖‖‖
𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝜎𝑒𝑥 𝑥,𝑥 (𝐱 𝐼 )‖‖‖ (77)

here 𝜎𝑒𝑥 
𝑥,𝑥 

( 𝐱 𝐼 ) and 𝜎𝑛𝑢 
𝑥,𝑥 

( 𝐱 𝐼 ) are exact and numerical computations for the
ivergence of stress, and Λ denotes a set for all nodes. Since the closed-
orm solution is already given in Eqs. (73) and ( 74 ), the relative error
n the reproduced divergence of stress can be measured. The reader is
eferred to Lee and Yoon [9] and Yoon and Song [27] for further details
n the reproducing test. 

The test results are shown in Fig. 3 below. The double derivative ap-
roximation, Eq. (76) , and the conventional second order derivative ap-
roximation, Eq. (75) , yield almost same convergence rates. Both deriva-
ive approximations yield the first order convergence rate as expected
y numerical theory. Here, the quadratic polynomial vector is adopted
or the double derivative and the conventional second order derivative
pproximations. The magnitude of relative error generated with the
318 
ouble derivative approximation is slightly smaller than the conven-
ional derivative approximation; it implies that the double derivative
pproximation is an adequate substitute for the conventional second or-
er derivative approximation in the PDM formulation for nonlinear ma-
erial analysis. Similar performance in multi-dimensional problems is
bserved and verifications for two dimensional problems are presented
n the following sections. 

.2. Convergence study for elastic beam problem 

In this section, a convergence study for two-dimensional elastic can-
ilever beam problem is performed to investigate the robustness of dou-
le derivative approximation. Unlike the reproducing test performed in
he previous section, the accuracy of numerical solution obtained by
olving the PDE is examined here. First, the PDM equipped with the
ouble derivative approximation is exploited for the linear elastic case
ollowed by a study on the nonlinear case. Analytical solutions of a lin-
ar elastic cantilever beam subjected to an end load as shown in Fig. 4
re given by Timoshenko and Goodier [21] as follows 

 1 = 

− 𝑃 𝑥 2 
6 𝐸𝐼 

[ 
(6 𝐿 − 3 𝑥 1 ) 𝑥 1 + (2 + 𝜈) 

( 

𝑥 2 
2 − 

𝐷 

2 

4 

) ] 
(78)

 2 = 

𝑃 

6 𝐸𝐼 

[ 
3 𝜈𝑥 2 2 ( 𝐿 − 𝑥 1 ) + (4 + 5 𝜈) 

𝐷 

2 𝑥 1 
4 

+ (3 𝐿 − 𝑥 1 ) 𝑥 1 2 
] 

(79)

The closed-form solution for stresses are given by 

11 = − 

𝑃 ( 𝐿 − 𝑥 1 ) 𝑥 2 
𝐼 

(80)

22 = 0 (81)

12 = 

𝑃 

2 𝐼 

( 

𝐷 

2 

4 
− 𝑥 2 

2 
) 

(82)

here 𝐼 = 

𝐷 3 

12 is the moment of inertia for a beam with rectangular cross-
ection. Eqs. (78) and ( 79 ) present essential boundary condition at x = 0,
rom − D /2 ≤ y ≤ D /2 and traction boundary condition on the remain-
ng surfaces are imposed using Eqs. (80) –( 82 ). Plane stress is assumed
ith Young’s modulus E = 10, 000 psi and Poisson’s ratio 𝜈 = 0.3. Note

hat all the boundary conditions in PDM should be explicitly enforced.
his is not the case when operating with the weak form of the governing
DE, such as those produced with Galerkin methods where the traction-
ree boundary condition is automatically met without an additional
reatment. 

The relative errors in numerical solution are measured both in L 2 

nd L ∞ senses. When computing L 2 error, a background mesh is em-
loyed although it is not required in the PDM. The relative L 2 error in
isplacement norm and the energy error norm are defined as follows 

 𝐿 2 = 

[
∫Ω

(
𝐮 𝑛𝑢 − 𝐮 𝑒𝑥 

)𝑇 (𝐮 𝑛𝑢 − 𝐮 𝑒𝑥 
)
𝑑Ω

]1∕2 
[
∫Ω 𝐮 𝑇 

𝑒𝑥 
𝐮 𝑒𝑥 𝑑Ω

]1∕2 (83)

 𝐸𝑛𝑒𝑟𝑔𝑦 = 

[
∫Ω

(
𝛆 𝑛𝑢 − 𝛆 𝑒𝑥 

)𝑇 (𝛔𝑛𝑢 − 𝛔𝑒𝑥 
)
𝑑Ω

]1∕2 
[
∫ 𝛆 𝑇 𝛔𝑒𝑥 𝑑Ω

]1∕2 (84)
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Fig. 5. Convergences of L 2 error norms for 2D elastic cantilever beam problem (a) relative L 2 error norm in displacement and (b) relative energy error norm. 

Fig. 6. Convergences of L ∞ error norms for 2D elastic cantilever beam problem (a) relative L ∞ error norm in displacement and (b) relative L ∞ error norm in strain. 
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here subscript ‘ ex ’ indicates exact solutions and subscript ‘ nu ’ indicates
he numerical solutions. In the L ∞ error norm, the sup norm is measured
o investigate the maximum nodal error for the kinematic variables of
nterest; it is a preferable and appropriate measure of error for the strong
ormulations like PDM because no mesh structure is involved in those
ormulations. In addition, error measurement in an integral sense like L 2 

rror may not be suitable for measuring the error of PDM solution since
ll the computations are conducted at nodes. The L 2 error norm repre-
ents the error accumulated over the whole problem domain, whereas
he L ∞ error norm denotes the local error occurred in a highly error-
nducing region. It is evaluated at node so that it implies the maximum
odal error over all the given nodes. 
319 
The relative L ∞ error norms for displacement and strain are defined
s following 

 𝐿 ∞𝑢 
= 

𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝑢 𝑛𝑢 1 
(
𝐱 𝐼 

)
− 𝑢 𝑒𝑥 1 

(
𝐱 𝐼 

)‖‖‖ + 𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝑢 𝑛𝑢 2 
(
𝐱 𝐼 

)
− 𝑢 𝑒𝑥 2 

(
𝐱 𝐼 

)‖‖‖
𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝑢 𝑒𝑥 1 
(
𝐱 𝐼 

)‖‖‖ + 𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝑢 𝑒𝑥 2 
(
𝐱 𝐼 

)‖‖‖ (85) 

 𝐿 ∞𝜀 

= 
𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝜀 𝑛𝑢 11 
(
𝐱 𝐼 

)
− 𝜀 𝑒𝑥 11 

(
𝐱 𝐼 

)‖‖‖ + 𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝜀 𝑛𝑢 22 
(
𝐱 𝐼 

)
− 𝜀 𝑒𝑥 22 

(
𝐱 𝐼 

)‖‖‖ + 𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖2 𝜀 𝑛𝑢 12 
(
𝐱 𝐼 

)
− 2 𝜀 𝑒𝑥 12 

(
𝐱 𝐼 

)‖‖‖
𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝜀 𝑒𝑥 11 
(
𝐱 𝐼 

)‖‖‖ + 𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖𝜀 𝑒𝑥 22 
(
𝐱 𝐼 

)‖‖‖ + 𝑆𝑢𝑝 
𝐼∈Λ

‖‖‖2 𝜀 𝑒𝑥 12 
(
𝐱 𝐼 

)‖‖‖

(86) 
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Fig. 7. One dimensional inelastic rod. 
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here 𝑢 𝑛𝑢 1 ( 𝐱 𝐼 ) , and 𝑢 𝑛𝑢 2 ( 𝐱 𝐼 ) are x- and y-directional displacements ob-
ained at x I while 𝑢 𝑒𝑥 1 ( 𝐱 𝐼 ) , and 𝑢 𝑒𝑥 2 ( 𝐱 𝐼 ) are the exact solutions at the same
osition. Similarly, 𝜀 𝑛𝑢 11 ( 𝐱 𝐼 ) , 𝜀 

𝑛𝑢 
22 ( 𝐱 𝐼 ) , and 𝜀 𝑛𝑢 12 ( 𝐱 𝐼 ) are strain components

omputed at x I while 𝜀 𝑒𝑥 
𝑥𝑥 
( 𝐱 𝐼 ) , 𝜀 𝑒𝑥 𝑦𝑦 ( 𝐱 𝐼 ) , and 𝜀 𝑒𝑥 

𝑥𝑦 
( 𝐱 𝐼 ) are the exact values. 

Fig. 5 (a) and (b) presents convergence rates for the relative L 2 er-
or norm in displacement and energy, respectively. As is well known,
or linear approximations of the weak formulation like FEM, the op-
imal convergence rates for L 2 error are two and one for the displace-
ent and energy, respectively. Utilizing a Taylor polynomial in the PDM

ields the convergence rates of 3.25 and 1.78 for the L 2 displacement
rror norm and energy error norm, respectively. Larger convergence
ates are observed as compared to the optimal rates owing to the use
f quadratic Taylor polynomial. Greater convergence rates are also ob-
erved as compared to the conventional method which utilizes the sec-
nd order derivative approximation in Navier’s equation. The perfor-
Fig. 8. Numerical results for one dimensional rod elongation problem (a) displacem

ig. 9. Relative L 2 error norm in displacement according to loading steps for one di  

nd (c) 241 node model. 

320 
ent and reaction force and (b) stress and strain response at the center node. 

mensional rod elongation problem for (a) 61 node model (b) 121 node model

ance of the PDM combined with the linear Taylor polynomial is also
hown. Note that the developed PDM, which can be referred to as a
 truly ’ strong formulation, is able to use the linear Taylor polynomial in
olving the second order PDE even though it produces the larger conver-
ence when combined with the quadratic Taylor polynomial. As shown
n Fig. 5 (a) and (b), application of a linear Taylor polynomial is applied
roduces convergence rates of 1.96 and 1.17. These rates are very close
o the aforementioned optimal convergence rates, thereby showing that
ither linear or quadratic Taylor polynomials used in the PDM results in
ompetitive or higher convergence rates than the conventional method.

In terms of magnitude, using the quadratic Taylor polynomial gen-
rates the smallest relative error. Fig. 6 (a) and (b) present convergence
ates for the relative L ∞ error norms in displacement and strain fields,
espectively. When the PDM is combined with the quadratic Taylor
olynomial, it yields the convergence rates of 2.72 and 1.69 for dis-
lacement and strain fields. The PDM combined with the linear Taylor
olynomial yields convergence rates of 1.79 and 0.55 for displacement
nd strain fields, respectively. The conventional method involving the
avier’s equation and the second order derivative approximation gen-
rates the convergence rates 1.54 and 1.47 for the displacement and
train, respectively. The convergence rates measured in L ∞ sense show
imilar trends with the L 2 error cases. Therefore, it is recommended
o use the quadratic Taylor polynomial for constructing the double
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Fig. 10. 2-D inelastic beam problem under uniform tensile load. 

Fig. 11. Node distribution of 2-D inelastic beam problem. 
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Fig. 13. Cantilever beam subjected to a concentrated load. 
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erivative approximation because the quadratic Taylor polynomial does
ot produce a notable increase in computational effort as compared to
he linear Taylor polynomial. Furthermore, it achieves significant im-
rovement in solution accuracy thereby guaranteeing smaller error and
aster convergence so that it is justified to be implemented in the itera-
ive algorithm for solving nonlinear material problems. 

.3. Elongation of one dimensional inelastic rod 

A one dimensional inelastic rod subjected to a tensile load is analyzed
y the newly developed PDM (See Fig. 7 ). Material parameters applied
re E = 1 ×10 5 psi (Young’s modulus), 𝜎y = 1 ×10 4 psi, K = 5 ×10 4 psi

plastic modulus), H = 5 ×10 3 psi (kinematic hardening modulus). 61
ig. 12. Comparisons of numerical results for two dimensional beam elongation pro

isplacement responses and (b) stress and strain responses at the center node. 

321 
odes and the quadratic Taylor polynomial are used in the numerical
odel and the displacement at the right end is controlled during the

imulation. The reaction force response as a function of displacement is
hown in Fig. 8 (a) where the strain hardening behavior is clearly seen. In
ddition, Fig. 8 (b) shows the stress-strain curve computed at the mid-
le of rod; the linear hardening behavior after yielding is accurately
escribed. 

Convergence with the PDM is well behaved when finding nonlinear
olutions. During the analysis, the number of iterations to reach con-
ergence during plastic stage computation never exceeded five. To in-
estigate stability of the iterative algorithm, the relative L 2 error norm
efined in Eq. (83) was computed after achieving convergence for each
ncremental step and was plotted in Fig. 9 (a)–(c). The magnitude of the
elative error is less than 1.0 ×10 − 10 at all time steps and the numeri-
al error exhibits relatively stable behavior for both elastic and plastic
egimes; yielding begins around 200, 400, and 800 steps for 61, 121,
nd 241 node models, respectively. As the number of nodes increases,
he absolute value of relative error does not decrease but shows quite
table decreasing trend. This shows the PDM with the double derivative
pproximation performs well in the analysis of one dimensional material
onlinear problem. 

.4. Two-dimensional inelastic beam under tensile load 

This section considers a fixed-free two-dimensional inelastic rod
odel which was solved in the previous section using one-dimensional
odel. Fig. 10 presents an illustrative description for the simulation.
aterial parameters applied in the simulation are the same as those
blems compared with one dimensional simulation case (a) reaction force and 
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Fig. 14. Node distribution for a cantilever beam problem. 

Fig. 15. Load-displacement curve for the cantilever beam under concentrated 

load (at the end of the beam). 

Fig. 16. Comparisons of deflection curves for the cantilever beam under con- 

centrated load problem (at the last loading step). 
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n one dimensional case; however, the Poisson’s ratio is assumed to be
ero to equalize the simulation condition with the one-dimensional case.
ig. 11 depicts the numerical model where 153( = 17 ×9) nodes are reg-
larly distributed. The analysis assumes a plane stress condition and
mploys the quadratic Taylor polynomial in constructing the double
erivative approximation. 

Fig. 12 (a) provides a comparison of the reaction force-displacement
urves for the one and two-dimensional cases. The reaction force was
alculated by summing up the nodal forces along the displacement
oundary. As seen in the figure, the results for both cases are in agree-
ent with each other. Fig. 12 (b) presents the stress-strain relation for

he node placed at the center of beam. The two-dimensional case agrees
retty well with the one-dimensional result. For most incremental steps,
he number of iterations needed to attain convergence during the plas-
ic stage computations approximately ranged from five to six; in all in-
remental steps, the iteration number did not exceed ten. The conver-
ence behavior remains stable without any abrupt increase in iteration
umber when passing from the elastic to plastic regions. The associated
omputational efficiency is mostly attributed to the adoption of the al-
orithmic tangent moduli as well as robustness of the double derivative
pproximation. It was proven that the double derivative approximation
rovides sufficient accuracy in derivative computation required in the
trong formulation for the material nonlinear problem. Therefore, the
DE, which includes the second order derivative function, can be suc-
essfully discretized by the first order derivative approximation without
nvolving any weak formulation which essentially requires the numeri-
al integration process. 

.5. Two dimensional beam under concentrated load 

A cantilever beam subjected to a concentrated load at the end is an-
lyzed. Fig. 13 shows a schematic of problem; the length of the beam is
 = 8 m , the height is h = 1 m and the concentrated load is P = 1 N . Mate-
ial parameters such as Young’s modulus of E = 1 ×10 5 N / m 

2 , Poisson’s
atio of 𝜈 = 0.25, yield stress of 𝜎y = 25 N / m 

2 are applied in the analysis.
he linear hardening elasto-plastic model is adopted with E E − P = 0.2 E .
ig. 14 provides the node arrangement using 105( = 21 ×5) nodes. The
imulation considers a quadratic Taylor polynomial and assumes a plane
tress condition. Peng et al. (2011) solved this problem by using a form
f element-free Galerkin method which was named as the complex vari-
ble element-free Galerkin method. 

Load-deflection curve is presented in Fig. 15 where the load and de-
ection are taken at the end of the beam. Fig. 16 presents deflection
urves which are evaluated along the center line at the last loading
tep. For comparison, the deflection curves obtained by the Element-
ree Galerkin method [2] and ANSYS are plotted together. All deflection
urves are in nearly identical to each other. 

.6. V-notched tension specimen 

A V-notched specimen under tension is analyzed using the devel-
ped PDM. Plane stress condition is assumed and a perfectly plastic ma-
erial law governs the material behavior. Material parameters used are
oung’s modulus of E = 1.96 ×10 5 N/mm 

2 , Poisson’s ratio of 𝜈 = 0.3 and
Fig. 17. Schematic drawings of cylinder with internal 

pressure problem (a) problem description and (b) one 

quarter numerical model. 
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Fig. 18. Numerical model with adaptive node arrangement for V-notched ten- 

sion specimen. 

Fig. 19. A comparison of load-deflection curves for the V-notched tension spec- 

imen problem where the shaded area denotes the range of peak loads observed 

by Yamada et al. [23] . 
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ield stress of 𝜎y = 294 N/mm 

2 . Fig. 17 (a) and (b) show a schematic
f the problem and a quarter model for numerical simulation, respec-
ively. Due to the symmetry in geometry and loading, only one quarter
the upper right quadrant) of the specimen is analyzed. The boundary
onditions are explanatorily depicted in the numerical model; P denotes
he load acting on half-width of the specimen. Fig. 18 presents the nu-
erical model where 588 nodes are adaptively distributed around the
otch. The reader is referred to Dai et al. [5] for which this problem
as analyzed by using a weak-form Radial Point Interpolation Method
ased on the deformation theory. 

The V-notch inherently induces a severe stress concentration deep in
he sharp angle; this phenomenon naturally provokes strain localization
eading to material yielding. Fig. 19 shows load-deflection curves for the
DM and FEM (ABAQUS) models. Nonlinear effects for the system are
bserved when load increment step reaches 48-th step (i.e., applied load
round 4900 N). At this load, the system exceeds the critical stress in the
eighborhood around the notch and begins a transition into the plastic
egime. As shown in Fig. 19 , the evolution from the elastic to plastic
egime for the system occurs at a higher rate in FEM (ABAQUS) model
s compared to the PDM model. This is attributed to differences in each
ethod where the PDM employs higher order interpolation functions

hat depend on neighboring points within the region of compact support
uch that the displacement field is smooth and continuous across the
ody. Overall, the results for both models agree well with the range
f critical loads presented by Yamada et al. [23] . In Fig. 20 , normal
tress distributions along the vertical minimum section(x = 0) are plotted
or four selected loading steps which are already depicted in Fig. 19 .
s the loading step advances, the normal stress distributions gradually
onverge to the yielding state corresponding to a yield stress of 294
/mm 

2 . It is observed that when the loading reaches P = 3027 N (at 17-
h step), iteration number begins to abruptly increase which is attributed
o yielding initiation near the notch root while most other part is still
n elastic state. At the 28-th loading step, the stress near the notch root
eaches the specific stress level driving the material to enter the plastic
tage. At the 52th loading step ( P = 7287 N ), the normal stresses of all
odes located along x = 0 reach the yield stress of 294 N 

∕m m 

2 so that the
entral elastic region disappears and the plastic region extends to the
Fig. 20. Normal stress distributions along x = 0 
for V-notched tension specimen problem. 
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Fig. 21. The PDM (a-d) and corresponding FEM (ABAQUS) (e-h) contour plots of von-Mises stress distributions for V-notched tension specimen (unit: N/mm 

2 ); 

(a)-(d) correspond to 15-th, 28-th, 43-rd, and 58-th load steps. 
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ntire minimum section of the specimen. Note that the closer a node is
n proximity to the notch root, the earlier the stress state approaches to
he yield state. In addition, Fig. 21 (a) − (d) depict contour plots for von-
ises stress at the selected loading steps. They clearly show that how

he plastic zone develops and extends from the region near the notch
oot to other remaining part of the specimen. When a collapse load is
ssumed to be the value at which the plastic region develops to the entire
inimum section of the specimen, it is determined to be P = 7287 N by

he numerical simulation; it agrees moderately well with P c = 7197 N
iven by Yamada et al. [23] . Also, the excellence in numerical stability
 a  

324 
s verified because even after the 52th loading step yielding the collapse
oad, the numerical procedure still gave the converged solution (See
igs. 19 –21 ); other numerical schemes like Dai et al. [5] often failed to
enerate the converged solution after reaching the collapse load. Thus,
he present solution still looks promising. 

.7. Perforated plate with circular hole 

A perforated plate with a circular hole under uniform tension is
nalyzed using a plastic material law under the assumption of plane
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Fig. 22. Perforated plate problem description and an illustrative quarter model 

(a) geometry (b) problem domain. 

Fig. 23. Numerical models for the perforated plate problem (a) 401 nodes 

model with regular distribution (b) 1486 nodes model with regular distribu- 

tion(c) 524 nodes model with irregular distribution. 
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Fig. 24. Vertical displacement on top surface according to applied pressure. 

Fig. 25. Normal stress( 𝜎22 ) distribution along y = 0 for perforated plate prob- 

lem. 
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tress condition. The work hardening material is considered with follow-
ng material parameters; Young’s modulus of 𝐸 = 7000 kgf ∕m m 

2 , plastic
odulus of 𝐾 = 217 kgf ∕m m 

2 , Poisson’s ratio of 𝜈 = 0.2 and yield stress
f 𝜎𝑦 = 24 . 3 kgf ∕m m 

2 . The problem configuration and upper right quad-
ant are shown in Fig. 22 (a) and (b), respectively. Boundary conditions
re defined considering the symmetry condition; the upper side of the
late is uniformly stretched while the horizontal component of the left
ide and the vertical component of the bottom side are constrained. Fig.
3 (a)–(c) present the numerical models; Fig. 23 (a) and (b) show that
01 and 1486 nodes are regularly and adaptively distributed around the
ole, respectively while Fig. 23 (c) depicts the 524 nodes model with an
rregular distribution. 

In Fig. 24 , the displacements at the middle point on the top surface
re plotted according to the applied pressure; the pressure-displacement
esponses obtained by the developed PDM based on 401, 1486 and 524
odes models agree well with that computed by the FEM (ABAQUS).
or comparison, the numerical result for elastic material is plotted to-
ether. It is seen that the pressure initially increases in accordance with
he trajectory of elastic material behavior and then decelerates after the
aterial begins to yield. Fig. 25 presents the computed stress profiles

 𝜎22 ) along the horizontal minimum section of plate (y = 0). For com-
arison, the stress distribution obtained by FEM(ABAQUS) is plotted
ogether; for a reference, the stress distribution computed considering
325 
lastic material property is also presented. It is observed that stress dis-
ributions obtained by the developed PDM and FEM are in quite good
greement. Regular and irregular models with 401, 1486 and 524 nodes
roduce almost identical stress distributions. However, slight discrep-
ncy in the stress profiles near the natural boundary occurs because
he PDM involves the first order derivative computation in the natural
oundary enforcement and only half of the influence domain is formed
n the boundary. So, the accuracy of traction boundary enforcement is
lightly inferior to that of the essential boundary node which employs
he zeroth order derivative approximation and that of the interior node
hich can construct a complete circular influence domain; the similar
henomenon occurs in the finite difference scheme and in fact, it can
e effectively improved by introducing various modified differencing
echniques [12] . In addition, Fig. 26 (a) presents a contour plot for von-
ises stress computed at the last loading step using the PDM; in Fig.

6 (b), the stress contour plot obtained by FEM is presented for com-
arison. It is noticed that the stress distributions obtained by the PDM
nd FEM seem to reasonably agree to each other and a shear band is
bout to develop along the diagonal direction from the right edge of
he hole. Furthermore, Fig. 26 (c) and (d) show that stress distributions
omputed by the model with regularly distributed 1486 nodes and irreg-
larly distributed 524 nodes. These results might demonstrate that the
DM seldom provokes the sensitivity problem of node density, even in
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Fig. 26. Contour plots of von-Mises stress distributions at the last loading step obtained by (a) 401 nodes PDM model with regular distribution and (b) FE 

model(ABAQUS) (c) 1486 nodes PDM model with regular distribution (d) 524 nodes PDM model with irregular distribution (unit: kgf/mm 

2 ). 
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ase of the irregular node distribution although this issue will be more
horoughly dealt with in the separated future works. 

. Conclusions 

In this study, a strong form meshfree method based on the Particle
ifference Method (PDM) was developed for material nonlinear prob-
326 
ems. Previously, the PDM has utilized the Navier’s equation which uni-
es kinematic unknowns into displacement. Although this approach is
ommon in other strong form meshfree schemes, it generated difficul-
ies in handling nonlinear material model. This study further devel-
ped the PDM to analyze the material nonlinear behavior in the field
f solid mechanics. The double derivative approximation was devised
o explicitly implement the inelastic constitutive equation within the
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ramework of strong formulation. It effectively negates the need for
 direct second order derivative approximation which is required for
olving Navier’s equation. As a result, the linear momentum equation,
hich is expressed by the divergence of stress tensor, can be directly
iscretized using the first order derivative approximation only. The di-
ergence of stress and the strain were then computed by applying the
ouble derivative approximation. The application of double derivative
pproximation enables the momentum equation to be discretized in con-
ection with the constitutive equation so that the conventional constitu-
ive models for nonlinear material can be readily implemented. Further-
ore, the nonlinear iterative procedure is based on the Newton method
hich utilizes the return mapping algorithm to compute and update

tresses and kinematic variables thereby improving the computational
fficiency of the iterative solution procedure using the algorithmic tan-
ent moduli. Although the developed PDM is a strong formulation, it
as no difficulty in utilizing the framework of conventional nonlinear
EM. 

The reproducing test was performed to verify the mathematical va-
idity of double derivative approximation. From the comparison with
he second order derivative approximation, the double derivative ap-
roximation was proved to show the accuracy superior or at least equiv-
lent to that of the second order derivative approximation which was
ften used with the Navier’s equation. In particular, when combined
ith the quadratic Taylor polynomial, it shows better performance than

he second order derivative approximation. The numerical procedure
roposed in this paper was benchmarked against various solid mechan-
cs problems involving perfect plastic and strain hardening material be-
avior; inelastic rods, inelastic beam subjected to tensile and vertical
oads, the V-notched specimen under tension, and the perforated plate
ith a circular hole under uniform tension. In each problem, kinematic
ariables such as displacement, strain and stress were checked if they
orrespond to the analytical inelastic behavior. It was shown that the
omputation results are in agreement with the closed-form solutions
r the results obtained by the FEM. Also, it was briefly verified that
he PDM seldom provokes the node density sensitivity problem even
ith the irregular node distribution. The fact that the iteration number

or finding the converged solution was less than five for one dimen-
ional case and less than ten for two dimensional cases demonstrates
fficiency of the nonlinear procedure. The compatibility between the
DM and the developed nonlinear procedure involving double deriva-
ive approximation was successfully demonstrated implementing the re-
urn mapping algorithm and algorithmic tangent moduli. Therefore, the
ew strong formulation has proven to solve material nonlinear problems
ccurately and efficiently and is readily expected to extend to the large
eformation problem involving both material and geometric nonlinear-
ties. 
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