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Abstract

A two-dimensional model for virus transport in physically and geochemically heterogeneous

subsurface porous media is presented. The model involves solution of the advection–dispersion

equation, which additionally considers virus inactivation in the solution, as well as virus removal at

the solid matrix surface due to attachment (deposition), release, and inactivation. Two surface

inactivation models for the fate of attached inactive viruses and their subsequent role on virus

attachment and release were considered. Geochemical heterogeneity, portrayed as patches of

positively charged metal oxyhydroxide coatings on collector grain surfaces, and physical

heterogeneity, portrayed as spatial variability of hydraulic conductivity, were incorporated in the

model. Both layered and randomly (log-normally) distributed physical and geochemical

heterogeneities were considered. The upstream weighted multiple cell balance method was employed

to numerically solve the governing equations of groundwater flow and virus transport. Model

predictions show that the presence of subsurface layered geochemical and physical heterogeneity

results in preferential flow paths and thus significantly affect virus mobility. Random distributions of

physical and geochemical heterogeneity have also notable influence on the virus transport behavior.

While the solution inactivation rate was found to significantly influence the virus transport behavior,

surface inactivation under realistic field conditions has probably a negligible influence on the overall

virus transport. It was further demonstrated that large virus release rates result in extended periods of

virus breakthrough over significant distances downstream from the injection sites. This behavior

suggests that simpler models that account for virus adsorption through a retardation factor may yield a
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misleading assessment of virus transport in ‘‘hydrogeologically sensitive’’ subsurface environments.

D 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Concern about pathogenic microbes in groundwater has led the US Environmental

Protection Agency (2000) to propose the Ground Water Rule, a measure aimed at

establishing criteria for the disinfection of drinking water supplies originating from

groundwater. Historically, groundwater has been assumed to be free of pathogenic viruses,

bacteria, and protozoa, but recent surveys indicate that a significant fraction of groundwater

supplies are a source of water-borne diseases (Abbaszadegan et al., 1999). Provisions of the

Ground Water Rule include assessments of the ‘‘hydrogeological sensitivity’’ of aquifers to

the transport of pathogenic microbes. If at least four orders of magnitude reduction in virus

concentration cannot be achieved between a potential virus source (e.g., septic tank, leaking

sewer line, or sewage infiltration beds) and a water supply well, the aquifer will be

considered hydrogeologically sensitive. For such aquifers, stringent source water monitor-

ing and disinfection requirements will be imposed.

The EPA designated viruses as the target microbe for the Ground Water Rule because

viruses are responsible for most outbreaks of water-borne disease (US Environmental

Protection Agency, 2000). Several sensitive aquifer settings are identified in the Ground

Water Rule—fractured rock, karst, gravel, and possibly sandy aquifers—based mainly on

the rate of groundwater flow through such aquifers. Reduction of virus concentration in

aquifer transport occurs by attachment of viruses to aquifer surfaces (so-called deposition)

and inactivation of viruses (Schijven and Hassanizadeh, 2000). By incorporating these

processes into groundwater transport models, predictions of virus removal in aquifers can be

made to aid in the classification of hydrogeologic sensitivity.

Virus attachment is dominated by electrostatic interactions between virus and aquifer

grain surfaces (Gerba, 1984; Bitton and Harvey, 1992). If virus and grain surface charges

are known, virus attachment behavior can be predicted, at least qualitatively, using classic

DLVO theory (Derjaguin and Landau, 1941; Verwey and Overbeek, 1948). Conditions that

reduce the electrostatic repulsion between viruses and grains, like low pH, presence of

divalent cations, and high ionic strength, favor attachment (Zerda et al., 1985; Penrod et al.,

1996). Because most viruses are negatively charged at typical groundwater pH, attachment

is also promoted by the presence of positively charged minerals on stationary solid matrix

(e.g., iron oxyhydroxides) (Murray and Parks, 1980; Taylor et al., 1981; Loveland et al.,

1996; Ryan et al., 1999).

Over the past 20 years, models of virus transport in saturated porous media have

portrayed attachment in different ways. Attachment was first modeled as equilibrium

sorption with a distribution coefficient (Kd) and retardation (Vilker and Burge, 1980; Yates

et al., 1987). VIRALT (Park et al., 1992), a virus transport model commissioned by the US

Environmental Protection Agency (EPA), used equilibrium sorption to account for virus
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attachment. VIRALTwas not successful in predicting virus transport in case studies (Yates,

1995). Much of the poor performance of VIRALTwas attributed to the sensitivity of model

predictions to the virus distribution coefficient, a poorly known parameter. In addition, more

detailed studies of virus transport showing unretarded breakthrough and slow, non-

equilibrium release persuaded researchers that virus attachment was not governed solely

by equilibrium sorption (Bales et al., 1991). To account for these aspects of virus transport

behavior, Bales et al. (1991) introduced a two-site virus attachment model incorporating

sites with reversible equilibrium sorption and sites with kinetically controlled attachment

and release. Equilibrium sorption was used to characterize the weak attachment of viruses,

which are probably deposited in shallow energy minima of the virus–solid surface

interaction energy profile. The kinetic attachment rate coefficient was related to the colloid

filtration parameters of collision efficiency and single collector efficiency (Yao et al., 1971;

Rajagopalan and Tien, 1976). The kinetic release rate coefficient was usually much smaller

than the attachment rate coefficient. This two-site approach was adopted in EPA’s second-

generation virus transport model, CANVAS (Park et al., 1993). Recent efforts have achieved

adequate characterization of virus transport with a single-site kinetic attachment and release

model (Dowd et al., 1998; Rehmann et al., 1999; Schijven et al., 1999).

Virus inactivation is affected by temperature, solution composition and pH, and attach-

ment (Yates et al., 1987), but only the effect of temperature on the inactivation of viruses in

solution was incorporated in the CANVAS model. Attachment appears to play an important

role in virus inactivation, but the effect of attachment on surface inactivation is not clear. In

the presence of disinfectants, attachment inhibits virus inactivation (Stagg et al., 1977; Liew

and Gerba, 1980); but without disinfectants present, attachment to mineral surfaces

generally accelerates inactivation (Murray and Parks, 1980). The extent of attachment-

accelerated inactivation depends on the strength of attachment of the virus to the mineral

surface and the virus type (Schijven and Hassanizadeh, 2000). Recent models of virus

transport have incorporated inactivation of attached viruses (Chrysikopoulos and Sim,

1996; Rehmann et al., 1999; Schijven et al., 1999), but the rate coefficient for inactivation of

attached viruses is a relatively unknown parameter.

Awidely ignored aspect of virus transport is the physical and geochemical heterogeneity

of aquifers. Most of the models discussed above deal solely with homogeneous porous

media; only Rehmann et al. (1999) has considered the effects of spatial variability of

hydraulic conductivity and virus transport parameters. The importance of geochemical

heterogeneity has been investigated in colloid transport (Johnson et al., 1996; Elimelech et

al., 2000; Ren et al., 2000), but not yet applied to virus transport modeling. Additionally, the

dynamics of colloid attachment have been extensively studied (Song and Elimelech, 1993,

1994; Johnson and Elimelech, 1995; Ko et al., 2000), but not yet applied to virus transport

modeling. Progressive deposition of colloids on grain surfaces alters the rate of attachment,

resulting in either inhibition (blocking) or enhancement (ripening) of further colloid

attachment (Kuhnen et al., 2000). A typical virus contamination source in groundwater is

expected to release viruses for a long time; therefore, the dynamics of virus attachment may

be important.

The present study is aimed at the development of a two-dimensional transport model for

predicting virus transport in heterogeneous subsurface porous media such as groundwater

aquifers. The model incorporates (1) geochemical (surface charge) heterogeneity of aquifer
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grains, (2) physical heterogeneity (pertaining to variations in hydraulic conductivity) of the

aquifer, (3) dynamic (transient) aspects of virus attachment and release, and (4) virus

inactivation in solution and on aquifer grain surfaces. Simulations of virus transport in a

model subsurface environment were performed using this approach to predict the influence

of various model parameters on the identification of hydrogeologically sensitive aquifers.

2. Governing equations for virus transport

In this section, we outline the mathematical model for two-dimensional virus transport in

a physically and geochemically heterogeneous porous medium. The modeling approach has

been described in considerable detail elsewhere (Sun et al., 2001) where it was developed to

address colloid transport. This section delineates some of the key features of the model and

certain modifications that address various additional mechanisms pertinent to virus trans-

port, specifically, modified models for virus attachment to and release from the collector

grains incorporating the effects of virus inactivation on the solid matrix surfaces, and

inactivation of the viruses in the solution.

2.1. Virus transport equation

Virus transport in porous media may be described by the advection–dispersion equation

along with appropriate terms considering virus attachment, release, and inactivation:

Dn
Dt

¼ j � ðD �jnÞ �j � ðVnÞ � Ra � kin: ð2:1Þ

Here, n is the virus number concentration in the dispersed (solution) phase, t is the time, D
�
is

the dispersion tensor, V is the interstitial fluid velocity, and ki is the inactivation rate

constant of viruses in the dispersed (solution) phase. The source/sink term Ra comprises rate

expressions governing virus attachment, release, and surface inactivation and will be

described in the next subsection.

The components of the hydrodynamic dispersion tensor, D
�
, for a two-dimensional

system are given by (Sun, 1995)

Dij ¼ aLVdij þ ðaL � aTÞ
V iV j

V
þ Dldij ð2:2Þ

where V
�

is the average interstitial velocity in the porous medium, V
�
i and V

�
j are the

components of the interstitial velocity along the two coordinate directions, aL and aT are
the longitudinal and transverse dispersivities, respectively, Dl is the virus diffusion

coefficient, and dij is the Kronecker delta.

The interstitial fluid velocity components are determined from the subsurface flow

equation and Darcy’s law (Sun, 1995). The transient flow equation for a fluid in a subsurface

porous medium is represented by (Bear, 1988)

Ss
Dh
Dt

¼ j � ðK �jhÞ � Q: ð2:3Þ
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Here, h is the hydraulic head, Ss is the specific storage,K
�
is the hydraulic conductivity, andQ

is a source/sink term describing pumping or recharge rates. Under natural gradient flow

conditions, the steady-state form of the above equation describes the spatial distribution of

the hydraulic heads, which are, in turn, used to determine the velocity field employing

Darcy’s law:

q ¼ �K �jh ð2:4Þ

where q is the Darcy velocity. The mean interstitial velocity, V, is the ratio of the Darcy

velocity to the porosity of the medium.

This generalized set of governing equations forms the basis of the virus transport model.

This study focuses on a two-dimensional transport in a saturated aquifer, which may contain

layered or random spatial variations of physical heterogeneity leading to spatial distribu-

tions of the hydraulic conductivity. Furthermore, our goal is to incorporate geochemical

heterogeneity of the subsurface porous medium (due to metal oxyhydroxide coatings of

matrix grains) that can lead to spatially distributed virus removal rates. The spatial variation

of the virus removal rates stems from the different rates of virus attachment, release, and

surface inactivation in the geochemically heterogeneous subsurface porous medium.

2.2. Rate of surface coverage

The mechanism for the removal of viruses from the solution phase due to attachment to

the stationary phase (collector grains) and the corresponding evolution of virus concen-

tration in the stationary phase may be expressed by

VS W
ka

kr
VA !

ki;s
VI: ð2:5Þ

In this kinetic relationship, VS denotes virus in the solution, VA represents virus in the

stationary solid matrix, and VI represents the inactive virus. The rate constants ka, kr, and

ki,s pertain to the rates of attachment, release, and surface inactivation, respectively.

On the basis of the above mechanism, the removal rate of viruses from the solution

phase (VS) due to deposition (attachment) and release can be written as

�Ra ¼ �f ½kaBðhÞn� krCA	: ð2:6Þ

In Eq. (2.6), f is the specific surface area of the collector media (i.e., available surface area

per unit volume) (Johnson and Elimelech, 1995), B(h) is the dynamic blocking function, h
is the fractional surface coverage, which is defined as the fraction of the available surface

area occupied by the attached viruses, and CA is the surface concentration of the attached

viruses (number per unit area). The corresponding rate expression for the surface

concentration of the attached viruses (VA) is

dCA

dt
¼ kaBðhÞn� krCA � ki;sCA ð2:7Þ

with the last term representing the rate of surface inactivation.
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Assuming the viruses to be spherical particles of radius ap, the surface concentrations can

be converted to the fractional surface coverage h. There are, however, two distinct ways in

which the fractional surface coverage may be calculated depending on the fate of the

inactive viruses. For convenience, we will denote these pathways as M1 and M2. First, the

inactivation of attached viruses may result in disintegration and release of the virus

components (protein capsid and nucleic acid) from the surface. The release of the virus

components does not affect the virus concentration in solution, but it does allow further

attachment of intact viruses at these attachment sites. This mechanism (M1) is motivated by

the research of Murray and Parks (1980), who used radiolabels incorporated in poliovirus

capsid and RNA to track the fate of these components following attachment. In this case, the

total surface coverage is solely attributed to the active (attached) viruses, and Eq. (2.7) can

be written as

dh
dt

¼ pa2pkaBðhÞn� krh � ki;sh: ð2:8Þ

For the second mechanism (M2), inactivated viruses remain attached to the surface,

block further attachment of viruses, and reduce the release of viruses. This mechanism is

motivated by field research on the transport of radiolabeled bacteriophage PRD1 in a

geochemically heterogeneous aquifer on Cape Cod (Pieper, 1995). Similar mechanisms of

surface inactivation in batch systems were proposed by Grant et al. (1993). In this case, the

rate of surface coverage may be represented as

dh
dt

¼ pa2pkaBðhÞn� kr½1� UðtÞ	h: ð2:9Þ

The term U(t) in Eq. (2.9) represents the fraction of attached viruses that have undergone

surface inactivation.

The dynamic blocking function in the above equations can be expressed in terms of the

random sequential adsorption (RSA) model (Ko et al., 2000)

BðhÞ ¼ 1� a1h þ a2h
2 þ a3h

3 þ : : : ð2:10Þ

with appropriate values of the virial coefficients ai (Ko et al., 2000). It should be noted that

the more common Langmuirian adsorption model (Kuhnen et al., 2000) can also be

employed to account for the blocking behavior, in which case, Eq. (2.10) is truncated after

the first-order term.

Finally, Eq. (2.6) may be recast in terms of the fractional surface coverage as

�Ra ¼ � f

pa2p

h
pa2pkaBðhÞn� krh

i
ð2:11aÞ

or

�Ra ¼ � f

pa2p

n
pa2pkaBðhÞn� kr

�
1� UðtÞ

�
h
o

ð2:11bÞ

for inactivation models M1 and M2, respectively, depending on whether the inactive

viruses disintegrate or remain attached to the surface. Note that Eqs. (2.11a) or (2.11b) will
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appear in the virus transport equation (Eq. (2.1)), while the time evolution of the surface

coverage needs to be determined from either Eq. (2.8) or Eq. (2.9).

2.3. Physical and geochemical heterogeneity

Physical heterogeneity of a porous medium is primarily an outcome of structured or

random distributions of hydraulic conductivity throughout the aquifer. In this study, we

consider two types of physical heterogeneity: layered heterogeneity and random hetero-

geneity. In a layered, physically heterogeneous porous medium, the medium is made up of

several homogeneous layers. While each layer in such porous media is homogeneous (i.e.,

with constant hydraulic conductivity), the entire system is heterogeneous. Porous media

with fractures (Ibaraki and Sudicky, 1995a,b), large blocks of macropores, or various

sedimentary deposits may be described as layered heterogeneous. Random heterogeneity

involves continuous spatial distribution of hydraulic conductivity in the aquifer. A log-

normal distribution of hydraulic conductivity is generally used in contaminant hydrology

(e.g., Dagan, 1989; Gelhar and Axness, 1983; Rubin, 1990), and in this study, we use this

distribution to model random physical heterogeneity.

A patchwise surface charge model (Song and Elimelech, 1993; Song et al., 1994;

Johnson et al., 1996) is used to describe the geochemical heterogeneity of aquifer grains.

Johnson et al. (1996) showed that this model is adequate to describe the heterogeneity

resulting from ferric oxyhydroxide patches on grain surfaces, a typical form of surface

charge heterogeneity that has a significant effect on the transport of microbes (Scholl and

Harvey, 1992; Knapp et al., 1998; Ryan et al., 1999; Schijven et al., 2000). With this model,

the surface coverage h is represented as a linear combination of the fractional coverage

pertaining to favorable patches and unfavorable surfaces, i.e., (Johnson et al., 1996)

h ¼ khf þ ð1� kÞhu ð2:12Þ

where k is the heterogeneity parameter describing the fraction of aquifer grains coated with

favorable attachment patches, and hf and hu are the favorable and unfavorable aquifer solid
matrix surface fractions, respectively. For viruses, most of which are negatively charged at

typical groundwater pH (6–8), favorable attachment sites are positively charged (e.g., iron

and aluminum oxides, edges of clay minerals). In the iron oxyhydroxide-coated sand aquifer

on Cape Cod,Massachusetts, k is about 3–4% (Ryan et al., 1999). The spatial distribution of

the heterogeneity parameter k in the aquifer bed can either be layered or random as in the

case of physical heterogeneity.

Using the patchwise model, the rate expression for surface coverage by retained viruses

is given by (Johnson et al., 1996)

Dh
Dt

¼ k
Dhf
Dt

þ ð1� kÞ Dhu
Dt

ð2:13Þ

The dynamics of deposition on the favorable fraction of the aquifer grains can now be

written explicitly for the two modes of surface inactivation M1 or M2 as

Dhf
Dt

¼ pa2pka;fnBðhf Þ � kr;fhf � ki;s;fhf ð2:14aÞ
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or

Dhf
Dt

¼ pa2pka;fnBðhf Þ � kr;f ½1� Uf ðtÞ	hf ð2:14bÞ

respectively. Similarly, for the unfavorable fraction of the aquifer grains, the corresponding

rate expressions will be

Dhu
Dt

¼ pa2pka;unBðhuÞ � kr;uhu � ki;s;uhu ð2:15aÞ

or

Dhu
Dt

¼ pa2pka;unBðhuÞ � kr;u½1� UuðtÞ	hu ð2:15bÞ

where the subscripts f and u refer to the favorable and unfavorable surfaces, respectively.

Because colloid and virus attachment to favorable (oppositely charged) patches (e.g., ferric

oxyhydroxide coatings) is in a deep primary minimum of the interaction energy profile

(Johnson et al., 1996; Loveland et al., 1996), spontaneous release from favorable patches

can be neglected, barring changes in solution chemistry.

Fig. 1. Schematic representation of (a) the two-dimensional computational domain, and (b) the finite element mesh

used to discretize the domain. The flow is along the horizontal (x) direction. In all the simulations, the virus particles

are injected along the left boundary (C1). Wells can be located at any position in the domain (two shown).
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3. Model system and numerical methods

The coupled groundwater flow and virus transport equations were solved numerically

for both transient and steady state flow fields using the multiple cell balance (MCB) method

(Sun et al., 2001; Sun, 1995). In this section, we briefly describe the model system used in

the simulations, including the domain geometry, various initial and boundary conditions,

model parameters, and the numerical technique used for the solution of the governing

transport equations.

3.1. Initial and boundary conditions

We consider a 3-m long and 1-m deep rectangular domain (X(x,z), where 0V xV 3, and

0V zV 1) for the simulations (Fig. 1). The four-line boundaries of the rectangular computa-

tional domain are also depicted in the figure (C1 on which x= 0, C2 on which z = 0, C3 on

which z = 1, and C4 on which x = 3). The initial and boundary conditions for the flow

equation at these boundaries are specified as follows:

hðxÞ ¼ h0 at t ¼ 0; ð3:1aÞ

hð0; z; tÞ ¼ h1 for t > 0; ð0; zÞaC1; ð3:1bÞ

Dhðx; z; tÞ
Dz

jz¼0 ¼ 0 for t > 0; ðx; 0ÞaC2; ð3:1cÞ

Dhðx; z; tÞ
Dz

jz¼1 ¼ 0 for t > 0; ðx; 1ÞaC3; ð3:1dÞ

hð3; z; tÞ ¼ h2 for t > 0; ð3; zÞaC4; ð3:1eÞ

where h1 and h2 are fixed values of hydraulic heads on the boundaries. The steady-state flow

field is generated by using the transient flow equation, Eq. (2.3), for sufficiently long time.

The initial and boundary conditions for the virus transport equation are specified

according to the methods of virus injection. Initially the porous medium has no virus

particles (i.e., zero concentration everywhere in the domain and zero surface coverage,

hf = hu = 0). At the four boundaries of the rectangular domain (C1, C2, C3, and C4), zero

dispersive flux boundary conditions are specified. At a given time t >0, the virus injection

is initiated at a fixed concentration and rate at specified locations in the domain. The

injection is modeled as a step function which can be switched on at time t= t0 and switched

off at time t= t1 where t1>t0. Depending on the magnitude of (t1� t0), the type of virus

injection can be classified as pulse injection (t1c t0) or continuous injection (t1Ht0). The

mode of injection can be characterized as point injection or line injection based on the

number and locations of injection wells. The injection is set as the boundary condition for

the virus concentration.
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3.2. Model parameters

Table 1 shows the baseline hydrologic and physico-chemical transport parameters used

in the computations. The ranges of these parameters, typically encountered in surficial

sandy aquifers (Sun et al., 2001), are also shown in the table. All the simulations were

performed using parameter values that lie within the specified ranges. Even when

performing the calculations in a randomly heterogeneous porous medium, the physical

and geochemical heterogeneity distributions were determined such that the specified

ranges of these heterogeneities were never exceeded.

The numerical code employs locally defined deposition rate constants, which are evalua-

ted on the basis of the local flowvelocities in the porousmedium.The deposition rate constant

was calculated assuming a Happel flow field (Happel, 1958) around the collector grains in

each finite element. The interstitial velocity V=(Vi
2 +Vj

2)1/2 in each element was used to

calculate the single collector efficiency employing the relationship (Elimelech et al., 1995)

g0 ¼ 4A1=3
s

Dl

2aceV

� �2=3

ð3:2Þ

where As is a constant obtained from Happel’s cell model (Happel, 1958), Dl is the particle

(virus) diffusivity, ac is the collector grain radius, and e is the bed porosity. The deposition rate
constant is then determined from the single collector efficiency using

ka ¼
ag0eV

4
ð3:3Þ

Table 1

Hydrologic and transport parameters used in the model simulations

Parameter Value Comments

Hydrologic

Head gradient, jh 0.01 10� 4–10� 1

Initial head, h0 20 m

Conductivity, K 100 m day� 1 1–1000

Storage, Ss 0.0001

Dispersivity (longitudinal), aL 0.05 m 0.01–0.07

Dispersivity (transverse), aT 0.005 m aL/aTf 5–20

Porosity, e 0.4 0.3–0.5

Transport

Collector diameter, dc 3.0� 10� 4 m

Virus diameter, dp 6.0� 10� 8 m Generally 20–200 nm

Specific surface area, f 3.0� 104 m� 1 Using 6(1� e)/(edc)
Inlet virus concentration, n0 1.0� 1011 m� 3 108–1014

Favorable surface fraction, k 0.01 (1%) 0–0.1

Collision efficiencies/rate constants

Deposition (favorable), af 1.0

Deposition (unfavorable), au 0.005 0.001–0.01

Release (favorable), kr,f 0 No detachment from favorable fraction

Release (unfavorable), kr,u 1.0� 10� 4 day� 1 1.0� 10 � 5–5.0� 10� 1 day� 1

Inactivation (solution), ki 1.4 day� 1 0.29–2.2 day� 1
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where the term a, usually referred to as the collision (attachment) efficiency (Elimelech et al.,

1995), accounts for the influence of solution chemistry and the chemical nature of the surfaces

on virus deposition. The above formulation directly incorporates the influence of the flow

field on virus deposition rates, assuming that the deposition of small viruses is not affected by

interception or gravity. The model, however, requires independent information about the

collision efficiency, which has been chosen as au = 10
� 3� 10� 2 for the unfavorable surface

fraction and af = 1 for the favorable surface fraction. It should be noted that the deposition rate
constant in Eq. (3.3), and throughout this study, has units ofmday � 1. Inmost studies on virus

transport, the deposition rate constant is generally represented in units of day � 1 (Rehmann et

al., 1999; Schijven et al., 1999; Schijven andHassanizadeh, 2000). The ka in the presentwork,

when multiplied by the specific area of the collectors f, will be identical to the deposition rate

constants used in such studies.

Literature data show that solution phase (bulk) inactivation rate constants of viruses

range between 0.01 and 2 day � 1 (Tim and Mostaghimi, 1991; Yates, 1995; Schijven and

Hassanizadeh, 2000). The solution-phase virus inactivation rate constant was set at ki = 1.4

day � 1, a value determined for a temperature of 15 jC using the inactivation rate constant-

temperature regression determined for coliphage MS2 by Yates et al. (1985). For surface

inactivation, rate coefficients of ki,s,f = 12 day
� 1 and ki,s,u = 0 day

� 1 were chosen based on

bacteriophage PRD1 inactivation rates in the presence of ferric oxyhydroxide-coated sands

from the Cape Cod, Massachusetts, field site (Navigato, 1999) and poliovirus inactivation

rates on silica surfaces (Murray and Labland, 1979). The virus release rate constants are

assumed to be representative of viruses and colloidal particles of similar size (e.g., Rehmann

et al., 1999; Sun et al., 2001). Furthermore, assuming that viruses will be captured

irreversibly on the favorable surface sites, the corresponding release rate coefficient was

always set to zero. Consequently, virus release only from unfavorable surface sites was

considered in this study.

3.3. Numerical solution of the governing equations

The coupled groundwater flow and virus transport equations, involving all the

mechanisms of virus deposition, release, inactivation, as well as physical and chemical

heterogeneities of the porous medium, cannot be solved analytically. These equations were

solved numerically using the multiple cell balance (MCB) technique, an adaptation of the

finite element method (Sun et al., 2001; Sun, 1995; Sun and Yeh, 1983). The numerical

solution was performed using a mesh of linear triangular elements. The primary feature of

the computational technique is to ensure that the integral form of Eq. (2.1) or Eq. (2.3) is

satisfied for each element as well as over an exclusive subdomain surrounding each node

(Sun, 1995). After considering the initial and boundary conditions, we obtain a set of

governing ordinary differential equations (ODE) at each node for the time evolution of the

hydraulic head or the virus concentration. Solution of the coupled set of ODEs provides

the hydraulic head distribution, virus concentration distribution, and the fractional surface

coverage over the computational domain.

The system of ODEs was solved numerically using the backward Euler method. Because

the transport equation and the surface coverage rate equation are coupled, an iterative

scheme was employed to solve these simultaneously. First, the unknown virus bulk con-
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centration was calculated on the basis of the surface coverage at the old time level. Then the

new surface coverage rate was obtained according to the calculated virus concentration. The

surface coverage can be calculated from the surface coverage rate by applying a first-order

finite difference scheme

hnewi ¼ holdi þ Dhi
Dt

Dt ð3:4Þ

where i represents the subscripts f or u corresponding to the favorable and unfavorable

surface fractions, respectively, and Dt is the time step. The surface coverage rate is

determined from Eqs. (2.9)–(2.11b). The virus concentration and the fractional surface

coverage at each node were iteratively updated until a convergence criterion for each of these

was satisfied at every node of the domain.

The computations were mostly performed using a finite element mesh comprising 2480

linear triangular elements and 1323 nodes (Fig. 1b). The optimal mesh resolution was

determined by starting from a smaller number of nodes and doubling the number of nodes

until the concentration profiles from two consecutive meshes were found to be within a few

percent (1–6%). To obtain an accurate numerical solution, both numerical dispersion and

oscillations were controlled simultaneously in the numerical code. The local mesh Peclet

number DxV/D, where Dx is the step size along the flow direction, was set to less than 1 to

control numerical dispersion. When the fluid velocity was too high, the upstream weighting

scheme was included in the MCB code through a weighting parameter to minimize

oscillation errors. The Courant number, defined as VDt/Dx, was also set to less than 1 so

that the average displacement of fluid was less than the length of one grid space over each

time step.

4. Results and discussion

Results obtained from the solution of the virus transport equations comprise the time

evolution of the virus concentration profiles, virus breakthrough information at any

location in the model aquifer, and the time evolution of the fractional surface coverage

of attached viruses at every location in the domain. In the following, we present some of

the simulation results that highlight the capabilities of the model and provide some insight

regarding the virus transport mechanisms in various types of aquifer beds.

4.1. Virus concentration profiles in layered heterogeneous porous media

Virus concentration profiles were obtained for a continuous line injection along the

boundary C1 into the rectangular model aquifer (Fig. 1). The injection was started at t = 0.01

day. In all cases, the virus number concentration in the injected sample was 1�1011 m� 3.

The subsequent virus concentration profiles at the end of the fifth day in the aquifer are

shown in Fig. 2. The aquifer bed has been ascribed different physical and chemical

heterogeneity to observe the effects of these heterogeneities on the transport behavior.

Fig. 2a shows the virus concentration profiles in a homogeneous porous medium with

uniform physical heterogeneity (hydraulic conductivity) and a uniformly distributed geo-
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chemical heterogeneity field that is completely unfavorable (i.e., k = 0). The subsequent

profiles (Fig. 2b–e) are obtained for different combinations of horizontally layered

heterogeneity in the medium. Figs. 2b and 2c represent the concentration profiles in an

Fig. 2. Virus concentration profiles at t = 5 days for a continuous line injection at the left boundary for different

combinations of layered physical (K) and geochemical (k) heterogeneity. The injection was initiated at 0.01 day.

(a) Hydrogeologically uniform aquifer with K = 100 m day� 1 and k= 0. (b) Uniform hydraulic conductivity with

K= 100 m day� 1 but in presence of two horizontal layers of geochemical heterogeneity, with k= 0.01 in the

upper half and k= 0 in the lower half of the domain. (c) Same hydraulic conductivity field as (b), but with k= 0 in
the upper half and k= 0.1 in the lower half of the domain. (d) Layered hydraulic conductivity field as shown, but a

uniform geochemical heterogeneity field of k= 0.01. (e) Layered hydraulic conductivity field as shown but a

uniform geochemical heterogeneity field of k= 0. The other various parameters used in the simulations are shown

in Table 1. The contour labels indicate the scaled virus concentration n/n0.
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aquifer with two layers containing different extents of geochemical heterogeneities (the

hydraulic conductivity is uniform over the entire domain). Figs. 2d and 2e are obtained

for an aquifer comprising three horizontal layers of different hydraulic conductivity (the

geochemical heterogeneity is uniform over the entire domain). Layering of both geo-

chemical and physical heterogeneity can result in considerably different mobility of the

viruses in the aquifer beds. Such layered heterogeneities can result in preferential flow

paths, thus enhancing virus mobility is the subsurface porous medium.

Fig. 3 shows the combined influence of layered geochemical and physical heterogeneity

on virus movement in an aquifer. The aquifer shown here consists of three horizontal layers

with different combinations of physical and geochemical heterogeneity. The virus concen-

tration profile shown in Fig. 3a was obtained using a hydraulic conductivity of 50 m day � 1

in the central layer and 200 m day � 1 in the two adjacent layers, while the geochemical

heterogeneities were assigned to be 1% in the central layer and 0% in the two peripheral

layers. In Fig. 3b, the concentration profiles are shownwith the same distribution of physical

heterogeneity, but the geochemical heterogeneities were redistributed by assigning k = 0 in

the central layer, and k = 0.01 (1%) in the peripheral layers. All other conditions were kept

constant in the two simulations. The combination of physical and geochemical hetero-

Fig. 3. Relative importance of combined layered physical and geochemical heterogeneity on the movement of

viruses in the model aquifer. The virus concentration profile is shown at t = 5 days for a domain containing three

horizontal layers with different hydrogeological properties. These concentration maps were obtained using the

same type of injection employed in Fig. 2 (i.e., continuous line injection at the left boundary). In (a), the middle

layer of the domain has K = 50 m day� 1 while the two outer layers have K = 200 m day� 1; the heterogeneity

parameter in the middle layer is k= 0.01, while in the two outer layers, k= 0. In (b), the hydraulic conductivities

of the three layers are same as in (a), but k= 0 in the middle layer while k= 0.01 in the two outer layers. The other
various parameters used in the simulations are shown in Table 1. The contour labels indicate the scaled virus

concentration n/n0.
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geneity can result in a significant shift in the movement patterns of the viruses in

groundwater aquifers. The results also demonstrate that layered geochemical heterogeneity

can significantly alter the preferential transport of viruses caused by layered physical

heterogeneity. Hence, consideration of physical or geochemical heterogeneity alone in virus

transport models may result in erroneous results.

4.2. Transport in randomly heterogeneous porous media

Although layered heterogeneity models can capture spatial variations of the hydro-

geological properties of an aquifer in terms of an effective (mean) property value over a

layer, there can be more fine-grained heterogeneity in a natural aquifer that may be

distributed randomly within a layer. Such random distribution of hydrogeological proper-

ties may be considered in terms of appropriate statistical models. In this study, the hydraulic

conductivity (K) and the fraction of favorable surfaces (k) were modeled using log-normal

distributions. With known mean and variance of the distributions, the entire spatial

distribution of these parameters in the aquifer can be constructed employing a turning

band method (Mantoglou and Wilson, 1982; Tompson et al., 1989; Sun et al., 2001). The

covariance function of the distribution is described by an isotropic exponential function of

the form (Sun et al., 2001)

CY ðrÞ ¼ r2
Y exp � ArYA

lY

� �
ð4:1Þ

where Y is the log-normally distributed physical (K) or geochemical (k) field, rY is the planar
distance vector between two positions in the domain, rY

2 is the variance of the distribution

(Y ), and lY is the characteristic correlation length of the distribution. Using statistical

properties of the spatial distribution, the random fields for the hydraulic conductivity and

the geochemical heterogeneity parameter can be generated.

In Fig. 4, we show the influence of a randomly distributed hydraulic conductivity field

on virus transport. The simulations were performed for a geochemically uniform aquifer

comprising completely unfavorable collector grains but with a randomly distributed

hydraulic conductivity with a mean value of 100 m day � 1. We note here that unlike

the previous calculations, the present simulations were performed using the unsteady flow

equations, since in presence of randomly distributed hydraulic conductivity fields, a steady

state head distribution takes a considerably long time to develop. Under such conditions,

variations of the hydraulic conductivity would lead to local variations of the velocity field

in the aquifer. According to Eqs. (3.2) and (3.3), such variable velocity fields will result in

local variations of the deposition rate constant (ka is proportional to K1/3 (Sun et al.,

2001)). In Fig. 4, the random K fields, the corresponding head distributions, and the

concentration distributions after 5 days are shown for different values of variance (r2
y ) in

the log-normal distributions of K. Figs. 4a–d were obtained corresponding to a mean

hydraulic conductivity of 100 m day � 1 and a correlation distance of 0.5 m (Sun et al.,

2001), but for increasing values of the variance; that is, r2
y = 0.0024 in (a), 0.024 in (b),

0.24 in (c) and 0.74 in (d). It is noted that presence of hydraulic conductivity distribution

enhances virus transport (Figs. 4c and 4d). When the hydraulic conductivity field is
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Fig. 4. Influence of randomly distributed physical heterogeneity on virus transport. The simulations were performed for a continuous line injection at the left boundary of a

domain containing a geochemically homogeneous (k= 0) porous bed. The three maps in each row represent the hydraulic conductivity field, the hydraulic head, and the

virus concentration distribution (n/n0) after 5 days, respectively. In all cases, the hydraulic conductivity field was generated using a mean value of K= 100 m day� 1 and a

correlation length of 0.5 m. The variances of the distributions were (a) = 0.0024, (b) = 0.024, (c) = 0.24, and (d) = 0.74. The darker shades in the hydraulic conductivity

realization maps (left column) represent domains of high hydraulic conductivity. The other various parameters used in the simulations are shown in Table 1.
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changed by increasing the variance to 0.74 (Fig. 4d), we note a marked alteration in the

virus concentration distribution. The larger variance in the distribution leads to patches

where the conductivity becomes very large (darkest regions in Fig. 4d correspond to

K>500 m day � 1). We thus note that a randomly heterogeneous hydraulic conductivity

field can result in drastic changes in the virus movement, providing preferential pathways

for advective and dispersive transport.

An important outcome of large variances in the hydraulic conductivity becomes apparent

from the hydraulic head distributions in Figs. 4c and 4d (in the two instances with the largest

variances). Here, we note that the transient hydraulic heads become slightly higher at about

1 m downstream from the left boundary. In other words, there appears to be a natural flow

barrier developing in this region that prevents the flow of viruses past the 1-m plane. This

behavior stems from the presence of extremely low hydraulic conductivity patches just

upstream of the 1-m plane. Such regions behave as a natural barrier to the transport of

viruses and, as a consequence, the overall virus migration is restricted to about 1-m

downstream from the injection plane.

The influence of a randomly distributed geochemical heterogeneity field on the virus

transport behavior is shown in Fig. 5. In this case, the simulations were performed assuming

a constant hydraulic conductivity (100 m day � 1) of the medium, while the geochemical

heterogeneity parameter was assumed to be distributed log-normally with a known mean

value and variance. Figs. 5a and 5b depict two randomly distributed geochemical fieldswith a

mean favorable attachment surface fraction of 1% (i.e., k = 0.01) and a correlation distance

of 0.5 m, but with two values of the variance, namely, 0.024 and 0.24. The virus

concentration fields under steady flow conditions after five days corresponding to these

geochemical heterogeneity distributions are shown in Fig. 5c and 5d, respectively. It is

evident that the virus concentration fronts move more slowly when the variance in the

heterogeneity distribution becomes larger. We also note that the concentration profiles are

highly non-uniform and there is significantly slower virus movement in isolated regions

where the favorable surface fractions are present in higher density. Therefore, it might be

concluded that presence of random geochemical heterogeneity results in significant ‘‘local’’

alterations in the virus transport behavior. Furthermore, the mean value of the geochemical

heterogeneity is important in governing the overall extent of virus infiltration. In light of the

fact that log-normal distributions tend to be skewed to yield large k values, the arithmetic

mean geochemical heterogeneity becomes larger when the variance of the log-normal

distribution increases. Therefore, the influence of geochemical heterogeneity on virus

transport is not only significant locally, but also quite important on the global virus move-

ment behavior in the aquifer.

4.3. Virus breakthrough behavior

Although virus breakthrough behavior can be influenced by all the physical and chemical

parameters shown in Table 1, it is of particular interest to explore the extent to which

attachment, release, and inactivation terms affect virus transport. In this section, we present

simulation results that depict the importance of these terms in governing the virus break-

through behavior. In the following, all simulations were performed for a constant (uniform)

physical and geochemical heterogeneity fields, unless otherwise mentioned.
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4.3.1. Influence of geochemical heterogeneity

The geochemical heterogeneity parameter governs the distribution of favorable and

unfavorable patches available for virus deposition. Virus breakthrough behavior at an

observation well located 0.5-m downstream from a line injection at the boundary of the

aquifer (Fig. 1) is shown in Fig. 6 for different geochemical heterogeneity parameter values.

The breakthrough data were obtained for a pulse injection that was initiated at t = 0.01 day

and terminated after 1 day. It is noted that increasing the fraction of favorable patches

Fig. 5. Influence of randomly distributed geochemical heterogeneity on virus transport. Simulations were

performed in a homogeneous hydraulic conductivity field with K = 100 m day� 1 employing a continuous line

injection at the left boundary. (a) and (b) show two realizations of the random geochemical heterogeneity field

with a mean value of k= 0.01 and two different variances, namely, 0.024 and 0.24, respectively. The

corresponding virus concentration profiles (n/n0) after 5 days are shown in (c) and (d), respectively. The other

various parameters used in the simulations are shown in Table 1.
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attenuates the virus breakthrough considerably. For a 10% favorable attachment surface

fraction (k = 0.1) in the aquifer, the virus concentrations at the observation well was found

to be almost three orders of magnitude smaller than the inlet concentration at all observation

times.

4.3.2. Influence of inactivation in solution

The solution-phase inactivation term in the virus transport model results in a decrease in

the concentration of the viruses in solution. Fig. 7 shows the influence of the solution

inactivation rate constant on the virus breakthrough. It is evident that variations of the

inactivation rate constant are not important as long as kiV 1.0 day � 1. However, larger

values of ki tend to significantly reduce the peaks of the virus breakthrough profiles as well

as the long-term residual virus concentrations at the observation well.

4.3.3. Influence of virus release

Because virus attachment to the oppositely charged favorable surface fraction is in a deep

primary minimum (Loveland et al., 1996), the favorable surface release rate coefficient was

Fig. 6. Virus breakthrough behavior at the observation well located at (0.5, 0.5) corresponding to different mean

geochemical heterogeneity (k) values. The results were obtained for uniform physical and geochemical

heterogeneity fields with K= 100 m day� 1, and the values of k as indicated. The collision efficiencies (a) for the
favorable and unfavorable surface fractions are 1 and 0.005, respectively. Release was considered only from the

unfavorable surface fractions, with the release rate coefficient being 10� 4 day� 1. The results were obtained for a

pulse line injection at the left boundary of the domain. The injection started at 0.01 day and was stopped at 1 day.

The other various parameters used in the simulations are shown in Table 1.
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set to zero. All release occurs from the viruses attached to the unfavorable attachment

surfaces. Fig. 8 depicts the influence of the virus release rate constant on the breakthrough

behavior at an observation well located 0.5-m downstream from the injection line. Although

virus release does not influence the primary peak of the breakthrough curves, the long-term

breakthrough behavior registers the influence of the release rate constant. When the release

rate constant becomes large, we observe a sustained residual virus concentration (tailing) at

the well over a long time period.

4.3.4. Influence of surface inactivation

In Section 2.2, two possible scenarios (M1 and M2) were considered to model the fate of

the attached viruses once they undergo surface inactivation. According to mechanism M1,

the inactive viruses disintegrate and vacate the surface sites to allow for further attachment

of active viruses. In contrast, mechanism M2 suggests that the inactive viruses remain

attached to the surface, and consequently, inhibit the deposition rate of the active viruses.

For either mechanism, noting that the rate of surface inactivation solely depends on the

fractional surface coverage of active viruses at a given time, it is clearly discernable that this

term is negligible for low virus deposition rates. Accordingly, some preliminary simulations

were performed to determine under which conditions surface inactivation might become

Fig. 7. Influence of the solution phase virus inactivation rate constant, ki, on virus breakthrough behavior at an

observation well located at (0.5, 0.5). The simulations were performed for a hydrogeologically homogeneous

aquifer with K= 100 m day� 1 and k= 0.01 employing a pulse injection of viruses at the left boundary. The

injection started at 0.01 day and was stopped at 1 day. The other various parameters used in the simulations are

shown in Table 1.
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perceptible. First, it was noted that the virus concentration in the solution must remain at a

sustained high level over a long period of time to achieve sufficient surface coverage. Thus,

surface inactivation was found to be negligible in any simulations where the inlet virus

concentration was below 1013 m � 3. Furthermore, only simulations corresponding to a

continuous injection of viruses showed any appreciable surface inactivation. Finally,

deposition rate coefficients below 10� 4 m day � 1 failed to yield sufficient surface coverage

to trigger surface inactivation.

To distinguish between the two models of surface inactivation, some continuous

injection simulations were performed with a relatively high inlet virus concentration of

1�1014 m� 3. The simulations were performed for a hydrogeologically uniform aquifer

using various rate constants for surface inactivation and keeping the deposition rate

constant fixed at 1�10� 3 m day � 1. Virus release was neglected in these simulations

after noting that release rate constants smaller than the deposition rate constants did not

have any notable influence on the surface coverage. The deposition rate constant used in

these simulations are comparable to those for favorable attachment surfaces. Conse-

quently, the virus movement in the domain was considerably restricted resulting in very

little virus transport beyond 0.5-m downstream from the inlet.

Fig. 9 shows the evolution of the fractional surface coverage with time corresponding to

mechanisms M1 and M2 at an observation location 0.1-m downstream from the inlet. In

Fig. 8. Influence of virus release rate constant on the breakthrough behavior at an observation well located at (0.5,

0.5). The simulations were performed for a hydrogeologically homogeneous aquifer with K= 100 m day� 1 and

k= 0.01 employing a pulse injection of viruses at the left boundary. The injection started at 0.01 day and was

stopped at 1 day. The other various parameters used in the simulations are shown in Table 1.
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these simulations, the surface inactivation rate constant was varied over five orders of

magnitude as shown in the figure. The solid line represents the total surface coverage due

to active and inactive viruses as predicted by the model M2. This total coverage was

identical for all of the inactivation rate coefficients used in the simulations. The surface

coverage for M1 (which represents the coverage due to the active viruses) varies with the

inactivation rate coefficient. For large inactivation rate constants, the coverage is

negligible, but as the inactivation rate constant becomes smaller, the surface coverage

increases, attaining values similar to M2 in the limit ki,s < ka. For intermediate values of ki,s,

model M1 predicts a plateau in the surface coverage profile indicating a stationary surface

concentration after a few days, while for M2 the surface coverage increases continuously

with time. The surface coverages are relatively small in either case, suggesting that the

blocking effects are not very important in these regimes of deposition. The increase in

surface coverage is more rapid as well as the plateau values of h are higher for shorter

downstream distances from the inlet. This is due to the higher solution phase concentration

of viruses near the inlet, which results in greater deposition.

The solution phase virus concentration profiles (or breakthrough curves) corresponding

to the two inactivation models are shown in Fig. 10 at two distances from the inlet. These

indicate that the mechanism of surface inactivation has very little influence on the solution

Fig. 9. Time dependence of the fractional surface coverage according to the models M1 and M2 for surface

inactivation of viruses. These simulations were performed for continuous line injection of viruses at a high

concentration of 108 cm� 3. The numbers corresponding to the lines represent different surface inactivation rate

constants. These profiles were obtained at a location 0.1-m downstream from the left (injection) boundary of the

domain. The other various parameters used in the simulations are shown in Table 1.

S. Bhattacharjee et al. / Journal of Contaminant Hydrology 57 (2002) 161–187182



phase virus concentration profiles. The only notable feature is that for mechanism M1, the

concentration profile appears to reach a constant plateau value when the inactivation rate

constant is much larger than the deposition rate constant. For mechanism M2, however, we

observe a gradual increase in the solution phase concentration over the entire simulation

period. The difference between the two mechanisms becomes perceptible only after several

days of transport.

The actual process of surface inactivation probably involves a combination of both

mechanisms discussed above, although such a detailed modeling may not be necessary to

account for a marginal change in the virus concentration distribution in the solution phase.

Furthermore, under realistic conditions, virus infiltration may not be continuous over such

an extended period of time and the virus concentration at the inlet may be much smaller. In

such situations, the secondary mechanisms of surface inactivation will have negligible

influence on the overall virus transport.

5. Concluding remarks

The virus transport model presented in this paper is capable of predicting the movement

of viruses in a physically and geochemically heterogeneous porous medium. The geo-

Fig. 10. Comparison of virus breakthrough profiles obtained at two locations 0.1- and 0.25-m downstream from

the left boundary of the domain for the two surface inactivation models M1 and M2. The surface inactivation rate

coefficients in these simulations were 10 day� 1. The other various parameters used in the simulations are shown

in Table 1.
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chemical heterogeneity in the porous medium is accounted for by a patchwise heterogeneity

model. The presence of layered geochemical and physical heterogeneity can significantly

affect virus transport in an aquifer. Both layered and randomly distributed physical

heterogeneity (hydraulic conductivity) can result in considerable changes in virus move-

ment patterns. Log-normally distributed geochemical heterogeneity with larger variances

tends to increase the arithmetic mean value of the heterogeneity parameter, thereby

resulting in a slower virus transport. Local variations of the geochemical heterogeneity

parameter also cause preferential virus movement, albeit at a smaller length scale.

The model also provides a comprehensive insight into the various modes of virus

removal due to attachment (deposition), release, and solution phase and surface inactiva-

tion. The virus release and surface inactivation terms depend solely on the surface

concentration of the viruses, which in turn, is governed by the rate of virus deposition.

Such mechanisms are likely to be insignificant in absence of prolonged virus infiltration in

the aquifer at high concentrations. Large virus release rate constants may result in

sustained low concentrations in the solution over extended periods of time, resulting in

a long-term tail in the breakthrough behavior even after the injection is stopped. The two

mechanisms of surface inactivation presented in the study provide different extents of

surface coverage, and hence, may influence the virus transport differently, particularly in

regions very close to the injection sites. The difference between the two mechanisms,

however, is hardly noticeable unless the surface inactivation rate constant is very large.

Furthermore, the model simulations show that, under realistic field conditions, surface

inactivation has a negligible influence on the overall virus transport compared to

inactivation of viruses in solution.

To summarize, the above behaviors suggest that simpler models that account for virus

adsorption through a retardation factor may yield a misleading picture of virus transport. In

light of the potential hazards posed by only a few virus particles, it is important to

accurately track the movement of viruses by comprehensively accounting for every mode

of virus removal, release, and inactivation in a transport model. This model, coupled with

reliable estimates of the pertinent transport, deposition, inactivation, and release param-

eters, may lead to adequate prediction of the hydrogeological sensitivity of aquifers.
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