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Quasi-optical (QO) amplifiers combine the output powers of multiple low-power
amplifiers in free-space to achieve higher output RF power levels. The benefit of QO ampli-
fiers over corporate power combiners, which use guided waves, is that the power combining
efficiency is theoretically independent of the number of devices. Therefore, a large number
of devices can be combined efficiently.

In this thesis, several Ka-band (30 GHz) QO amplifier arrays for power combining
applications are designed, fabricated, and characterized. The design of the QO amplifier in-
cludes: MMIC choice; thermal considerations; antenna choice and design; array layout; DC
bias effects; mutual coupling effects; fabrication complexity; and total amplifier cost. Each
array fabricated at the University of Colorado takes approximately eight weeks to complete
and costs approximately three thousand dollars. Based on the variations in designs, a se-
ries of characterization measurements are completed which form the basis of fundamental
studies related to: the repeatability of QO amplifier performance; effect of feed configura-
tion; thermal properties of substrate; effect of device biasing; and sensitivity to fabrication
tolerances. Three different feed configurations (far-field, near-field hard horn, and Gaussian
beam) are studied. Of particular note, a near-field electro-optic (EO) probe station proved

to be valuable in the diagnosis of design and fabrication flaws.
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CHAPTER 1

INTRODUCTION TO KA-BAND QUASI-OPTICAL POWER COMBINING

1.1 Motivation

The principle motivation for using Ka-band (26.5-40 GHz) frequencies for both
military and commercial applications is due to the fact that the earth’s atmosphere does not

attenuate electromagnetic radiation (see Figure 1.1) significantly at Ka-band frequencies.

Ka-band systems also have the advantage of small antenna size as compared to microwave

10°

Attenuation (dB/km)

—— Sea level
——- 4km

10 :
10 100 300
Frequency (GHz)

Figure 1.1. The attenuation of electromagnetic radiation is measured as a function of fre-
quency [1]. At Ka-band (26.5-40 GHz), attenuation of electromagnetic radiation by the
earth’s atmosphere is relatively low.

systems. In most Ka-band transmitters, such as the ones used in missiles and satellites,



one to one-hundred watt power amplifiers are needed. In fact, the project presented in
this dissertation began as a collaboration with Lockheed Martin to find a small light-weight
watt-level Ka-band power source for missile guidance.

At microwave frequencies (below 30 GHz), individual solid-state devices have been
demonstrated with output power levels on the order of 10 W (see Figure 1.2), but as frequency

(f) increases, device loss increases which limits output power at Ka-band. The tube-based
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Figure 1.2. Average output power is plotted as a function of frequency for some millimeter-
wave sources [1]. The high-power vacuum based devices are shown as solid lines. The
lower-power solid state devices are shown as dashed lines.
devices (such as the Klystron and TWT) deliver high power, but are bulky, less tolerant
to failures, and more expensive than solid-state devices. For example, two commercially
available TWT amplifiers that achieve tens of watts at Ka-band, manufactured by Litton
and AR Research, cost $50,000 and $110,000, respectively. At Ka-band, the output power
of an individual solid-state device is proportional to 1/f?; consequently, to obtain Ka-band
watt-level power, the power from multiple solid-state devices needs to be combined efficiently.
The corporate power combiner shown schematically in Figure 1.3(a) is typically used

to combine the power of individual amplifiers using guided wave structures and Wilkinson



combiners. Each Wilkinson combines the power of two balanced input ports into a single
output port, but not perfectly. Each element of the corporate combiner has insertion loss
(L) which contributes to overall efficiency. Since there are N = 2* elements in k stages, the

total output power from the corporate power combiner including loss is
Poutput = RQkLk (11)

where P; is the power output from each individual amplifier. Using the definition of power

combining efficiency (PCE):

P,
PCE =7 = — 3™ (1.2)
Yim B
the PCE of a corporate combiner with k& stages is
n=LF (1.3)

Note that for guided wave structures L is proportional to v/f and increases as frequency
increases. The theoretical PCE is plotted as a function of the number of stages in Fig-
ure 1.3(b). For a small insertion loss per element (L = 0.5dB), the PCE decreases rapidly
to 70% with only three stages (eight amplifiers). Hence, a different power combining scheme
is needed in which the PCE does not decrease as the number of amplifiers increases.

In 1968, an alternative method to the corporate combiner was introduced which
combined the power of multiple solid-state devices in free space at 450 MHz [2]. In [2], an
array consisting of 100 dipole antennas (see Figure 1.4), each connected to the output of
a transistor capable of producing 1W with 7dB gain, radiated 100 W with a net gain of
4.75dB; as a result, an alternative power combining scheme with high PCE was created.
Since 1968, several researchers have demonstrated Ka-band quasi-optical amplifier arrays:
in [3], the first successful watt-level millimeter-wave QO amplifier array was presented; in
[4], monolithic microwave integrated circuit (MMIC) amplifiers were combined using patch
antennas with 4 W of output power and 16 dB of large-signal gain; in [5] and [6], monolithic

grid amplifiers, using HBTs and pHEMTs respectively, showed gain up to 60 GHz; and in
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[7], 1 W of power was obtained in an array mounted in a waveguide. In these recent research
efforts, the common motivation for quasi-optical amplifier power combining is to obtain watt
level power from solid-state amplifiers at millimeter-wave frequencies with high combining

efficiency.

1.2 Amplifier array theory

In the previous section, it was stated that quasi-optical power combiners can achieve
high power combining efficiencies, but the explanation as to why was not given. In this
section, a theoretical explanation is presented to further understand and confirm the benefits
of quasi-optical power combining.

1.2.1 Basic theory of transmit-receive antenna system  Figure 1.5 shows
the textbook equivalent circuit for the transmit-receive antenna system [8, 9]. The source
generator which supplies power to the transmitting antenna is specified by its Thévenin equiv-

alent circuit (V,; and Z,). The source generator supplies the current () to the transmitting
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Figure 1.5: A picture of a simple transmit-receive antenna system.

antenna which radiates power. The total time average power radiated by the transmitting

antenna is

2
P, =Re (—Zt|21t| ) (1.4)

where Z; is the radiation impedance of the transmitting antenna. A fraction of the radiated
power is coupled to the receiving antenna. The receiving antenna then acts as the generator
that delivers power to the load (Zp). Finally, the amount of time-averaged real power

delivered to the load Zj, connected to the receiving antenna is

2
PL =Re (%) (15)

The problem of calculating the power in the load is reduced to determining the current (1)
in the load.

The current in the load can be found by treating the receiving antenna as a generator
for the load. The Norton equivalent circuit of the antenna in receive mode is defined by the
short circuit current (Is.) and its radiation impedance (Z,). Therefore, the open circuit
voltage of the receiving antenna is

Ve = ZyIse (1.6)



and the current in the load is

VOC

I = —————
EE /A

(1.7)

The open circuit voltage depends on the properties of both the transmitting and
receiving antennas. If the two antennas are separated by a distance r, the open circuit
voltage is given by

N e—jkr
Voe = jnkItlt . lrm (18)

where the effective length for any antenna is given by

- 72

(6,9) = 77— E6.9) (1.9)

E(8,¢) is the radiated electric field vector in the far-field. The far-field is determined by
r > 2D? /X where D is the characteristic size of the antenna. For any given antenna, E(G, o)
in transmit mode is identical to E (0, ¢) in receive mode. The power Py, delivered to the load
in a wireless line-of-sight link is determined by the current in the transmitting antenna (I),
the frequency (f) of operation, the distance between antennas, and both the transmitting
and receiving antenna far-field radiation patterns.
1.2.2 Generalization of the transmit-receive antenna system Since
QO amplifier arrays have efficient power combining as their ultimate goal, it is important to
account for the different power loss mechanisms. The aim of this section is to use Eqn.(1.8)
and determine the induced currents at arbitrary elements in a quasi-optical array. Based on
the currents, an accounting of power inside the quasi-optical system can be tabulated. In the
case with multiple transmit-receive antenna pairs (as is the case in a quasi-optical amplifier),
the dot product in Eqn.(1.8) differs based on the arbitrary positions and orientations of the
antennas which make up the array. For completeness, the geometric problem of calculating
the dot product in Eqn.(1.8) is presented and solved in general terms in this section.
Two arbitrarily located and arbitrarily oriented transmitting and receiving antennas

are shown in Figure 1.6. The global coordinate system is in Cartesian coordinates and the
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Figure 1.6. Definition of variables used in the generalized transmit-receive antenna system.



global origin is labeled @. The location of the transmitting antenna is R, and the location
of the receiving antenna is R,. The orientation of the transmitting antenna is given by its

Euler angles (s, ft,v¢) in radians (see Figure 1.7) [10]. Similarly, («;, 8y, :) is given for the

z' z'
kE z"

X"

Figure 1.7. The definitions of the Euler angles. In this particular case, («,f3,v) =
(—7/6, =27 /5, —7 /7).

receiving antenna orientation. Far-field antenna radiation patterns are naturally described
by vectors in spherical coordinates which are functions of (6, ¢). The effective length vector

is naturally written in spherical coordinates as:

-

1(6,0) = 1.(8,8)p(8, ) +1s(6,)0(6, 6) + (6, $) (0, ) (1.10)

Care must be taken to correctly apply the dot product whenever vectors are described by
spherical coordinates since the orientation of the unit spherical vectors varies as a function of
(6, ¢). One approach is to calculate the effective lengths of both transmitting and receiving

antennas in global Cartesian coordinates and then calculate the dot product as

Li-L, = [LJ"[L,] (1.11)
Ly x

= [Lt,XLt,th,Z] Lty (112)
Ly

= LyxLix+LiyLiy +LizL:, (1.13)

“r” refers to the receiving antenna.

The subscript “t” refers to the transmitting antenna and
The convention of capitalizing quantities which refer to vectors described in the global coor-

dinate system O is adopted. Non-capitalized quantities refer to vectors in local coordinates.
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What is the effective length in global Cartesian coordinates of the transmitting
antenna located at (6, ¢,) in the receiving antenna’s local coordinate system? The vector
between the transmitting antenna and the receiving antenna in global coordinates is given
by

R, =R, — R, (1.14)

Since the local coordinate system of the transmitting antenna, is defined by the Euler rotation
angles, the position of the receiving antenna in the transmitting antenna’s local coordinate

system is found by an Euler coordinate rotation (U):

Xir
i = [Ulaw, B, )] | Vs, (1.15)
Ziy
where the Euler coordinate rotation matrix is
[U(a, 8,7)] = [U-(M]U(B)][U=(a)] (1.16)
and ) ]
cos(a) sin(a) 0
U.(a) = | —sin(a) cos(a) 0 (1.17)
0 0 1J
and

U,B)=| 0o 1 0 (1.18)

_sin(,B) 0 cos(B)

The location of the receiving antenna in the transmitting antenna’s local spherical coordinate
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system is given by (¢, 0;, ¢;) where !

Ttr =V Ftr ' Ftr (119)

Ztr

cosf, = - (1.20)
sinf, = x%”?ﬂi—;y% (1.21)
cos¢y = ﬁ (1.22)
singy = ﬁ (1.23)

The effective length (14, 4,9, lt,¢) of the transmitting antenna in its local spherical coordinate
system is calculated from the local position (74, 6, ¢:). The effective length is then converted

into local Cartesian coordinates by a matrix multiplication as follows

lt,2 li,r (B, d¢)
Ly | = [COLT (1,060, 60) (1.24)
I, lt,qb(et, bt)

where

sin(#) cos(¢) sin(f)sin(p)  cos(f)
[C(0,0)] = | cos(B) cos(p) cos(f) sin(¢) —sin(h) (1.25)

—sin(9) cos(o) 0

Finally, the effective length in the global Cartesian coordinates is found by an Euler coordi-

nate rotation:

L x It
Ly | = Ulas, Be, )] |1, (1.26)
Lz ls
Hence,
Lex U, (O, 9t
Ley | = U, Be,7)1[C O 0] |1, (6, 60) (1.27)
Ltz l,s (01, ¢1)

LAs a practical note, in most calculations of the radiation pattern @; and ¢; are rarely found outside
of the cos and sin functions. Therefore, it is usually unnecessary to waste time by calculating the inverse
trigonometric functions to determine numerical values for ¢ and ¢¢.
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The effective length in global Cartesian coordinates of the transmitting antenna at R, seen
by the receiving antenna at R, is the product of the Euler rotation matrix evaluated at
(o, Be, Vi), the [C]T matrix evaluated at (6, ¢¢), and the effective length I (in local spherical

coordinates) evaluated at (74,0, ¢¢). Similarly, the effective length of the receiving antenna

—

at R, is
Lr.x e (87, 61r)
Ly | = U(ar, B, vl [COr 0" |1,,6(0, 61) (1.28)
Lz Lro (Or, &r)

where [U] is evaluated at (o, 8,,7), [C]T is evaluated at (6,,¢,), and [, is evaluated at
(rvt,0r, ¢r). Note that the index “rt” of r,.; reflects the fact that ﬁrt = —]%tr is used to
calculate (ryt,60,, @) from Eqs.(1.19).

The generalized form of Eqn.(1.8) which is applicable to to both linear and circular

polarized waves is

e~ ik

Vie = jnkI, Ly - [, ——
.777 bt 471'th

(1.29)

where the effective lengths in global Cartesian coordinates are derived from the given effective

lengths in spherical coordinates. The pertinent dot product is written explicitly as

T
It (01, d¢) Iry(0r, or)
[U(ataﬁt:'Yt)][c(etaqbt)]T ltg (0, Pr) [U(araﬁr:'Yr)][c(eraqbr)]T Irg(0,, o)
ltd)(eta ¢t) lr¢(0r; QST‘)

(1.30)

1.2.3 Superposition - Power combining Figure 1.8 shows a typical QO

amplifier array including far-field feed and collecting horn employed in this thesis. The
equivalent circuit diagram for the quasi-optical amplifier system is given in Figure 1.9. The
far-field feed horn Zy; is connected to a Thévenin equivalent generator (V, and Z;). The
amplifier receiving antennas [Z,] act as generators which drive their respective loads. The

loads seen by the input antennas are represented by the [ABC D] matrices terminated by
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Figure 1.8. A schematic of a typical quasi-optical amplifier array system with far-field feed
and collect horns.

[Zto] (the output antenna impedances). The use of [ABC D] matrices allows any combination
of transmission lines, internal reactive discontinuities, and MMIC amplifiers to be inserted
between input and output antennas; as a result, their effects can be modeled. The time
averaged power in each of the output antennas [Z;,] is radiated power which is received
by the collect horn Z,,. Finally, the power delivered to the load from the generator Vj is
P = Re(%ZL|IL|2).

In mathematical terms, this problem can be explicitly solved. The location of the
feed horn is ﬁti and its orientation is (v, Bti,7::)- The locations and orientations of each
amplifier’s receiving antennas are given by {ﬁrl} and {(ai,Bri,vri)}. By convention, the
{R,;} is the set of the positions describing all of the individual amplifier receiving antenna
locations in global Cartesian coordinates. Individual elements in the set are described by
adding a subscript to the {}; for example, the orientation of the n'" receiving antenna is
given by {(ai, Bri, Yri) tn = (i, Bri, » Vri,, )- All mathematical operations on the sets {} are

assumed to be point-wise operations. For example, the dot product over two sets is defined
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Figure 1.9. The equivalent circuit of the QO amplifier with far-field feed and collect horns
shown in Figure 1.8. The propagation of electromagnetic radiation is shown schematically
only; the circuit elements include field propagation when evaluated.

by convention to be {{A}-{B}} = {4, - By, A, - B, ... Ay - By}. Using this convention and
assuming the effective lengths for both the feed horn and the amplifier receiving antennas
are known in local spherical coordinates, {Etl} and {I_:m} are known in global Cartesian
coordinates from Eqn.(1.30). Hence, the set of open circuit voltages at each of the amplifier

receiving antennas is

v, kL (i) - (L) &) 1.31
Vioct = inkIi{{Lsi} - { ti}}m (1.31)
The set of currents {I;,} is related to the open circuit voltages by
A7
{Iin} = {Vioe} (1.32)

{Zri} + {Zm}
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and from the [ABC D] matrix, the set of impedances seen by the receiving antennas is

{A}Zi, +{B}

Ziny = ey 1.33
Wi} = 142, +1D) (1.38)
Hence, the complex power received by each receiving antenna in the array is
1 2
{Sin} = 5{Zin HILin|"} (1.34)

So the total time-average power received by the array is

The calculation is repeated on the output side of the amplifier array using the
currents in the output amplifier antennas as the sources of re-radiated output power. The

set of currents in the output amplifier antennas is

{Iro} = —{CHZinHIin} + {DHIin} (1.36)

The locations and orientations of each amplifier’s transmitting antennas are given by {ﬁto}
and {(ato, Bto, Vt0)}- The location of the collect horn is R, and its orientation is (o, Bro, Yro)-
Note that when calculating the effective length it is important to use the real part of the
antenna terminal impedance, Re(Z,). The total open circuit voltage of the collect feed horn

is

Z . L e—ik{Rn}
Voo = X { il (Eic} - ABrel) s | (137)
o0,0cC ~ o o ro 47{'{th} .
The total current in the load Zj, is
VO oc
I, = —2" 1.38
v Zro + ZL ( )

Finally, the total time average power delivered to the load is

1
P, =Re <§ZL|IL|2> (1.39)
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A typical quasi-optical amplifier system (see Figure 1.8) based on its equivalent
circuit model (see Figure 1.9) has been characterized. Insight into the characteristics of a
quasi-optical amplifier can be better understood from application of the equivalent circuit
model. Two examples which help solidify understanding are presented in the following
subsections.

1.2.4 Calculation of gain for a typical QO amplifier = Assume a feed horn
with a gain of 24.7dB operating at a frequency of 30.8 GHz is located 1m from an ampli-
fier array — these represent typical values at Ka-band. An identical collect horn is located
symmetrically on the other side of the array from the feed horn but orthogonally polarized
(recall Figure 1.8). The amplifier array is placed at the origin of the global Cartesian coor-
dinate system. The amplifier array utilizes a 6-by-5 triangular array lattice with a unit cell
spacing of 7.5mm (0.77X). In each unit cell there is a receiving antenna connected by an
[ABC D] matrix to an orthogonally polarized transmitting antenna. As an approximation,
the receiving and transmitting antennas are both modeled as linear-tapered horns with a
representative gain of 8.7dB. The generator supplies 1 W to the feed horn.

Three cases (similar to a real array characterization experiment) are calculated
and compared for the quasi-optical array system: with feed and collect horns co-polarized
and no array present; with a passive array; and with an ideal active amplifier array. The
first calculation without the array, but with co-polarized feed and collect horns, serves as
a “through” calibration. The second calculation determines P; when the passive array
is present; similarly, the third calculation determines Py, for the active array. The only
difference between the passive and active amplifier arrays is whether or not MMIC amplifiers
are present. The passive array uses the [ABC D] matrix for a passive transmission line, but
the active array uses the [ABC D] matrix for a 19dB gain MMIC.

Table 1.1 summarizes the results of the three calculations. The co-polarized horn

calculation is used as a calibration to define Ss; = Pr, — 11.2dB. Due to the far-field feed
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and the calibration, the passive array has a loss of Sy; = —8.4dB. As a consequence, the

Table 1.1. Comparison of theoretical output powers from an array of 30 elements (N=6 and
M=5) with and without MMIC amplifiers. The Co-pol calculation is used as a calibration.

Case [ABCD] P[dBm] P,[dBm] Ppu[dBm] Pr[dBm] Sy;[dB]
Co-pol NA 30 NA NA 11.2 0
Passive CPW through 30 16.5 16.5 2.8 -8.4
Active MMIC 30 16.5 35.5 21.8 10.6

active array achieves 19 — 8.4 = 10.6dB gain. Overall, the actual power transferred to the
load Pp, is 21.8dB which is 8.2dB less than the power supplied by the feed generator. This
problem is due to the far-field feed but can be solved using a different feed configuration
(see Section 1.3). An intuitive solution might be to move the feed and collect horns closer
to the array, but based on calculations using this theory, polarization mismatch loss and
non-uniform array excitation make such a solution inefficient.

1.2.5 Calculation of currents on a typical QO amplifier = The results in
the previous section could have been found with a much simpler calculation using the Array
factor. The value of going through the detailed calculation to find the currents on the array
is that it lends insight into possible types of unit cell variations. Variations in input current
among unit cells would not be a problem for an ideal linear MMIC amplifier. However, a real
MMIC amplifier is non-linear when it is driven into saturation. Usually, one tries to get the
maximum output power from an array by increasing the input RF power until the output RF
power is saturated. It is difficult to determine the [ABC D] matrix for an individual MMIC
in saturation. However, some insight can still be gained by looking at the individual currents
(or equivalently, individual input MMIC RF powers) at the input of the array (output from
each individual receiving array antenna).

The currents are calculated for the same configuration used in the previous subsec-
tion. Figure 1.10 shows a plot of the magnitude of current as a function of the n'" element.

The first element is located in the upper left corner of the array. Successive elements are
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incrementally labeled as reading a page of text. It is clear that not all MMICs receive the
same RF input power. The center elements receive more power than the outer elements;
however, the variation is less than 3% due to the location of the transmit feed location in
the far-field of the entire array. In principle, unit cells nearest the center of the array will
reach saturation before elements on the periphery of the array. As the power from the feed
horn is increased, an increasing number of elements will be saturated, until all elements are
saturated. The effect will be an unpredictable variation in the phase of the unit cells.

1.2.6 Further simplification due to far-field feed The power into an
amplifier array [Eqn.(1.35)] and the power delivered to the load attached to the collect horn
[Eqn.(1.39)] are general equations which account for variations among unit cells within an
amplifier array. Variations within the array occur in practice and can significantly alter the
amplifier array performance. However, insight into the operation of ideal amplifier arrays
can be learned from simplification of Eqs.(1.35) and (1.39).

Ideally, under normal far-field conditions all unit cells behave identically: the gain
of the individual amplifiers are equal, the [ABC D] matrices do not vary across the array,
and the frequency response of each antenna is not affected by its nearest neighbors. The
vector distance from any source antenna ' and the observation point 7 is

R=7—1 (1.40)
By computing R-R and using the binomial expansion, the distance R is approximated by

Rxr—7-1 (1.41)

Eqs.(1.35) and (1.39) have a radial dependence which is approximated by

eikR ikt
= e 1.42
4R 4dmr € ( )
and the angular dependence is found from the Taylor series expansion
0 )
F8.0) % 1(6,0) + (8 - 050 + (6 - 95 (1.43)
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Since the size of the array is small

F0', ') ~ £(6,9) (1.44)
Combining Eqs.(1.42) and (1.44) with Eqn.(1.35), the input power to the array is

Pin,total(ay ¢) o NPin,single(ea ¢) (1'45)

Pip tota1 is maximized when (6, ¢) = (0,0) since the array antennas are aligned such that
their peak directivity is at (6,¢) = (0,0). From Eqn.(1.45) and the superposition principle,

the maximum total power radiated by the output antennas is
Prad,total = NPin,single(O; O)IL(]- - |511|2)77rad (146)

The IL includes the MMIC gain and the mismatch loss between the input antenna and
MMIC. The losses on the output side of the MMIC are due to output antenna mismatch
(1 —|S511|%) and the output antenna radiation efficiency (9paq)-

The power combining efficiency of the array is calculated from Eqgs.(1.2) and (1.46)

to be

n = Npin,singleIL(l - |Sll |2)77rad (1 47)
NPin,singleIL .

(1= |S111*)vaa (1.48)

The power combining efficiency does not depend on the number of elements in the array,
provided all output elements are in phase with equal amplitude. In practice, the mismatch
loss between the MMIC and the output antenna can be reduced to zero. The radiation
efficiency of the output antenna sets the limit on the PCE of the array.

Assuming that the feed horn is placed at (6, ¢) = (0,0) to maximize Pj;, total, the

total power absorbed by the load [Eqn.(1.39)] is approximated with Eqs.(1.42) and (1.44).

PL,total(ea d)) ~ |AF|2 PL,single(ea d)) (149)
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where AF is the standard Array Factor found in textbooks

AF(F) = Y e (1.50)

n

Note that the Array factor should not be normalized to its peak value when calculating
the total power [Eqn.(1.49)]. The array factor only depends on the positions of the array
elements ' and the location of the receiving antenna 7. The array factor varies from zero
to the total number of unit cells NM in the array. Therefore, the power transferred to the
load is bounded by

0< PL,total(aa ¢) < (NM)QPL,single(ea ¢) (151)

Note that P, gingle(#, ¢) describes loss mechanisms such as: dielectric loss tangent,
antenna mismatch, polarization mismatch, substrate modes, and free-space feed loss. The
losses, except for the free-space loss, can be reduced by careful array design. The free-space
loss is due to the locations of the transmitting and receiving antennas in relation to the
array and cannot be improved by simple means. Even though the PCE of the spatial power
combiner is independent of the number of array elements, the free-space feed loss is dominant

and necessitates the need for alternative feed configurations.

1.3 Alternative feed-collect configurations

Figure 1.11 schematically represents the problem associated with the previously
described far-field feed configuration. Because the transmit and collect horns are placed in
the far-field of the array (2D?/)) to achieve uniform plane-wave excitation, free-space and
spill-over losses exist which overwhelm the benefit of quasi-optical power combining (power
combining efficiency). Consequently, different feed-collect configurations are required.

Currently, there are four main QO amplifier feed-collect configurations designed to
reduce the problematic loss associated with the far-field feed. Figure 1.12 summarizes the

essential differences between the four configurations. Since free-space loss is dependent on the
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distance from the feed horn to the array, the hard-horn configuration (a) places two custom
designed horns as close to the array as possible (~ 0.5\). Each hard horn is designed to have
uniform electric field amplitude and phase [15, 11] across its aperture to uniformly excite the
QO array. A second method of array excitation (b) uses large (300 mm diameter at Ka-band)
dielectric lenses to produce a Gaussian beam waist with a diameter on the order the size of
the array [12]. By placing the array at the beam waist, the Gaussian lens system achieves
the desired uniform phase across the array, but the amplitude is a non-uniform Gaussian
profile. The hard-horn, Gaussian lens, and far-field feed configurations can be used to feed
the identical QO active array, unaltered. The last two feed configurations require completely
different QO amplifier array designs which are not compatible with the far-field, hard-horn,
nor Gaussian lens feeds. Figure 1.12(c) shows a lens array which is designed to have a focal
surface located 5-10\ from the array [13]. The feed loss for a lens array is theoretically as

low as 2dB.

1.4 Thesis organization

The goal of this thesis is to design, fabricate, and characterize an inexpensive Ka-
band amplifier array with Watt level performance. The descriptive term “inexpensive” refers
to both material costs and manufacturing costs. Up to this point, a simplified background
of free-space power combining has been presented to motivate the benefits of QO amplifiers
in contrast to corporate power combining techniques. Inevitably, second-order factors arise
which are not accounted for in the simplified models which degrade the actual performance
of QO arrays. These factors hamper the possibility of finding a simple, comprehensive, and
accurate analytical description of the QO system.

The necessity of having an accurate analytical QO design leads to dependence on
Computer Aided Design (CAD) tools (software packages). Commercially available CAD

software packages based on Method of Moment (MOM) or Finite-Difference Time-Domain
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(FDTD) approximations to Maxwell’s equations which have sufficient accuracy are readily
available. Even though these tools are accurate and available, they do not necessarily simplify
the process of design. In general, CAD tools find a particular solution F'(p1,ps,- - pn) given
a fixed set of N design parameters (p1,p2, - pn). For instance, a particular desired solution
F of interest which would affect total array output power might be radiation efficiency of the
array F' = n. Radiation efficiency depends on dielectric losses of the substrate, the thickness
of the substrate, ohmic losses due to metalization, the fundamental antenna type, and even
the spacing between unit cells in the array. In this particular case there are five parameters
which affect the radiation efficiency. Without an analytical solution, it is not necessarily
obvious which of the five parameters is dominant and most important to the design. The
most common method of dealing with this dilemma is to calculate F multiple times while
the parameters (p1,ps, - - - pn) are varied. The designer then tries to understand the meaning
of the results. Most likely, the designer repeats the process of calculating F' over a different
set of parameter variations until the design meets specifications. This iterative process is
referred to as the Design Loop.

The organization of this thesis is summarized by the flow chart shown in Figure 1.13
adopted from [16]. Chapter 2 summarizes the QO array amplifier design and theoretical ar-
ray performance (Design Loop). The design parameters involve: MMIC choice, substrate
choice, antenna modeling, array factor considerations, mutual coupling analysis, thermal
analysis, and DC bias effects. As will be demonstrated in Chapter 2, the Design Loop can
yield multiple satisfactory designs. A few of the more promising designs are selected for fab-
rication and their power performance is characterized based on a series of experiments. The
characterization of the arrays is separated into two chapters. Array performance is charac-
terized in Chapter 3 using far-field feed horns (as in Section 1.2.3, page 12) and hard-horns
(as in Section 1.3). Chapter 4 summarizes near-field measurements performed in collabora-

tion with the University of Michigan. The near-field measurements proved to be valuable in
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observing effects of mutual coupling and diagnosing design flaws. The demonstrated array
performance (Chapter 3) and the insight gained from near-field measurements (Chapter 4)
provided guidelines for a redesign of the QO amplifier array. Chapter 5 presents another
complete Design Loop and Experimentation Loop with the goal of designing and character-
izing an improved amplifier array. Concluding remarks and possibilities for future research

are presented in Chapter 6.



CHAPTER 2

DESIGN AND ANALYSIS OF QO AMPLIFIER ARRAYS

In the previous introduction chapter, Figure 1.13 showed a conspicuously simple
block labeled “Array Design” as part of the “Design Loop”. The representation of “Array
Design” as a single block removed from the “Theoretical Performance” block significantly
under-represents the difficulties involved in a successful QO amplifier design. Figure 2.1

shows the inner details of the “Design Loop”. Figure 2.1 makes the inter-dependence between

Array Specifications
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Manufacturability) Electromagnetic Array Factor
Anaysis Considerations
MMIC choice Substrate choice? Sub-Array Elements Array Layout
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Satisfy
Specifications?

Satisfactory Array
Design

Figure 2.1: Design flow chart.
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the “Array Design” and “Theoretical Performance” clear by not showing them as separate
blocks. The “Array Design” is a result of the “Theoretical Performance”. In other words,
as expected from common sense, the real performance of the array can only be expected to
be as good as the theoretical performance of the array design. Hence, as much detail as is
possible must be included in the “Design Loop”. The “Design Loop” includes: MMIC and
substrate choices, transmission line type and discontinuities, antenna design, array layout
considerations, DC bias effects, electromagnetic coupling effects in an active array, and
thermal issues.

The goal of this Chapter is to understand the details involved in the design of a QO
amplifier array and to produce a satisfactory design suitable for fabrication and characteri-
zation. Any satisfactory design must meet four specifications: the array must be capable of
producing watt-level RF output power at Ka-band; the array must be inexpensive to build;
the array must be relatively easy to manufacture; and the array must be stable both ther-
mally and electrically. The low cost, ease of manufacture, and thermal stability requirements
are the main issues that separate this research from other research efforts in the QO field.
These requirements are achieved by using off-the-shelf medium power (tens of mW) MMICs,

and single-sided processing of an aluminum nitride (AIN) substrate.

2.1 Overview of QO amplifier array design

Figure 2.2 shows the schematic representation of the type of QO configuration
utilized in this thesis.! From all the different types of QO amplifier configurations possible
(as described in Chapter 1) the configuration shown in Figure 2.2 is chosen based mainly on
the ease of manufacturing and flexibility. The flexibility allows either far- or near-field feed

configurations to be used with minimal alterations to the experimental setup. The difference

I This is not meant to be confused with a general QO power amplifier configuration. Other research efforts
utilize different configurations as outlined in Chapter 1. For instance, some may or may not use polarizers
which depends on whether or not their antennas are unidirectional or bidirectional.
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Figure 2.2. Schematic diagram of the QO configuration used in this thesis. The feed and

Polarizer

collect antennas (ports 1 and 2) are placed in either the far-field or near-field of the active
array depending on the specific type of feed horn.

between the far- and near-field configuration is the type of horn and its location relative to
the array.

The final QO array design is the result of multiple design loop iterations. Rather
than trying to explain each of the design loop iterations, the method chosen to present the
overview of QO amplifier array design is to show the final QO design first, and subsequently
explain the reasons as to why. The quasi-optical amplifier array shown in Figure 2.3 is
the final array design. This final array is a design evolution of the first successful watt-
level millimeter-wave QO amplifier array [3]. Port 1 (Figure 2.2) of the Network Analyzer is
connected to a standard commercial Ka-band liner-tapered horn which produces a vertically-
polarized plane wave at the array surface. The input slot antennas in the array receive power
from the incident vertically-polarized plane wave. In each unit cell, the received power is
coupled to a 50-Q Coplanar Waveguide (CPW) transmission line, and is then amplified
by a commercial MMIC amplifier. The amplified power is re-radiated in the horizontal
polarization by the output slot antennas and is the coherent combination of all element
outputs. Isolation and stability is partially provided by orthogonal polarization of input
and output antennas. The amplified power is transferred to the load by the receiving horn
(horizontally polarized) at Port 2 of the vector network analyzer.

The MMIC is the basis of the Ka-band amplifier array design. If the MMIC is highly

efficient then low operating temperatures can be expected. Low operating temperatures allow
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Figure 2.3. Schematic of a unit cell within the amplifier array. The slot antennas are

orthogonally polarized and are connected to the MMIC by CPW transmission lines.
DC-bias line for the single-supply MMIC and blocking capacitor are also visible.
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for standard substrates which can handle small temperature gradients. However, at Ka-band
the efficiency of transistors is limited so exotic substrates which can handle the high heat
production of multiple MMICs are required. Simultaneously, the designs of antennas and
transmission lines are highly dependent on the RF properties of the substrate. Assuming
that a substrate exists that is both thermally stable and has satisfactory RF characteristics,
the sub-array elements are designed using accurate full-wave electromagnetic models. Once
the sub-array elements are determined, the array layout can be determined. The design of
the active array layout is not trivial. Specifically, the arrangement and placement of unit cells
affects both the peak operating temperature and the RF stability of the array. The array
layout depends on the array factor (alluded to in Chapter 1), on DC bias line design (high
DC current density is likely) and, most importantly, on mutual coupling within the array.
The array factor determines the radiation pattern of the array. The high DC current density
and parallel bias configuration limits the total number of MMICs possible in an amplifier
array. The RF interactions between DC bias lines and antennas, and between input and
output antennas affect the RF array stability. These mutual coupling interactions are the
most difficult parts of the design to account for and have a large effect on RF stability and
peak power performance. The combination of all these inter-related design issues yields the
final design given in Figure 2.3. The detailed explanations of the added design complexity

as compared to the simplistic model from Chapter 1 are presented in the remaining sections.

2.2 Commercial MMIC amplifiers

The choice of MMIC amplifier is the starting point for the Ka-band amplifier array
design. Table 2.1 summarizes common Ka-band MMICs which are currently available from
various commercial vendors. Commercial Ka-band MMIC amplifiers typically have 10 to
20 dB of small-signal gain, and 16 to 31 dBm of output power at the 1-dB compression point.

Their power added efficiency (PAE= M) is typically 10% to 20%. Cost per MMIC

Ppc
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Table 2.1: Comparison of commercially available Ka-band MMICs
Company Model Cost | T, | PAE | Peak gain | S11 | Pias Size Bias
s | ¢l | %) | @8] | [aB] | [dBm] | mm?]

Alpha AA032P1 32 90 15 14 -17 24 5.5 Dual

Alpha AA028P4 35 90 NA 17 -18 26 6.2 Single

Alpha AA028P1 33 90 10 15 -17 23 5.8 Single

Alpha AA028P3 75 90 NA 19 -19 16 4.7 Single

UMS CHA5091a 114 85 10 11 -56 26 10.2 Dual

Alpha AA035p2 173 90 15 13 -20 26 11.3 Dual
Marconi P355121 NA | NA | NA 17 -12 21 3.3 Dual
Filtronic LMA443 NA | 150 | NA 20 -12 22 1.7 Dual
Raytheon | RMPA29000 | NA 65 25 20 -8 29 15.3 Dual
Raytheon | RMPA29100 | NA 65 15 20 -8 31 15.3 Dual
Raytheon | PKAFDO0O1A3 | NA 75 NA 15 -14 30 16.1 Dual

varies from $30 to $200.

Since there is a large variation among MMIC performance and cost, there is a wide
set of options for choosing the MMIC. Ideally, the MMIC of choice is inexpensive, has a low
reflection coefficient (S11), high gain, high PAE, and high saturated output power. The cost
of MMICs (without considering labor and assembly costs) represents the largest fraction of
the total expense of Ka-band arrays. Typically, the total MMIC cost is 90% of all array
material expenses. The simplest way to reduce cost is therefore to choose the least expensive
MMIC. High return loss causes much of the power received by the input antennas to be
wasted as scattered power, and simultaneously more input power is required to saturate the
array (i.e., an external Ka-band amplifier might be required to saturate the array). The
choice of MMIC gain is constrained by mutual coupling and array stability. The problem of
mutual coupling, array stability, and MMIC gain are intimately linked and require a detailed
discussion (see Section 2.7). A high PAE translates into lower array operating temperatures
since less waste heat is generated by the MMICs with high PAE. As for the saturated MMIC
output power levels, it is debatable [17] as to which is better: many low power MMICs or a
few high power MMICs. Intuitively, a large saturated output power per MMIC should allow

for cost reduction since fewer MMICs would be required to achieve a specified output power.
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In practice, as shown in [17], the lower power devices have higher efficiencies and are less
expensive. Since the power combining efficiency of QO arrays is independent of the number
of devices, it is more advantageous to use high-efficiency lower-power devices.

A design compromise is made and the final MMIC is chosen to be the Alpha
AA028P3-00 MMIC. The decision is to use a relatively low power MMIC with high gain. If
the coupling problems associated with high gain (19 dB) can be overcome then it is a simple
matter to improve power performance by later replacing the Alpha AA028P3-00 MMIC with
a lower-gain higher-power MMIC. The converse is not true and would require a complete

redesign to improve power performance.

2.3 Thermal analysis

The substrate is chosen based on three factors; structural rigidity, RF character-
istics, and thermal properties. Structural rigidity is required to inhibit deformations of the
substrate, which are harmful during both the fabrication and characterization stages. The
RF characteristics of interest are the dielectric loss tangent and the relative permittivity of
the substrates. The relative permittivity is a minor concern which mainly affects the size
of antennas. The size of antennas varies slightly over the range of possible relative permit-
tivity and does not affect the performance of the QO amplifier significantly. The dielectric
loss tangent is a more critical design parameter, since a large loss tangent means power is
wasted in the substrate. In addition to dielectric losses, heating of the array due to MMICs
with typically low efficiencies can cause catastrophic array failures [18]. In fact, preventing
thermal destruction of the arrays is a paramount concern. The substrate that is chosen must
be a good thermal conductor and have a low dielectric loss tangent at Ka-band.

2.3.1 Thermal conduction model The Ka-band MMIC amplifiers (see Ta-
ble 2.1) typically have 10% to 25% efficiency. These efficiencies are quoted from the man-

ufacturer’s data sheets and represent peak performance. In Ka-band applications where
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maximum output RF power is desired, 90% of the DC power is wasted due to unwanted
heat generation. Typically, the MMICs (heat sources) are placed in close proximity to one
another and this can lead to high operating temperatures. High temperatures can destroy
the substrate or even destroy the MMICs themselves. Note that MMICs are based on GaAs
substrates which have low (poor) thermal conductivity. In addition to possible thermal de-
struction, MMIC gain is affected adversely by operation temperature; in [19], Batty showed
that a change in temperature from 60°C to 70°C can cause as much as a 4dB decrease in
MMIC gain. Therefore, good thermal management is an integral part of QO amplifier design
and needs to be understood.

Figure 2.4 graphically represents the general thermal problem for planar QO am-

plifier arrays which can be modeled. The substrate is modeled as a rectangular block with

Z
Heat Sources

V2T=0

a

A
Backside thermally isolated

Figure 2.4: Schematic of thermal problem in Cartesian coordinates.

the following dimensions: the width is a; the length is b; and the thickness is c. On the top
surface of the array there are MMICs which are represented by the red patches. From the
thermal point of view, the MMICs are the “Heat Sources” which determine the temperature
of the substrate. A simple approximation to the real array in air is to assume that both the
top and bottom surfaces are thermally isolated so no heat is removed from these surfaces.
The vertical sides of the substrate are assumed to be in contact with an ideal heat sink which
keeps the sides at a constant temperature. The ideal heat sink only removes heat through

the vertical sides.
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We start the thermal analysis, in order to solve for temperature profile T'(z,y, z),
with the fundamental equation describing the substrate in thermal steady state with no

internal heat sources [20] given by

V2T (2,9,2) =0 (2.1)

As is commonly done when solving partial differential equations, a substitution of variables

(see Figure 2.5) is applied as follows

.. o\\QQ
= I
g T

x V2T=0

A
Backside thermally isolated

Figure 2.5: Schematic of thermal problem in normalized coordinates.

u = (z—=z0)7/a (2.2)
v = (y—yo)w/b (2.3)
w = (z2—2)/c (2.4)

The concise description of the thermal problem in normalized coordinates with all the bound-

ary conditions is therefore

V2T = 0 with (2.5)
Tp(u,v,1) = _kfo% (2.6)
Ty(u,0,0) = 0 (2.7)
T(0,0,w) = T(m,v,w)=0 (2.8)

T(u,0,w) = T(u,m,w)=0 (2.9)
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where: ¢ is the thickness of the substrate; k£ is the thermal conductivity of the substrate;
Ap is the area of contact between each MMIC and the substrate; and % is the heat-flow
rate in watts. The notation T, represents the partial derivative of temperature with respect
to w. The boundary condition T (u,v,1) is the mathematical statement that the MMICs
are the sources of heat. The boundary condition Ty, (u,v,0) = 0 describes the fact that the
bottom surface is thermally isolated and no heat flows out of the bottom surface. Finally,
the remaining boundary conditions on the sides describe the ideal heat sink which keeps the
sides at a constant temperature.

Eqn.(2.9) can be solved analytically to determine the temperature profile of the ar-

ray. Separation of variables is applied to Eqn.(2.9) and the temperature profile is determined

to be

Py -

T(u,v,w) = mT(u, v,w) (2.10)
T(u,v,w) = Z Z Ay sin(mu) sin(nv) cosh(Ymnw) (2.11)
m=1n=1
A, = _Esin(%)sin(%fl).sin(%)sin(%ﬁ) (2.12)
2 mnze sinh(Y,n)
m 2 n\ 2
Tmn = CT (;) + (Z) (213)

where Py is the power wasted as heat by an individual MMIC; f; = *MMIC ig defined by the

a

ratio of MMIC width to the substrate width; and fy = IM%IC is defined by the ratio of MMIC
length to substrate length. Due to RF array considerations that will be explained later, a
triangular layout of MMICs is utilized which defines the particular geometrical factors: T,
/Imn, and Ymn-

Insight into the parameters that control the temperature of the QO amplifier is
gained by studying Eqn.(2.10). The T factor depends solely on positions of the MMICs.

Careful inspection of T reveals that the temperature of the array can be decreased by plac-

ing the MMICs as far away from each other as possible. In other words, from thermal
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considerations, it is best to have a large array spacing. As will be shown later, this is con-
trary to the desired array spacing based on RF considerations. The temperature is also
proportional to the heat Py generated by each of the MMICs in the array. Therefore, it is
best to choose highly efficient MMICs with lower Pg. The temperature is inversely propor-
tional to the area of a single MMIC (Ag). The temperature of the array can be lowered by
using MMICs with a large area of contact (Ag). However, this increases the unit cell size
and as will be shown later, adversely affects the array radiation pattern. The temperature
is also inversely proportional to the thermal conductivity of the substrate.

What if the edge temperature is not zero but rather a constant T.q4.? In that
case, the solution is given by superposition of T¢q4. and the temperature profile given by
Eqn.(2.10) Recall that Eqn.(2.10) was derived with the edge temperature equal to zero.
The solution T'(u,v,w) + Teage is easily verified by substituting it back into Eqn.(2.9) and
confirming that the boundary conditions are still satisfied.

2.3.2 Which substrate? Eqn.(2.10) makes it possible to compare the ther-
mal performance of some available and promising substrates. The choice of substrate is con-
strained by the approximate 100°C maximum operating temperature of the MMIC. Thermal
gradients on substrates during operation are approximated with the simple analytical model
of heat conduction [Eqn.(2.10)]. Let the model assume a uniform heat flux due to each
MMIC, and a uniform temperature of 25°C is maintained along the edge of the substrate.
Let the substrate dimensions be 7.62 cm-by-7.62 cm-by-h (a convenient commonly available
size), where the substrate thickness h for commercially available substrates varies between
254 ym and 406 yum. Assume an array has 36 unit cells spaced 9mm (0.9)\¢ at 31 GHz)
apart. 36 Alpha AA028P3-00 MMICs are required to produce watt level output power. The
36 Alpha AA028P3-00 MMICs will produce at most 33 W of total heat (Pg; = 33 W).

The maximum expected temperatures based on the conduction model for diamond,

aluminum nitride (AIN), and Rogers TMMS6 substrates are given in Table 2.2. The diamond
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Table 2.2: The theoretical maximum temperature based on conduction only.

Substrate h k P  Cost | Thee
(pm) (W/mK)) (W) § (°C)

Diamond | 406.4 2000 33 10000 | 30.3
AIN 254 170 33 400 124
TMMG6 381 0.7 33 30 15000

substrate has the lowest thermal gradient but is also at least 25 times more expensive than
AIN. The unrealistic maximum temperature calculated for the TMMG6 substrate demon-
strates the limitation of any model based solely on heat conduction. However, at higher
temperatures, cooling is dominated by convection and radiation which will decrease the max-
imum temperature given in Table 2.2, making these tabulated values absolute maxima. For
substrates with high thermal conductivity, the surface temperature of the substrate is rela-
tively low which tends to reduce the effects of thermal radiation and convection; consequently,
the thermal conduction model is best suited for high thermal conductivity substrates.

As was stated earlier, at high temperatures not only the MMIC can be destroyed by
high temperatures but the substrate itself may also be affected. In fact, early in this project,
Lockheed-Martin (LM) fabricated one of our first designs on a proprietary LM diamond
substrate with custom high-power (1 W) MMICs. The diamond substrate failed. A layer of
“carbonized” material was visible after the array operated for a short amount of time. This
failure and the fact that diamond is expensive discouraged its future use for the arrays in
this thesis.

The AIN substrate was chosen over diamond because its 100°C thermal gradient (see
Figure 2.6) meets the MMIC temperature requirements and the substrate is comparatively
inexpensive. The AIN substrate is 254 um thick with a relative permittivity of 8.6. One
problem with AIN is the fact that the dielectric loss tangent of AIN is unknown at Ka-band.
At X-band, AIN is well characterized with a low dielectric loss tangent. For design purposes,

the dielectric loss tangent is assumed to be zero. This assumption turns out to be acceptable
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based on measured results (Chapter 3).

2.3.3 Drawbacks of liquid coolant  The AIN is a very good thermal con-
ductor but it is still very poor compared to diamond. Based on the thermal conduction
model presented in the previous section, the AIN substrate just meets the thermal require-
ments, barely. In the early stages of this thesis, the possibility of cooling the array more with
liquid coolant was pursued. Based on thermal calculations, a liquid coolant flowing over the
back of a thin substrate could dramatically reduce the maximum operating temperature,
independent of the substrate used.

The solution that was envisioned is shown in Figure 2.7. A low-loss quartz layer

Figure 2.7: Liquid coolant diagram.

would be used to contain a low-loss liquid coolant. The liquid coolant would flow over the
back of the array surface and remove excess heat.

The problem with this approach turned out to be the reduction of efficiency of the
antenna when the coolant was added. Figure 2.8 shows the theoretical radiation patterns
for two slot antennas; one without coolant and the other with liquid coolant. Both antennas
were individually designed to have a 50() input impedance at resonance. The radiation
pattern was affected adversely by the coolant and became unacceptable for incorporation
into an array due to the bore sight null and high side lobes (right hand side in Figure 2.8).
Furthermore, the radiation efficiency dropped from a reasonable 80% to only 40% when the

coolant was added. Such a low radiation efficiency is not acceptable for any power-combiner
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Figure 2.8. Effect of liquid coolant (Coolenol) on antenna performance. The normalized
far-field power is plotted for two cases; with and without coolant.
design. Note that any thick substrate would have similar problems and is therefore not a

practical alternative to a thin substrate with high thermal conductivity.

2.4 RF analysis - Sub array design

The particular design of RF array elements depends highly on the particular sub-
strate chosen. AIN was chosen to be the substrate because of its high thermal conductivity.
The relative permittivity, €, = 8.5 for AIN, determines the precise dimensions of each pas-
sive array component in the QO amplifier. The dielectric losses, tan §=0.0039 at 10 GHz for
AIN [18], should not affect the QO amplifier efficiency and the peak output power of the QO
amplifier.

Only after the substrate is chosen and its RF properties are known is it possible
to design the particular array components (antennas and transmission lines). The first goal
of this section is to explain why certain RF elements were chosen over others. For instance,

why is the CPW transmission line more desirable than the microstrip transmission line. The
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second goal of this section is to give the final design of the antennas, transmission lines, and
transmission-line bends used in the final QO amplifier.

2.4.1 Antenna design Closed-form analytical solutions to Maxwell’s equa-
tions for general antenna designs are rare and exist in only the simplest cases. For example,
the Hertzian dipole is a well known antenna with an analytical solution. However, the kinds
of antennas that are likely to be fabricated on a thin planar substrate such as AIN cannot
be described by simple analytical models. The design of antennas and other RF array com-
ponents on planar substrates relies heavily on numerical models. The consequence of relying
on numerical models is that the design of antennas is based on iterative CAD.

Due to the fabrication techniques available at the University of Colorado (described
later in Chapter 3.1) and the inability to tune individual unit cells after fabrication, it is
decided that a large antenna bandwidth is desired to avoid dependence on high-precision
fabrication. Patch antennas are commonly used because they are well understood and char-
acterized with a simple accurate cavity model [8]. The problem with using patch antennas is
their low bandwidths. Slot antennas typically have higher bandwidths than patch antennas.
Figure 2.9 gives the real and imaginary parts of input antenna impedance as a function of
frequency for a slot antenna. The impedance is calculated with WireZeus, a MOM code that
uses entire-domain basis functions to numerically calculate the antenna currents. WireZeus
simplifies the problem and treats the slot antenna as a dielectrically coated dipole (Booker’s
Duality Principle [21]). Figure 2.9 shows that second-resonance slot antennas have large
bandwidths due to a less-steep zero crossing of the imaginary impedance. Another antenna
with an even larger bandwidth that was considered was the folded-slot antenna [22, 23].
However, the area of the folded-slot antenna was determined to be too large for this appli-
cation.

Once the slot antenna is chosen, the specific type of feed still needs to be determined.

WireZeus models the feed as a small point generator, which is not a realistic practical



43

1500 [
1250 -
1000 |
750
500
250 |

-250
-500 -

Input Impedance (Ohms)
o

~750 |
-1000 |

— — - Imaginary
-1250 | — Real :
_1500 E P S S T S S S S S S A N SR Lo v v by E

0 10 20 30 40 50
Frequency (GHz)

Figure 2.9. WireZeus simulation for the real and imaginary components of input impedance
versus frequency shows the benefit of using a slot at its second resonance.

feed. Three commercially available CAD programs are employed to more accurately model
the CPW feed: Momentum by Agilent, formerly Hewlett Packard; Ensemble by Ansoft
Corporation; and IE3D by Zealand Corporation. All three models are based on Method
of Moments (MOM) solutions for planar structures with sub-domain basis functions which
can model the slot antenna and the feed numerically without resorting to Booker’s Duality
Principle. The feed can either be a microstrip (MS) or CPW transmission line.

Figure 2.10 summarizes most of the different slot antenna feed configurations that
were considered for the QO amplifier. All the antennas are designed to have an input
impedance of 50 at 33 GHz. The first three antennas (a),(b),(c) are simulated with En-
semble. Antennas (a)—(c) are fed with a microstrip line (shown as a thin vertical line). The
slot antenna (shown as a wide horizontal rectangle) is cut in the ground plane of the mi-
crostrip line. This requires metalization on both sides of the substrate and precise alignment

of the two sides. Antenna (a) has its feed in the center and has a bandwidth of 11%. Antenna
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Figure 2.10. Sketches of different slot antenna feeds considered for the QO amplifier. Two
types of feeds are compared: microstrip (a-c) and CPW (d-f). Unlike the CPW feeds, the
microstrip feeds require an open at A,/4. For each feed type, three different port locations
are used: center, dual off-center, and off-center. Depending on the port location, the slot
width and length are determined such that terminal impedance is 50 Q. The 2:1 VSWR
bandwidth for each case is calculated: (a) 11%; (b) 21%; (c¢) 7%; (d) 17%; (e) 9%; (f) 7%.
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(b) has dual off-center feeds with a large bandwidth of 21%. The idea behind the dual feed is
to use the same antenna for input and output power and reduce unit cell size [7]. This turns
out to be unusable because the coupling between the two ports is too large which enhances
the possibility of oscillations. Antenna (c) has an offset feed which lowers the bandwidth.

The last three antennas (d),(e),(f) are modeled using both Momentum and IE3D.
Antennas (d)—(f) simply replace the microstrip feed with a CPW feed. This configuration
requires that only one side of the substrate is metalized which greatly simplifies fabrication.
The CPW feed and the slot are on the same side of the substrate which removes the problem
of alignment of feed line to antenna during fabrication. Again the bandwidth of the center
fed slot (17%) is better than that of the off-center fed slot (7%). The center-fed CPW slot
antenna has a higher bandwidth than the center-fed microstrip slot antenna. In conclusion,
the CPW-center-fed slot antenna shown in Figure 2.10(d) is chosen for its high bandwidth,
small size, and ease of fabrication.

The final antenna is designed using HP Momentum to have a 50-() terminal impedance.
The model requires a 0.2mm (Ag/50 at 30 GHz) edge mesh to accurately sample the mag-
netic current near the edges of the slot where the fields vary rapidly. A typical theoretical
near-field distribution demonstrates this rapid variation (see Figure 2.11). Everywhere else
a mesh with 30 cells per wavelength (mesh frequency of 40 GHz) is sufficient for the input
impedance to converge. The model requires 8 Megabytes (matrix size of 710 unknowns) and
4 minutes per frequency point on an HP workstation. In summary, the second-resonance slot
antenna is 4.15 mm long and 0.9 mm wide, and has a modeled return loss of 50dB at 33 GHz
(see Figure 2.12) with a 13% 2:1 VSWR bandwidth (without polarizers that are actually
used in the array to enforce unidirectional radiation). The theoretical radiation efficiency of
a single slot antenna is 70% (-1.52dB) based on IE3D. IE3D is the only numerical tool we
have available that has the capability of calculating radiation efficiency. 30% of the power

loss is due to ohmic losses in the metal and substrate modes.
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(a) Total magnetic current density

Two maxima

(b) Total electric field intensity

Figure 2.11. Theoretical current of second-resonance slot antenna shows two maxima located
symmetrically about the CPW feed. The total magnetic current density (a) and the electric
field intensity (b) are calculated over a variable mesh; consequently, the intensity maxima
are on the slot edges where the smallest mesh is located.

2.4.2 Transmission lines and discontinuities Recall, the CPW transmis-
sion line was chosen over the microstrip line to alleviate the problem of aligning the feed to
the slot antenna during fabrication. Both the CPW and microstrip lines are well character-
ized, have analytical models, and are easily designed. Based on a textbook analytical model
of CPW lines [24], the dimensions of a CPW line are found by solving a transcendental
equation. To achieve a CPW line with a 50 characteristic impedance on AIN, the width
of the center CPW conductor (Wepw) is found to be 225 um and the gap spacing (Scpw)
is 75 um. This solution to the transcendental equation agrees exactly with the LineCalc

solution that is packaged with Momentum.

Recall from Figure 2.3 that the input antenna is attached to a CPW line that has
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Figure 2.12: Momentum characterization of ideal slot antenna design on AIN.

a 90° bend. The effect of the 90° bend has no simple analytical description. However,
the 90° compensated bend is easily modeled by Momentum. The precise model is shown in
Figure 2.13(a). Discontinuities such as the 90° bend are known to excite the unwanted slot
line mode of the CPW line which radiates. The air bridges are required to suppress radiation
from the CPW line.

Figure 2.13(b) summarizes the theoretical performance of the 50 Q2 CPW line based
on the Momentum model. The return loss is better than 17dB and the insertion loss is
less than 0.2dB over the 25-35 GHz frequency range. Even with the 90° bend and the air

bridges, the RF performance of the CPW design is acceptable.

2.5 Array factor considerations
With the MMIC chosen and the sub-array elements designed, the unit cell size can

be determined based on two considerations: mutual coupling effects and the radiation pattern
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Figure 2.13. The layout of the CPW line with a 90° bend and air bridges is shown in (a).
The theoretical S-parameters (b) are calculated using Momentum.
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of the array. The effects of mutual coupling are difficult to study without first knowing the
unit cell design. However, as will be explained in a later section (see Section 2.7), mutual
coupling tends to dictate a large unit cell on the order of )y, depending on the gain of the
MMIC. A large unit cell affects the radiation pattern of the array since the array factor
(recall Eqn.(1.50)) is determined by the unit cell size and the particular array lattice. In
this section, the array factor is used to determine the bounds on the unit cell size and to
compare the rectangular and and triangular array lattices.

Recall from Eqn.(1.49) that the total radiation pattern of the array is the product
of the array factor and the individual antenna pattern. The individual slot antenna used in
the QO amplifier has the theoretical IE3D radiation pattern shown in Figure 2.14. The slot
is oriented with its polarization in the y-direction with the back side (non-metalized side) of
the substrate facing up (# = 0°). Notice that the radiation pattern is 1dB higher at § = 0°
than at # = 180°. For this reason, the output side of the array (driven by the high gain
MMICs) is in the 8 = 0° direction, opposite the side with MMICs. For clarity, the E- and
H-plane radiation patterns are plotted in Figures 2.14(b) and (c).

The final array design uses a triangular array lattice with a 0.92)\¢ array spacing
(recall Figure 2.3). The reason for the triangular lattice, as opposed to the rectangular
lattice, is demonstrated graphically in Figure 2.15. The E-plane array factor is calculated
for both the rectangular (a) and the triangular (b) lattices. The rectangular lattice (a) has
large side lobes at 8 = £90° but the triangular lattice does not. Hence, the triangular lattice
is chosen to suppress E-plane side lobe radiation.

The effect of array spacing on the array factor is shown in Figure 2.16. As the unit
cell size increases from (a) 0.50)¢ to (¢) 0.92)\g, unwanted H-plane side lobes at § = £90°
increase. Note that the total H-plane pattern of the array (d) has reduced side lobe levels
due to the toroidal H-plane pattern of the slot antenna. Ideally, the unit cell size should be

as small as practically possible to reduce side lobe radiation which can not be collected by
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Figure 2.14. Theoretical IE3D far-field normalized-power pattern of a single y-polarized slot
antenna. The Cartesian axes in (a) are for referencing the orientation of antenna and the
scale in [dB] refers to the polar radius only. The E- and H-planes are plotted in (b) and (c),

respectively.
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Figure 2.15. Comparison between the rectangular and triangular lattices for a 6 x 6 array.
The unit cell size is 9mm (0.92)\g). The normalized E-plane radiation patterns are shown
for: (a) rectangular and (b) triangular lattices of isotropic antennas; and (c) rectangular and
(d) triangular lattices of slot antennas. The triangular lattice (b) suppresses the side lobes

at @ = £90°. The total E-plane radiation pattern (AF x Slot pattern) is shown for the (c)
rectangular and (d) triangular lattices.
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(a) 0.50X0, AF (b) 0.77Xo, AF

\0dB

90-90| g

180 180

(c) 0929, AF (d) 0.92)9, AF x Slot

Figure 2.16. The effect of unit cell size on the normalized H-plane pattern of a 6 x 6 triangular
lattice array. The array factor is plotted for increasing unit cell size: (a) 0.50Ag; (b) 0.77Ao;
(c) 0.92)\g. When the actual toroidal pattern of the slot antenna is taken into account (d),
the large side lobe from the 0.92)\¢ AF (c) is decreased by 10dB.
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the receive horn in a QO amplifier system.

As shown in the previous figures, the slot antenna radiates in both the § = 0° and
180° directions; consequently, half the power is lost in the # = 180° direction. To overcome
the bi-directional radiation pattern of the slot antenna, a polarizer is placed a distance
(h) in front of the array on the input side to enforce unidirectional radiation of the array.
In [1], the polarizer is modeled as an infinite ground plane placed A/4 away from an array
of ideal Hertzian dipoles and the array aperture efficiency is used to quantify the effect of
the polarizer. The calculation of aperture efficiency is now repeated except that the ideal
Hertzian dipoles are replaced by slot antennas on AIN.

The aperture efficiency is defined as the ratio of the effective area of the array to

the physical area of the array aperture:

Aeff
= 2.14
M= (2.14)
The effective area of the array is related to the directivity (D) of the array by
)\2
Aw="n,D (2.15)
/I

where 7, is the antenna efficiency. The directivity is calculated from the total radiation

pattern

4
~ $IAF(0,0)]2[P(O)2IF (8, 9)2d0

D (2.16)

where AF is the array factor and F' is the single slot radiation pattern. The polarizer is

taken into account by applying the method of images and defining P to be

sin(2w/Ah cos @) with polarizer,
P9) = (2.17)

1 without polarizer.
Figure 2.17 compares the theoretical aperture efficiency with and without the polarizer for
a 6 x 6 array of slot antennas as a function of unit cell size assuming 7, = 1. Note that

aperture efficiencies greater than one are not physically realizable due to the physical size of
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Figure 2.17. Theoretical aperture efficiency (1, = Aew/Apnys) is plotted as a function of
normalized unit cell size (or array spacing) for a 6 x 6 array of slot antennas. The individual
slot radiation pattern is calculated using IE3D.

antennas and mutual coupling which are ignored in this calculation. As the array spacing
increases, side lobes appear and the aperture efficiency rapidly decreases which confirms the
prior observations shown graphically in Figure 2.16. As expected, the aperture efficiency
approximately doubles when the polarizer is added. Hence, the polarizer accomplishes the
goal of enforcing unidirectional radiation of the QO amplifier array.

In conclusion, the triangular array lattice is chosen to suppress E-plane side lobe
radiation. In the H-plane, side lobes are eliminated due to the toroidal pattern of the slot
antenna. Ideally, the array spacing should be as small as possible to maintain unity aperture
efficiency and should not exceed 0.92 Ay to maintain Aeg/Apnys > 0.85. The small array
spacing is difficult to achieve due to mutual coupling effects (see Section 2.7); consequently,
a compromise between aperture efficiency and mutual coupling determines the final array

spacing of 9mm (0.92)o).



39

2.6 DC analysis and bias design

There is inevitably a DC-voltage variation across the array due to ohmic losses in the
bias lines and large current densities in QO power amplifiers. The gravity of this problem
was first realized from a near-field measurement (details in Chapter 4) of the x-directed
electric fields of our first working array (named Array 0). The near-field measurement (see

Figure 2.18) shows that only 20% of the elements in the active array are functional. A

<2 of]

(5 e

UM - TH

Figure 2.18. The measured near-field of an array with poor bias design. In this case, the
bias line is thin (high resistance) which causes a rapid decrease in voltage from the bus bar
(left side) to the farthest unit cell MMIC (right side). This array is effectively a 2-by-5 active
array; the majority of MMICs simply do not have enough DC bias to turn on.

DC-voltage variation affects the gain of each of the MMICs in the array. As a result, the
gain of the MMICs tends to drop the farther they are from the DC voltage source (bus bar).

The lower gain MMICs contribute less power and the total output RF power of the array

is reduced below the ideal. The goal of this section is to derive an equation describing the
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voltage variation which will help improve DC bias design and improve array performance.
The biasing network for a row is modeled as a resistive ladder network consisting
of series, Rpias, and shunt, Rymic, resistors (Figure 2.19). The variables Rpias and Ryvmic
Vo Vq vV, V3 v v v

4 5 6
/ Rbias/ Rbias/ Rbias / Rbias /Rbias / Rbias /

+

Rmmic
Rmmic
Rmmic
Rmmic
Rmmic
Rmmic

Figure 2.19. Resistive ladder network diagram used to calculate MMIC bias levels within
the array.

represent the resistance of the unit-cell bias line and the resistance of the internal MMIC

biasing circuitry, respectively. In particular, the unit-cell bias line resistance is given by

-1

Dblas (tCuUCu + tAuUAu) (218)

luc

Rbias =

where wpias is the width of the bias line, lyc is the distance between adjacent MMICs (the
unit cell dimension), ¢ is the thickness of the substrate metalization, and o is the conductivity
of the metal. The subscripts “Cu” and “Au” refer to the copper and gold layers, respectively.
Eqn.(2.18) is written to allow the possibility of two metal layers for the improvement of Ry,

during fabrication. The bias voltage along a row at the (k + 1) unit cell is given by:

Vi1 = a;,l_k_lvk , where (2.19)
Ry; R
ap = bt (2.20)
Ry,
1 1 -t
R, = + (2.21)

Ryvic Ruias + i1
The number of unit cells in a row is N, j=1 to N-1, and k=0 to N-1. k=0 corresponds to
the supply voltage Vo and Ry = Ruwmic-
Eqs.(2.19) and (2.21) expressed as a function of the ratio Rymic/Rbias, confirm

that the bias voltage variation over a row may be substantial (Figure 2.20). The conclusion



o7

1.0 :
O Array A Predicted
2 * Array B Predicted
5 0.8+ 1
g Array A
s without supplementary
S 0.6 - bias lines 1
>
g
<
- 04+ 1
@
N
£
5 0.2+ 1
z
0.0 : :
1 2 3 4

log(Rmmic/Rbias)

Figure 2.20: Normalized array voltage drop plotted as a function of Rymic/Rbias-

from Figure 2.20 is that the ratio Rymic/Rbias Deeds to be as large as possible to achieve a
small voltage variation.

An even larger voltage drop can be expected since each row is in turn connected
to the DC bus bar. The bus bar is the long vertical rectangle shown on the left side in
Figure 2.3. The DC power supply is connected to the bus bar at a single location (either at
the lower left pad or at the upper right pad). Similar to the voltage drop along a row, there

is a voltage variation along the bus bar described by

Vieh = Byip Vi , where (2.22)

R, R,
Br = buj%i,ﬂ , and (2.23)

k
1 1 -
R. = + 2.24
I RBn_1 Ryys + R.ijl ( )
where the impedance of the bus bar is
w -1
Rbus = lbuS (tCuUCu + tAuUAu):| (225)
ucC

and R is determined by the impedance of an entire row (R = Ryow = Rn_1). In a sense,

R,ow is analogous to Ryvic. The consequence is that the ratio of Ryow /Rbys must be large



58

to decrease the total array voltage drop. In effect, the ratio of Ryow/Rbus Places a limit on
the maximum number of unit cells possible in any active array.
From the previous Egs.(2.19) and (2.22), the MMIC voltage at the (¢,j) unit cell

is finally summarized by

Voo = W (2.26)
j—1

Vo = [l entmos (2.27)
m=0
i—1

Vio = J[Bniac (2.28)
n=0

Vi = VioWoy (2.29)

where =1 to V — 1 and j=1 to N. Note that 1} is the supply voltage at the array pad and
does not include any cable losses from the actual supply to the array.

An important figure of merit when describing the DC bias design is the maximum
normalized voltage variation (dV,,,.). The maximum normalized voltage variation describes
the amount of DC voltage variation that can be expected from a given bias design. The

maximum normalized voltage drop for an array is

Voo = VN—1,n

deaz =
V0,0

(2.30)

Ideally, dV,nq4. is zero when all of the MMICs have identical DC bias. In practice, the
designer has to determine how much variation is acceptable. In the case of the failed array
(Figure 2.18), dV,,0. = 0.45 is unacceptably large. A reasonably acceptable DC bias design
should have dV,,,,, < 0.10 to ensure a correspondingly reasonable MMIC gain (S ) variation

across the entire array.

2.7 Electromagnetic coupling analysis
At this point in the QO amplifier design, everything but the unit cell size is deter-

mined. The fact that only the unit-cell size is undetermined is no coincidence. It is impossible
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to complete an electromagnetic (EM) coupling analysis of an array without first knowing the
specific array details. For instance, type of substrate, type of antenna, type of array lattice,
MMIC gain, etc., must all be known prior to attempting the coupling analysis. This section
is dedicated to explaining the choice of unit cell size for the particular QO amplifier design
of this chapter with CPW-fed slot antennas on AIN with Alpha AA028P3-00 MMICs.

The most difficult design consideration is the effect of mutual coupling between
sub-array elements (input antennas, output antennas, and bias lines). The main difficulty
is the lack of accurate and simple models (analytical or numerical) of EM coupling between
elements within an array. Even something as simple as designing a single second resonance
slot antenna requires the tedious CAD design process based on a numerical MOM model
(recall Section 2.4.1). It is not difficult then to imagine that the mutual coupling problem
is more complicated because of the tens, or even hundreds, of RF elements that exist in
an array. In addition to the model size, the distance between RF elements and the type
of antennas greatly affect the EM coupling within any array. Therefore, any model of EM
coupling is highly dependent on the specific geometry of the particular array of interest.

In general, mutual coupling causes an antenna in an array to have different RF
properties (e.g. insertion loss, radiation pattern, efficiency) from the same antenna in iso-
lation. An antenna in the array is affected by all of its surroundings. In principle the EM
coupling within the array could be studied with a MOM model of the entire array. The
problem is that such a model necessarily requires large computer resources (run time and
memory). Michael Steer’s group at North Carolina State University has had limited success
in modeling entire QO arrays of patch antennas with a custom computer model [25]. Note
that the measurements to confirm the custom model are off by as much as 10dB from sim-
ulations. Similar models for CPW-fed slot arrays do not currently exist and the commercial
packages, Momentum and IE3D, can only model a few elements at a time. Another approach

besides modeling the entire array is therefore necessary.
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In this thesis, the approach of modeling mutual coupling effects follows closely the
work presented by Humphrey [26]. Humphrey [26] characterized the coupling between patch
antenna pairs by measuring S»; as a function of separation distance. The implicit assumption
is that EM coupling in an array is dominated by the interaction of a single array element
and its nearest neighbors. This assumption is based on three facts for patch antennas: first,
So1 varies as % for E-plane coupling [27]; second, Sa; varies as % for H-plane coupling [28];
and finally, less than 1 dB of coupling is due to surface waves [29]. In other words, the effects
of nearby elements are dominant since mutual coupling effects, quantified by Ss;, decrease
rapidly as separation distance increases. The assumption reduces the complexity of the
mutual coupling problem. Rather than attempting to model an entire array of antennas to
determine sub-array coupling, only S2; between pairs of elements needs to be characterized.
Based on this nearest neighbor approximation, the problem of characterizing the EM coupling
effects in the array is reduced to determining Sy; as a function of separation distance between
pairs of sub-array elements in close proximity with each other.

IE3D and HP Momentum simulations, rather than measurements, are performed
to characterize mutual coupling effects within the QO amplifier array. Measurements are
hampered by the bi-directional radiation pattern of the slot antenna and its interaction with
the Cascade probe station. Figure 2.21 summarizes the results of the coupling analysis. In
each case, only the two elements connected by the arrow are included in the model and
all other elements are removed to reduce the model size. For instance, in case A, a model
with a slot antenna connected to port 1 and a bias line terminated with matched ports
(2 and 3) is created and S is numerically calculated to be —41dB. Similar models are
created and analyzed for the remaining cases. As expected, the coupling between input and
output antennas (cases B and C) is dominant due to close proximity of antennas. Another
important coupling mechanism occurs between the slot and parallel bias line (case D). Based

on a comparison between cases A and D, the DC bias lines are oriented perpendicular to the
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Figure 2.21. Nearest-neighbor coupling (Sa1) is calculated for 6 important cases: (A) —41 dB;
(B) —21dB; (C) —19dB; (D) —28dB; (E) —38dB; (F) —29dB. For each case, only the two
elements connected by red arrows are modeled and all other elements are not present.
output antennas to minimize coupling from the MMIC to the bias lines.

The choice of unit cell size is determined based on the gain of the MMIC. Coupling
(S21) must be low enough as to inhibit possible oscillations. To decrease the chance of
MMIC oscillations, a closed loop gain for every RF path must be less than 0dB. Since the
gain of the Alpha AA028P3-00 MMIC is 19dB, it is reasonable to take the cutoff value of
So1 = —19dB to guarantee that any closed loop gain is at most 0 dB. The design criterion of
So1 < —19dB is used to determine the actual positions of the elements shown in Figure 2.21.
In particular, the final 9mm (0.92)¢) unit-cell design is chosen to keep coupling between the
orthogonally-polarized input and output antennas below the maximum MMIC gain (—19 dB)

for stability.
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2.8 Satisfactory designs

In this chapter, the design of the final Ka-band QO amplifier using slot antennas on
AIN with Alpha AA028P3-00 MMICs (shown in Figure 2.3) is explained in detail. The final
QO amplifier uses a 9mm (0.92)\y) triangular lattice to suppress E-plane side lobe radiation
and control internal mutual coupling. The second resonance slot antennas are designed using
Momentum to have a 50 input impedance with a width of wges = 0.9mm and a length
of lsiot = 4.15mm. In order to simplify the fabrication, the CPW feed is used to excite the
slot antenna. The CPW gap is Scpw = 75 um and the CPW center conductor width is
wepw = 225 pm.

The next logical step is to fabricate and test this QO amplifier design; three active
arrays (0, A, and B) and one passive array suitable for characterization are summarized in

Table 2.3. Note that the passive array is required for calibration purposes and is identical to

Table 2.3. Summary of QO amplifier designs on AIN using Alpha AA028P3-00 MMIC am-
plifiers.

Array | Description
Label
0 Rymic/ Ryias = 1.5
A Ryviie/ Bbias = 3.3
B Ryivic/ Rbias = 2.5
Passive | Identical to Array B except
through CPW lines replace MMICs

Array B except each MMIC is replaced by a through CPW line. The main variation among
the designs is the ratio Rymic/Rbias Which controls the DC bias variation across the array.
By characterizing three active arrays with slight design and fabrication variations, repeata-
bility of performance and biasing effects on the QO amplifier can be studied experimentally

in the remainder of this thesis.



CHAPTER 3

FABRICATION AND PERFORMANCE CHARACTERIZATION

Based on the procedure outlined in Chapter 2, some promising Ka-band amplifier
array designs were determined and are summarized in Table 2.3. The two main goals of this
chapter are to explain the details involved in the fabrication of these Ka-band arrays and to

compare their designs in terms of measured performance [30].

3.1 Fabrication

The details involved in the fabrication of the amplifier arrays are summarized in
this section. The arrays are built from three basic parts: commercial Alpha AA028P3-00
MMIC amplifiers; a completely metalized 254 ym (10mil) thick AIN substrate; and pre-
manufactured capacitors (47 pF and 100 pF). The fabrication of each amplifier array involves:
etching of the array features onto the substrate metalization layer; implementation of a jig to
provide mechanical support for the fragile AIN substrate and an external DC bias connection;
attachment of MMICs and capacitors to the AIN substrate with silver epoxy; and electrical
connection of RF components using a wire bonding machine.

3.1.1 Photolithography The first objective in the fabrication process is to
reproduce the array layout design (recall Figure 2.3) on the metal layer of the AIN substrate
(see Figure 3.1). The minimum array feature size is 75 um from the CPW line gap. This
minimum feature size is too small for milling, but is well within the limit of current pho-

tolithography technology [31]. Therefore, photolithography is required for the fabrication.
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Figure 3.1. The goal of photolithography is to etch the thin metal layer (yellow) of the AIN
substrate (grey) to form the input and output slot antennas, CPW lines, and bias lines.
The photolithography process begins by spinning positive AZ4210 photoresist (PR)
onto the completely metalized AIN substrate at 5000 RPM for 30 seconds which is subse-
quently baked for 20 minutes at 90° C. A dark-field mask (see Figure 3.2) is required to
transfer the desired image onto the substrate. The mask is printed on a transparent Mylar
sheet by Image Technology, Inc. The substrate is placed in an alignment jig where the mask
is aligned on top and held in place with a UV-transparent glass plate. The substrate-mask-
glass assembly is bolted together for mechanical support. The complete stack is exposed to
UV light for 110 seconds. Note that since there is only one mask step by design, this step is
well suited for mass production. The substrate is removed, developed in 2:1 Hoechst AZ400K
for 65 seconds, and then baked for 20 minutes at 120° C. The resulting substrate has a layer
of PR everywhere except where UV light passed through the mask. The substrate is placed
in a solution of Transene gold etchant Type TFA for 2 to 5 minutes (depending on Au
thickness) until the design features are completely etched into the metal layer. Finally, the

positive PR is removed with an acetone rinse and the desired (Figure 3.1) result is achieved.
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Figure 3.2. Drawing of the dark-field mylar mask (corresponding with Figure 3.1) printed
on a thin transparent Mylar sheet.

The final dimensions of the critical array elements are measured: CPW gap distance
is 87 pum (expected 75 pm); CPW center conductor width is 220 um (expected 225 um); slot
antenna length is 4.17mm (expected 4.15mm); and slot antenna width is 0.92 mm (expected
0.9mm). The consequences of this overetch will be discussed later in Section 3.2.2.

3.1.2 Mechanical jig  The AIN substrate is fragile. For example, Array 0 was
completely fabricated (MMICs and all) and was being characterized when it was accidentally
tapped with a screwdriver and cracked. Obviously, some means of mechanical support
is necessary to help secure the amplifier array. One such means of support is shown in
Figure 3.3. The support is provided by sandwiching the AIN substrate between two sturdy-
rigid materials. Figure 3.3, shows the jig resting on a 6.6 mm (260 mil) thick brass plate; the
thick brass plate is not part of the jig, but rather a part of the hot stage which is used in
subsequent fabrication steps to heat the array. Notice that an external bias connection is
also provided by means of snap connectors in the lower left corner on the jig.

The jig has two different configurations determined by the support back plate. Dur-

ing the fabrication stages, the fabrication support plate [see Figure 3.4(a)] is used to regulate
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QO amplifier jig

i
i
o

 BiassAIN il

Thick Brass plate

Z Heating stage

Figure 3.3. QO amplifier jig which helps to protect the AIN substrate during fabrication and
characterization. In the picture, the AIN substrate is placed inside the protective jig which
is resting on a thick Brass plate.

(a) Fabrication support plate (b) Characterization support plate

Figure 3.4. The two different support plates used in the QO amplifier jig are pictured: the
fabrication support plate (a) is made from 635 um (25 mil) brass; and the characterization
support plate (b) is made from 1.57 mm (62 mil) FRA4.
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the AIN temperature (see Section 3.1.3) and provide mechanical support (see Section 3.1.4).
After fabrication is complete, the fabrication support plate is replaced with the characteriza-
tion support plate [see Figure 3.4(b)] which has a 69.9 mm window to allow RF propagation
into and out of the QO amplifier.

3.1.3 Mounting of MMICs and capacitors  With the AIN substrate sup-
ported by the amplifier jig utilizing the fabrication support plate [Figure 3.4(a)], the MMICs

and capacitors are attached to the array (see Figure 3.5) with silver epoxy. While looking

Figure 3.5. Schematic view of a unit cell of an active array after the MMICs and capacitors
are mounted using silver epoxy.

into a microscope, silver epoxy is painted onto the substrate, inside each MMIC and capac-
itor alignment marker, with a needle point by hand. Each individual MMIC and capacitor
is positioned onto the painted silver epoxy with tweezers, again using the alignment markers
as guides. To cure the silver epoxy, the heating stage (shown in Figure 3.3) is then used to
heat the AIN substrate resting on the thick brass plate at 100° C for 2 hours.

3.1.4 Wire bonding The final stage of fabrication is accomplished with a

wire bonding machine. The array remains on the heating stage and is positioned in the
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wire bonder as shown in Figure 3.6. The wire bonder is used to make all RF electrical

Figure 3.6: The wire bonder is pictured with the QO amplifier in place.

connections as shown in Figure 3.7. The bond wires provide connections between the MMIC
pads, capacitor pads, and array metalization, as well as airbridges along the CPW lines to
prevent slot modes. Note the the diameter of each wire bond is 25.4 pm (1 mil).

In total, four arrays (passive, 0, A, and B) are fabricated as described in the previous
sections with some slight design variations (recall Table 2.3 design summary). Two of the
fabricated arrays (A and B) are pictured in Figure 3.8. The supplementary bias line network
consisting of insulating adhesive mylar and copper tape used by Array A is visible in the
expanded view of Figure 3.8(a). The bias design of Array B differs; additional gold is
electroplated onto the DC bias line over which additional airbridges and capacitors are
added [see expanded view in Figure 3.8(b)]. For calibration purposes (recall Section 1.2.4), a
passive array is fabricated to be identical to Array B, except that CPW through lines replace
the MMICs. The arrays A and B differ only in the implementation of the biasing network
and substrate metalization such that studies can be performed to experimentally determine

the repeatability and sensitivity of the QO amplifier designs.
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Figure 3.7. Schematic view which is the result of the final wire bonding stage of fabrication.

3.2 Experimental results

Results from experiments designed to characterize the performance of the QO am-
plifiers are summarized in this section. In particular, the following measurements are sum-
marized here: thermal distribution across the array; return loss of slot antenna; small signal
gain of the MMIC; small signal gain of the array; saturated output power of the array;
far-field radiation patterns; and measurement of bias variations.

3.2.1 Thermal measurements The maximum operation temperature of QO
amplifiers is critical to overall array reliability and performance. If the operation temperature
is too high, the MMICs or the substrate may be destroyed. In addition, the gain and output
power of a GaAs MMIC in saturation decrease as its temperature increases. A measurement
of array temperature under normal operating conditions is necessary to determine if a QO
amplifier is likely to fail or have degraded performance due to a high operating temperature.

With the array mounted vertically and under normal DC bias conditions, a small
(0.65mm?) thermal sensor is carefully placed in physical contact with the surface of the

array and the temperature is measured. The temperature is determined mainly by the
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Figure 3.8. Photographs of Arrays A and B with corresponding unit cells enlarged. The size
of the unit cell is 9mm by 9mm (0.9A by 0.9X at 30 GHz).
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DC bias and not the type of RF excitation. Small-signal excitation is most convenient and
therefore, is used for this measurement. The point of contact is not on an actual MMIC since
such contact would destroy that MMIC. The thermistor is connected near the center of the
substrate as close as possible to the center MMIC where the array temperature is expected
to be maximum (see Section 2.3). The maximum steady-state temperatures are measured to
be 69° C and 62° C for Arrays A and B, respectively. The measured temperatures are lower
than expected due to natural heat convection which is not included in the simple theoretical
model.

The temperature is further improved by employing forced-convective cooling. Two
fans with a flow of 1 m?3/minute are added to the previous setup and the operation temper-
ature measurements are repeated. The maximum steady-state temperatures for Arrays A
and B decrease to 39° C and 38° C, respectively. The manufacturer recommends an operation
temperature of 25° C but allows a range from —50° C to 90° C. Based on the measurements
with the cooling fans, the QO amplifiers are capable of handling the heat generated by 36
MMICs without significantly affecting array reliability and performance.

3.2.2 Elements of the arrays To estimate the accuracy of the numerical
design simulations, various individual array components are fabricated on a separate AIN
substrate for characterization. A Cascade probe station and (GSG) CPW probes are used to
measure individual circuits, using a TRL calibration set also fabricated on the AIN substrate.
The components of particular interest are: the CPW line and 90° compensated bend; the
Alpha MMIC; and the slot antenna.

To test the quality of the CPW transmission line, an isolated CPW line is fabricated
on the characterization substrate. Port 1 of the Cascade probe station is connected to one
open end of the CPW line with a CPW probe; port 2 is connected to the other open end.
An HP8510C vector network analyzer is used to measure Si; and Ss; of the CPW line.

The measurements of S;; and So; confirm that the CPW line (with and without the 90°
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compensated bend) performs as expected with loss no greater than 0.4 dB (within calibration
error). The lack of loss confirms that the AIN substrate has a low dielectric loss tangent at
Ka-band and validates the design assumptions used in Sections 2.4.1 and 2.4.2.

The measurement of MMIC gain is similar to the CPW measurement except a
MMIC is placed on the CPW line in between ports 1 and 2 of the probe station and the
MMIC is biased through an external bias line connection. The measured gain of one of

the Alpha AA028P3-00 MMICs is summarized in Figure 3.9. It is important to note the
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Figure 3.9: Measured gain (Sa1) of the Alpha AA028P3-00 MMIC at various bias points.

MMIC under test is connected to the DC bias line, input CPW line, and output CPW
line with bond wires which are configured identically to the connections made in Arrays A
and B. The measured gain of the MMIC therefore includes effects due to the microstrip to
CPW transition (MMIC to substrate transition) as well as the gain of the MMIC. Based on
the measured gain, the MMIC performs as expected with the microstrip-to-CPW transition

made during fabrication.
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The slot antenna is also characterized using the probe station. The measured
resonance of the slot antenna is 32.6 GHz and is shifted 150 MHz (0.5%) from the simulated *

value of 32.75 GHz (Figure 3.10). The expected return loss at resonance is 35dB. The slot
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Figure 3.10. Simulated and measured reflection coeflicient |Si1| of the slot antenna. HP
Momentum is used for the simulation.

antenna has a measured and simulated 2:1 VSWR bandwidth of 3.7 GHz (11%) and 4.3 GHz
(13%), respectively.

3.2.3 Small signal array measurements The RF performance characteri-
zation of the arrays is achieved with three measurements: a small-signal far-field gain mea-
surement, with standard horns; a small-signal near-field gain measurement with hard horns;
and a large-signal far-field power measurement with standard horns. In all three cases, the
experimental setup is essentially the same as described in Chapter 2 (see 2.2). One prac-

tical difference exists; an external amplifier is required to saturate the array in large-signal

I This antenna simulation includes an increase in antenna and CPW dimensions resulting from over etching
in the fabrication process. This is more representative than the original antenna design which (see Figure 2.12)
does not include over etching effects on the physical dimensions of the slot antenna and CPW line.
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far-field excitation as shown in Figure 3.11.

R R

Array
1 @E Eﬁ 2
iPoI a@i zegrsi

Litton Amplifier HNetwork Analyzer

Figure 3.11: Schematic diagram of the QO configuration used in experiments.

Table 3.1. Measured small-signal response with standard horns (a) and hard horns (b). BW
indicates the range over which the arrays have gain. GG, is defined with respect to a passive

array.
(a) Standard-horn small-signal gain measurements.
Array | freq Gain | BW On/Off G,
(GHz) (dB) | (GHz) | Ratio (dB) (dB)
A 31.02 2.1 0.34 34 10
B 3140 6.5 0.50 38 14
(b) Hard-horn small-signal gain measurements.

Array | freq Gain | BW On/Off G,
(GHz) (dB) | (GHz) | Ratio (dB) (dB)

A 30.32 2.0 0.22 25 10
B 31.30 4.7 0.70 35 12

For the small-signal far-field measurement, two 21.5-dB cross-polarized standard
horn antennas are placed 60)\¢ from either side of the array (R; = R, = 60)g). Measure-
ments are performed with an HP8510C vector network analyzer calibrated to a free-space
through. In theory, tuned polarizers should increase the gain of the array by 6 dB by enforc-
ing unidirectional radiation of the slot antennas. Measurements place the actual increase in
gain by the polarizers at 3 dB; each polarizer contributes approximately 1.5 dB of loss. Note
that each polarizer is manufactured from inexpensive computer ribbon cable. Figure 3.12(a)
shows the measured gain of the passive and active arrays with respect to a through calibra-

tion. Measurements are summarized in Table 3.1(a). The average gain G, contributed by
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Figure 3.12. Small-signal gain measurements with standard horns (a) and hard horns (b).
Measurements are with respect to a through calibration.
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the MMIC amplifiers is 10 dB.

Near-field small-signal gain measurements are performed in a similar fashion using
two cross-polarized hard-horn antennas 6)\¢ from the array (R; = R, = 6)g). The hard-
horn antennas provide a uniform field distribution with amplitude and phase variations of
only £1dB and 80° over 98% of the horn aperture[15]. The small-signal hard-horn gain
measurements are shown in Figure 3.12(b) and summarized in Table 3.1(b). The average
gain G, contributed by the MMIC amplifiers is again 10 dB.

3.2.4 Large signal array measurement Far-field large-signal power mea-
surements are performed with standard horns placed 25); from the array. In place of the
network analyzer, an HP83640A synthesized sweeper driving a Litton M-762-00 MMPM are
used to provide the power required to saturate the arrays. The estimated power incident
on the array is 27.7dBm. An HP437B power meter with a high frequency power sensor
(HP8487A) is used to measure the output power. The losses of the cables and connectors
as well as the gains of the horns and feed amplifier are calibrated by measurement. The
effective isotropic radiated powers (EIRP) and output powers estimated from measured ra-

diation patterns are summarized in Table 3.2. Measurement accuracies are £ 1dB. The gain

Table 3.2: Measured saturated response with standard horns.

Array | freq EIRP EIRP P, P,
(GHz) | (dBm) (W) | (dBm) (mW)

A 30.40 49.5 89 25 316
B 31.15 51.6 145 27.1 513

saturation of Arrays A and B is 7.9dB and 7.5 dB respectively.

The maximum saturated output power of the arrays is calculated by dividing the
measured EIRP by the estimated directivity of the array [32]. A value of 24.5dB for the
array directivity is obtained by both the Krauss approximation and the physical area of the
array. The value obtained by Krauss approximation is based upon the large-signal far-field

patterns shown in Figure 3.14. The radiated power includes the loss of the polarizers which
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are an integral part of the QO arrays. By improving polarizer loss, the power could increase
by as much as 1.5dB (or 0.5 W and 0.7 W, respectively).

3.2.5 Far-field patterns Pattern measurements are performed using far-field
standard-gain horn antennas 60Ag from the array. Measurements are performed with polar-
izers under large-signal excitation. The theoretical and measured E- and H-plane patterns
for the passive and active arrays are shown in Figure 3.13 and Figure 3.14 respectively.
Theoretical array patterns are generated by multiplying the array factor of a uniform array
by the pattern of the slot antenna (Section 2.5). The main beam is predicted well for both
arrays in the E-plane. It is believed that the difference in side lobes between theoretical and
measured active array patterns is due to a variation of magnitude and phase at the output
of the MMICs, attributed to different MMIC bias points.

3.2.6 Bias variations across the array Voltage variations are measured
across the bias network without RF input. Figure 3.15 shows the normalized measured
voltage deviation along the bias network at each MMIC due to the bias ladder network.
Voltage variations for Array B match the expected values within 5% relative error based
on Egs.(2.19) and (2.21) with a maximum normalized voltage variation of 88%. Array A’s
vertical voltage uniformity differs from theory due to resistive bus-bar connections. The
resistive bus-bar connections occur at the intersection between vertical and horizontal bias
lines where silver epoxy is required for electrical connection (see Figure 3.8(a)). The silver
epoxy thickness is difficult to control which leads to variations in the resistivity of the bus-bar

connections.

3.3 Summary
This chapter presents a Ka-band quasi-optical power-combining array with 145 W

EIRP or 0.5 W of output power at 31 GHz. The active array consists of 36 unit cells with
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Figure 3.15. Measured normalized voltage levels for Arrays A and B. The lowest normalized
voltage level (black) corresponds to 89% of the applied voltage.

commercial low-power MMIC driver amplifiers. Repeatability of array performance was ex-
amined with respect to bias-network variations on two arrays with identical RF architectures
but different biasing networks. The variation of bias across the arrays causes magnitude and
phase variations at the output antennas. It is believed that these variations contribute to cre-
ating different peak powers (316 mW and 513mW), gains (2.1dB and 6.5dB), and far-field
patterns of the two amplifier arrays which have identical RF designs.

Overall, the performance of both QO amplifiers is worse than expected: the average
gain contributed by the MMICs in the stable array is 10 dB less than the gain of an individual
MMIC; and the maximum output power is 0.5 W which is lower than the expected 2 W, and
oscillations (indicative of mutual coupling) occurred at low bias levels. The array gain is lower
due to instabilities that prevented full DC bias levels from being reached. The measurements
in this chapter confirm that the individual antennas, CPW lines, and MMICs behaved as
designed. The measured DC bias variations agree with theory within 5% relative error.

Despite the fact that individual array components and the DC bias network perform well,
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the paramount question — why the QO amplifiers performance is less than expected — is not
answered in this chapter, and will be addressed in Chapters 4 and 5.

The experiments presented in this chapter are capable of characterizing how well
the QO amplifiers perform, but are incapable of determining the design faults or fabrication
issues which directly cause degraded array performance. Perhaps, performance is influenced
by variations in slot antenna and CPW dimensions between the arrays due to variations
in metalization and processing. Or perhaps, the nearest-neighbor approximation of mutual
coupling used in the design is a poor model of internal array coupling. In essence, based on
far-field measurements, only educated guesses can be made about the internal array problems
that cause poor performance. More information (see Chapter 4) is needed to determine what

went wrong and to improve future QO amplifier designs.



CHAPTER 4

NEAR-FIELD ELECTRO-OPTICAL DIAGNOSIS

In Chapter 3, far-field measurements used to characterize the performance of QO
amplifiers are described. When the QO amplifiers did not perform as expected, the limi-
tations of far-field measurements became obvious — the far-field of an array is the result of
superposition of all array elements which tends to mask the effects of sub-array variations
(up to complete device failure) on overall array performance. This “graceful degradation”,
as it is commonly referred to in the QO community, is usually beneficial since it makes ar-
rays tolerant to sub-array failures [33]. However, the benefit of graceful degradation causes
the problems and difficulties associated with diagnosing array failures based on far-field
measurements.

Figure 4.1 illustrates the type of near-field measurement made possible by an
electro-optic (EO) probe station.! The 2D color map graphically represents the measured
electric field magnitude of a unit cell within a Ka-band QO amplifier as a function of po-
sition. Two maxima, symmetrically located about the CPW feed, are clearly visible. The
theoretical calculation of field intensity shown in Figure 2.11 shows two similarly located
maxima. Note that Figure 2.11 plots field intensity on a variable size mesh (smallest mesh
near slot edges); consequently, the field intensity magnitude is largest near the slot edges.
The expected second resonance of the slot antenna is confirmed by this EO measurement.

The EO probe station is not limited to measuring the magnitude of the electric

IThe EO probe station is the result of work done by Dr. John Whitaker, Kyoung Yang, and Dr. Gerhard
David. The EO probe station is located in their lab at the Center for Ultrafast Optical Science, University
of Michigan, Ann Arbor.
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Figure 4.1. Measured near-field demonstrates the value of electro-optic (EO) probe station.
The x-component of the electric field is normalized and ranges from -20dB (black) to 0dB
(white). An outline of the unit cell is superimposed on the color map. The size of the slot
antenna is 4.15mm by 0.9mm. The spatial resolution of this particular measurement is
93 pm.
fields alone. In fact, both the amplitude and phase information are measured simultaneously.
Figure 4.2(a) plots the phase information which corresponds to the previous Figure 4.1. The
top and bottom sides (green region on right side) of the slot antenna are in phase. Hence,
the desired radiating mode of the slot antenna is confirmed. In contrast, Figure 4.2(b) shows
the phase information for a unit cell of a different array. In case (b), the slot antenna is
positioned on the far left side. The bottom half of the slot (green patch) is 180° out of phase
with the top half of the slot (blue-purple patch). The non-radiating mode of the slot antenna
has this characteristic 180° phase variation. The most likely cause of the non-radiating slot
mode is the airbridge nearest the slot antenna. In some instances, the wire bond fails and
one end of the airbridge slightly lifts from the substrate such that under the microscope it
appears to be in contact.

Figures 4.1 and 4.2 clearly demonstrate the capability of the EO probes station

to observe, by measurement with high spatial resolution at Ka-band, the near-field of an

array, and thereby diagnose sub-array problems that far-field measurements cannot find.
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Figure 4.2. Examples of phase plots [°] that demonstrate the diagnostic capabilities of EO

probe station. The regions that are completely surrounded by a black band are approximately

in phase.
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For instance, a near-field measurement could in principle show which unit cell has a non-
functioning MMIC by observing the near-field of all output antennas and noting which one
does not behave like the functioning unit cell shown in Figure 4.1(a). Unlike the far-field
measurements, the near-field measurements have enough spatial resolution (8 ym or \g/1250
at 30 GHz) to correlate the electric fields to their source. Near-field measurements are not
susceptible to graceful array degradation effects and therefore, are ideally suited to diagnosing
sub-array problems that cause poor array performance.

The goal of this chapter is to understand, based on near-field EO measurements,
why the QO arrays designed in Chapter 2 and characterized in Chapter 3 gave less power
than expected. The chapter begins with a description of the EO probe station. Subsequently,
the results of seven diagnostic near-field experiments, described in Table 4.1, are presented.?
The first experiment in Section 4.2.1 shows how well the hard horn (HH) feed achieves
the desired uniform aperture excitation when the QO array is not present. Once the hard
horn is characterized, the near-field of an entire passive array is mapped (Section 4.2.2) to
gain insight into the importance of proper feed design. The isolation between input and
output antennas which is critical to array stability is characterized in Section 4.2.3. The
effects of bias design on the uniformity of the active array are observed in Section 4.2.4.
Sections 4.2.5 and 4.2.6 summarize the interactions between the feed horn and the array.
The final measurement of mutual coupling effects is summarized in Section 4.2.7. Also, the
link between the near- and far-field is discussed in Section 4.2.8. Based on all the diagnostic
results, possible design modifications which could improve future QO amplifier designs are

summarized in Section 4.3.

2The arrays labeled A and B are the arrays characterized in Chapter 3. Abbreviations are listed: “WG”
is a small waveguide aperture used to excite a single unit cell, “small HH” is the hard horn utilized in
Chapter 3, and “large HH” is a larger-tapered hard horn.
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Table 4.1: A summary of EO measurements used to diagnose array
faults. The first two columns indicate the experiment number and
the section in which they are discussed.

Exp. | Sec. | Array | Probe Feed Feed Scan Comments
Orien. Type Orien. Area
1 4.2.1 none y standard horn y Aperture -
none y small HH y Aperture -
none y large HH y Aperture -
2 4.2.2 | Passive X standard horn y Unit cell 33 | low RF input
3 4.2.3 A y large HH y Full array | 4.23V 4.19A
B y large HH y Full array | 3.57V 4.50A
B y large HH y Unit cell 34 | 3.68V 4.50A
4 4.2.4 B X large HH y Full array | 3.42V 4.46 A
B X large HH y Full array | 3.60V 4.50A
5 4.2.5 A X large HH y Full array | 4.17V 4.19A
B X large HH y Full array | 3.79V 4.52A
6 4.2.6 A X small HH y Full array | 4.27V 4.20A
B X small HH y Full array | 3.56V 4.51 A
B X small HH y Unit cell 34 | 3.56V 4.51 A
7 4.2.7 A X WG y Full array | 4,23V 4.20A
A X WG y Full array | 4.42V 4.20A
B X WG y Full array | 3.56V 4.51 A
B X WG y Full array | 3.57V 4.51A

4.1 Overview of electro-optic (EO) probe station

The experimental measurement system used for the near-field characterization of
quasi-optical amplifier arrays is sketched in Figure 4.3. This type of electro-optic sampling
system has been introduced previously [34, 35, 36], but is summarized here for complete-
ness. The optical beam from a phase-stabilized Ti:Sapphire laser, which has 100-fs duration
pulse output at an 80-MHz pulse repetition rate, is focused inside of the electro-optic probe
crystal [37, 38]. The faces of the probe crystal are polished in order to achieve total internal
reflection of the incident beam, which is detected by a photodiode. The reflected beam is
analyzed to determine the change of its polarization state, which is sensitive to the magni-

tude and phase of the RF electric field that extends into the probe crystal (Pockels effect).
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Figure 4.3: Schematic diagram of EO probe station.

In practice, the laser pulse train passes through a polarizer so that the electrical signal from
the photodiode is proportional to the modulated optical intensity. Harmonic mixing of the
input microwave signal frequency and an integer harmonic of the 80 MHz repetition rate of
the laser (the LO) takes place in the electro-optic crystal and is used to obtain an IF that is
fed into an RF lock-in amplifier [39, 40]. Using phase-locked-loop electronics in the stabilized
laser system, one is able to synchronize the CW signal from a microwave synthesizer to the
laser pulse train, with the small offset frequency (i.e., the IF) providing the time delay for the
sampling gate. Measurements in amplitude and phase are then performed simultaneously as
the computer reads the output of the two channels of the lock-in amplifier, which uses the
output of a low-frequency synthesizer, also synchronized to the laser electronics, to maintain
a phase reference.

Two types of electro-optic probes are fabricated from Bismuth Silicate (BSO) and
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Lithium Tantalate (LiTaOs). These crystals allow the determination of three orthogonal
electric field components above the antenna under test (BSO for the normal field and LiTaO3
for the two tangential fields). The crystals have a tip area of 40 yum x 40 ym for the BSO
and 20 pm x 10 pm for the LiTaOs.

The device under test (DUT) is mounted on a computer-controlled x-y translation
stage, and a typical scan over an array of several square inches takes between 30 to 60
minutes, depending on the exact size and desired resolution. The spatial resolution of the
field-mapping technique has been demonstrated to be 8 um, although it is not necessary
to scan fields with this level of detail for the measurements described herein. In addition
to the two-dimensional movement of the DUT, the optical components allow the probe to
have freedom of movement in the vertical direction, in order to achieve a three-dimensional
field-mapping capability. The minimum detectable voltage is measured to be about 0.5mV,
or -45dBm, and the sensitivity is 40 mV/\/E.

In terms of the effect that the electro-optic probes have on the field at the probing
location (i.e., in terms of the invasiveness of the probe), it is expected that the dielectric
crystals will disturb the field pattern much less than a standard metal waveguide or dipole
probe. Nonetheless, the BSO and LiTaO3 probes do have high values of relative permittivity,
in excess of 40 for both crystals, and thus can be expected to have some influence on local
fields [41]. However, it is also true that in numerous instances, for both guided [34, 42] and
radiated fields [43], electro-optic measurements have been demonstrated to be in excellent

agreement with known or expected field behavior and with computational results.

4.2 EO diagnostic measurement results for QO amplifiers
Figure 4.4 shows actual pictures of the EO probe station without (a) and with (b)
an array present. In all measurements, the input side of the array faces down, towards the

RF feed; consequently, the EO probe station measures only the output-side near-electric field
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(a) Typical setup with WG excitation (b) Typical setup with small hard-horn ex-
citation

Figure 4.4. Configuration of EO probe station used for the diagnosis of array faults. (a)
shows the EO probe station without an array (the WG feed for the array is visible). (b)
shows the EO probe station with Array B in place.

of the array. The output side of the array lacks metalization and is visible in Figure 4.4(b).
The EO probe crystal is positioned approximately 130 ym from the array output surface (see
Figure 4.5 for scale). The RF feed horn is positioned beneath the array and is connected to
an HP synthesized sweeper with a coaxial cable. This sweeper does not work above 20 GHz
so a passive frequency doubler is required to increase the frequency to Ka-band. Due to
cable losses and the frequency doubler, the maximum available power at the input of the
RF feed horn is -2dBm. Recall that the RF operation frequency of the EO probe station
(fo) must be an integer multiple of the laser pulse repetition rate (f. = 80 MHz) and the IF

offset (IF = 3MHz). The sweeper frequency (fs) is determined from fy as follows

fs:Z|:f0:| IE

2fr fr+7 (41)

where Z(z) returns the nearest integer value to z. Since each array operates optimally
at slightly different frequencies (fp) which are determined from the small-signal measure-
ments summarized in Table 3.1, Array A and B are excited with sweeper frequencies (fs) of
15.521 GHz and 15.6815 GHz, respectively.

The definitions of array, horn, and EO probe orientations are defined by convention.
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Figure 4.5. The relative dimensions of the array, EO probe tip, and horn aperture are drawn

to scale in a perspective view.

An x-directed array orientation is equivalent to stating that the polarization of each input
slot antenna in the array is parallel to the x-axis. The polarization of the feed horn is
always oriented parallel to the array orientation and should be assumed as such for the
remainder of this chapter. The EO probe orientation is defined by the field component that
EO probe station is configured to measure. For instance, a y-orientation of the EO probe
means the EO probe tip is oriented such that the EO probe station measures predominantly
the y-component of the electric field.

The EO diagnostic measurements performed on the passive and active arrays are
summarized in remaining sections. Note that all EO amplitude maps are plotted with the
same scale; the normalized electric field varies from -20dB to 0dB and the corresponding
color scale varies from black to white, respectively.

4.2.1 Feed horn characterization Both the phase and amplitude of a hard
horn are designed to be uniform across its radiating aperture [15]. Uniform aperture distri-
bution is necessary to uniformly excite the QO arrays and to achieve optimal QO amplifier
array output power performance. The uniformity of the horn aperture is tested by measur-

ing the near field of the horn aperture radiating into free space. By allowing the horn to
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radiate into free space, any interactions (standing waves) between the array and the horn are
removed from the experiment and the performance of the horn alone is characterized. This
is achieved by placing the EO probe tip as near to the horn aperture as is possible without
the array present. The EO probe tip polarization is then aligned with the polarization of
the horn under test and an EO measurement is completed.

The measured phase of the three different horns used to excite the QO amplifiers is

summarized in Figure 4.6. The EO phase map of the standard horn aperture, Figure 4.6(a),

(a) Standard horn aperture (b) Small hard horn aperture

-150 -100 -50 ©0 30 100 150

o
(c) Large hard horn aperture (d) Phase scale (°)

Figure 4.6. Measured EO phase maps [°] of three horn aperture feeds are shown. The
standard linear-tapered far-field horn (a) aperture is 69 mm by 51 mm. The small hard horn
(b) and large hard horn (c) apertures are 45 mm by 40 mm and 69 mm by 51 mm, respectively.
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shows a large phase variation. This confirms the fact that the standard horn is designed
for far-field gain and not near-field uniformity. Recall, the standard horn was used to excite
the array in the far-field and was never intended for near-field use. On the contrary, the
two hard horns show better phase uniformity. Ideally, the color of each hard horn phase
plot should be uniform. Figure 4.6(b) shows a slight variation (green patch) which might
indicate a problem with the small hard horn. Figure 4.6(c) shows a a similar variation which
is concentrated near the lower half of the aperture. These variations may be due to some
tilting of the horn when mounted in the EO probe station — at 31 GHz, a phase variation
of 10° across the horn aperture corresponds to only 0.3 mm which is less than 1° tilt of the
horn. Note that the horn should have been rotated 180° and re-mapped to confirm with
certainty whether or not the horn was tilted.

To quantify the amplitude variation across each horn aperture, a cross section along
the x-axis through the center of each aperture is taken from each EO data set and plotted

in Figure 4.7. Figure 4.7 shows that there is at least a 5 dB amplitude variation across the
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Figure 4.7. Measurement of co-polarized electric field amplitude [dB] for three different feed
antenna apertures radiating into free space.
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aperture of each feed horn radiating into free space which will certainly have a degrading
effect on QO amplifier performance.

4.2.2 Passive array near-field measurements The passive array from
Chapter 3 is mounted in the EO probe station. The array is oriented in the x-direction
and the EO probe tip is oriented in the orthogonal y-direction. This setup measures pre-
dominantly the co-polarized electric fields of the output antennas and the horizontal CPW

lines.

Figure 4.8: EO amplitude map for a unit cell in the passive QO amplifier array.

Figure 4.8 gives the result of the EO measurement of the passive array. The EO
amplitude map shows little signal above the noise level. The near-field of the output antenna
(lower right) is barely discernible. The reason for the low signal levels must be due to the
fact that the RF input to the feed horn is too low. In future experiments, this could be
improved by adding an external amplifier to the input of the feed horn — an expensive but
practical solution.

The failure of this experiment is included to both demonstrate a limitation of the

EO probe station and offer a reason to pursue this measurement in the future. Originally, the
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goal of this experiment was to measure the electric fields along the CPW line and observe
standing waves. Observation of standing waves would have been useful for determining
how well an antenna is matched to the CPW line in an array environment. This would be
an improvement in understanding over numerical models and the measurement of a single
isolated antenna. Recall that the measurement of Si; for a single-isolated slot antenna,
presented in Figure 3.10, did not take into account any mutual coupling effects and in
addition, the numerical models of mutual coupling (see Section 2.7) are limited to a few
elements. Understanding mutual coupling and its affect on QO amplifier power performance
may be best understood through EO measurements over entire arrays.

4.2.3 Measurement of isolation between antennas The EO probe sta-
tion is configured to measure the isolation between input and output antennas within the
active arrays. Specifically, the active array and EO probe tip are both oriented in the y-
direction. The input antennas should in principle have RF levels of the same order as the
passive array (low levels). If the isolation between antennas is poor, a large fraction of the
amplified power from each output antenna is coupled back into each input antenna. There-
fore, the near field of the input antennas (which the probe is set to measure) should increase
above the levels seen in the passive array, if poor isolation conditions exist.

A series of EO isolation measurements utilizing the large hard horn are summarized
in Figure 4.9. Both active arrays (Array A and Array B) have similar near fields as in
the passive array, in the sense that the the RF power levels are low. Hence, the output
antenna does not couple enough power back into the input antenna to raise the RF levels
significantly above the noise of the measurement. At best, this measurement only suggests
that the coupling between input and output antennas is low.

As in the passive array experiment, another limitation of the EO probe station
is documented. Further experiments are needed to be able to conclude that the isolation

between input and output antennas is better than the design specification of 20 dB.
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(c) Unit cell of active Array B

Figure 4.9. EO amplitude [dB] maps showing the y-polarized electric field magnitude, parallel
to the input antenna polarization, of the active arrays under large HH excitation.
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4.2.4 Bias-level effects on active array  The bias level variation across the
array was previously presented in Chapter 3. The DC voltage was measured as a function of
position along the bias lines but the actual effect that this variation had on the RF output
of the individual antennas was not determined. The EO probe station can remedy this by
measuring the RF output of every unit cell.

Array B is placed in the probe station and two EO measurements are taken. The
two measurements are taken at low and high DC power supply levels. Array B is oriented

in the y-direction and the EO probe tip is oriented in the x-direction. Figure 4.10(a) shows

(a) Array B with bias of 3.42V and 4.46 A (b) Array B with bias of 3.60V and 4.50 A

Figure 4.10. Effect of array bias level on output antennas under large HH excitation is
shown. The y-component (co-polarized with the output slot antennas) of the electric field
is measured and the resulting EO amplitude map [dB] is shown for two different DC bias
levels: (a) low bias and (b) high bias.

that only part of Array B is active at the lower bias level. As the bias level increases, more
of the elements become active [see Figure 4.10(b)]. As expected, the variation in DC bias
causes the decrease in gain of the MMICs which results in the decrease of power from each
output antenna. Not all of the unit cells (top two rows) are active at the highest bias level

due to the non-uniform hard-horn amplitude distribution (recall Section 4.2.1).
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(a) Array A with bias of 4.17V and 4.19 A (b) Array B with bias of 3.79V and 4.52 A

Figure 4.11. Measured EO amplitude maps [dB] under large HH excitation. The probe is
oriented to measure the x-component of the electric fields parallel to the output slot antenna.

4.2.5 Near field of active arrays with large hard horn feed Figure 4.11
shows both active arrays excited by the large hard horn. Comparing Figure 4.11(a) and
Figure 4.11(b), it is observed that more of the unit cells are excited in Array A than in
Array B. This is contrary to the expected result since Array B has the highest small-signal
gain [recall Table 3.1(a)] under far-field illumination. Note that Figure 4.11(a) shows evidence
of unwanted substrate modes in the lower edge of the array. Perhaps a non-uniform feed
illumination breaks symmetry and encourages substrate modes. Recall that the far-field H-
plane pattern measurement given in Figure 3.14(b) has unexpected side lobes at 90° which
can be explained by these substrate modes.

4.2.6 Near field of active arrays with small hard horn feed Contrary
to the previous large HH experiment, more elements are excited in Array B than Array A
(see Figure 4.12) when the small hard horn is used. The surprising result is that the highest
output amplitude occurs on the far right side of the array which is farthest from the DC

bus bar. Elements farthest from the bus bar are expected to have the lowest bias voltage
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(c) Unit cell of Array B

Figure 4.12. Measured EO amplitude maps [dB] under small HH excitation. The probe is
oriented to measure the x-component of the electric fields parallel to the output slot antenna.
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and therefore, lowest gain. Perhaps the feed horn was misaligned with the array in this
experiment.

Closer inspection, using a different log scale, clearly demonstrates that the relative
excitation among unit cells is less uniform than expected. Figures 4.13(b) and (c) show two
slices of the EO map (a). The x-slice plot (b) shows an amplitude variation which looks
suspiciously like the horn aperture variation (first shown in Figure 4.6 and re-plotted here
for clarity). The non-uniform electric-field amplitude of the hard horn adversely affects the
excitation of the active QO amplifier.?> The x-slice also clearly shows excess RF on the bias
line at £ = 0 mm, comparable in amplitude to the nearest radiating output slot antenna. It
is clear that the bias network needs to be redesigned.

4.2.7 Coupling measurement An attempt at measuring mutual coupling
effects within QO amplifier arrays is presented in this section. Ideally, with no mutual
coupling, if a single unit cell of an array is excited, adjacent unit cells will be unaffected and
there will be no electric field induced in those adjacent unit cells. In reality, due to mutual
coupling effects, the adjacent cells are affected and some induced electric field is present.
The effects of mutual coupling can then, in principle, be studied by measuring the induced
electric fields in the adjacent unit cells.

Figure 4.4(a) shows the implementation of the EO probe station that is used to
excite a single unit cell and observe the induced electric field due to mutual coupling. Rather
than exciting the entire array with a hard horn, a small waveguide (WG) aperture is used to
excite a single unit cell within the array. The QO amplifier array is removed for discussion
purposes in the figure to help visualize the location of the WG feed. The QO amplifier
is actually present during all coupling measurements. The WG feed can be positioned at
arbitrary locations under arbitrary unit cells within the QO amplifier. The polarization of

the WG feed is aligned with the polarization of the input slot antenna (y-direction) for all

3Note that in these and future measurements, the horn should be rotated 180° to confirm that the
amplitude variation is really due the horn feed alone.



Normalized Electric Field [dB]

-10 +

B0

45

40

35

30

y [mm]

20

15

10

(a) x-directed electric field (dB)

Array B fed by small HH
Small HH only

LA

40 60 80 100
x [mm]

(b) x-slice of EO map; x=55 mm

Normalized Electric Field [dB]

-10 +

100

20 40 60
y [mm]

(c) y-slice of EO map; y=33 mm

Figure 4.13. EO amplitude map [dB] of Array B is re-plotted with a different scale. The
horizontal line shown in (a) represents the position of the x-slice. The vertical line shown
in (a) marks the position of the the y-slice. The intersection of the horizontal and vertical

lines is the location of the maximum measured output field.
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the measurements.

Both of the active arrays (Array A and B) are characterized by this technique (see
Figure 4.14) under two different WG feed locations. In the first configuration, the WG feed
is in the center of the array, and in the second one, the WG feed is near the corner of the
array. The location and relative size of the WG feed is superimposed on each of the color
maps. Note that the placement of the feed in relation to the input slot antenna is difficult
to precisely align in practice. Figure 4.14 reveals that the electric fields decrease by at best
10dB between unit cells; however, both arrays are designed to have isolation greater than
20dB based on computer simulations (Section 2.7). The isolation is therefore worse than
expected.

What is the dominant coupling mechanism which affects isolation? When the WG
feed is at the center, Array B has less elements excited than Array A [compare Figure 4.14(a)
and Figure 4.14(c)]. In both arrays, the induced fields tend to be confined along rows.
Curiously, the row that is excited in Array A is not the same row in which the WG feed
is located but rather the row below the WG feed. The output antenna therefore does not
tend to couple into the nearest input antenna along the same row but rather into the input
antennas below. This is further observed in Figure 4.14(b); when the WG is moved to the
corner of the array where there are no rows below, only fields in the nearest unit cell along
the same row are induced. In the case of Figure 4.14(d), the WG is placed in the upper
right corner of the array. Unlike Figure 4.14(b), there is an input antenna below the output
antenna and the unit cells are excited in a vertical fashion. The combination of these facts
suggests that the dominant effect of mutual coupling occurs between the output antenna and
the input antenna located directly below that same output antenna. Based on numerical
simulation, these two antennas should have 30dB isolation. There is a bias line which is
located between the coupled input antenna and the nearby output antenna. The bias line

promotes coupling between the two antennas.
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(a) Array A, WG feed in center. (b) Array A, WG feed in lower left corner.

(c) Array B, WG feed in center. (d) Array B, WG feed in upper right corner.

Figure 4.14. Study of inter-element coupling based on EO amplitude [dB] measurements un-
der waveguide (WG) aperture excitation is summarized. The aperture of the small waveguide
feed is drawn to scale and is superimposed on each color map as a green rectangle.
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Array A and Array B differ predominantly in their corresponding bias line designs.

Array B has a bias line with more shorting capacitors and air bridges than Array A. Based on

these EO measurements (Figure 4.14(a) and Figure 4.14(c)), Array B is better at reducing

the effects of coupling than Array A. This fact suggests that a better bias line design is needed
which further reduces the effects of mutual coupling between input and output antennas.

4.2.8 Calculation of far-field radiation pattern This section presents a

method of calculating the far-field radiation pattern from near-field measurement data. The

far-field radiation pattern can be determined from the magnetic surface current density (]\Zfs)

of an aperture [16]. Specifically, the far-field electric field is given by
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The magnetic current is directly proportional to the electric field (amplitude and phase)
measured by the EO probe station. The far field is typically normalized to a peak value so M, s
is replaced by the measured electric field data. Since the measured electric-field is discrete,
the double integral is approximated by the corresponding double sum. The calculation of
the far-field is simplified by the fact that the sources are located only in the plane of the
array (f’ = 90°). One limitation of the EO probe station is its inability to measure the
absolute values of all three (x,y,z) electric field components simultaneously; consequently the
cross-polarized components of the electric field are ignored in this calculation.

The calculation of the far-field pattern based on Eqn.(4.2) is performed using two

different EO measurement data sets. The first data set utilizes the near-field data from the
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measurement of the unit cell shown in Figure 4.12(c). The second uses data from the entire
active Array B shown in Figure 4.12(b). Figure 4.15(a) demonstrates the ability of the EO
probe station to predict the far field due to a single slot antenna in an array environment.
Note that the E-plane would be omni-directional if not for the AIN substrate. Figures 4.15(c)
and (d) show the calculated far fields of active Array B. The number of side-lobes agrees with
the expected Array B radiation pattern but the absolute side-lobe levels do not agree. The
disagreement is due to the fact that no polarizers are used in the EO measurements which
makes a direct comparison with the actual far-field pattern measurements of Section 3.2.5
difficult. Note that the 3-dB beamwidth of the array is calculated to be 16.2° from the EO

measurement data which is 6.4° larger than expected.

4.3 Conclusions and possible design improvements

The EO probe station proved to be valuable in determining the near-field of QO
amplifier arrays and diagnosing problems. There is sufficient detail in the EO measurements
to see if a CPW line is radiating or even to see if the mode of the slot antenna is anti-
resonant. Complicated interactions between the various elements in an amplifier array were
measured and visualized: hard-horn feed interaction with output slot antenna, single unit
cell excitation with coupling to nearest neighbors, and output slot coupling RF onto nearby
bias line, to name a few examples presented in this chapter.*

Table 4.2 summarizes problems with the QO array designs based on EO measure-
ments and suggests possible design improvements. The DC bias has design flaws which result
in excessive DC voltage variation and RF power coupling onto the bias lines. The problem
of bias variation was discussed in Chapter 3 and based on Section 2.6, this can be improved

by reducing bias-line resistance. The RF power on the bias lines is of more concern and is

41t is interesting to note that these interactions are difficult to study numerically with the current state
of the art in computational electromagnetics. Therefore, the EO probe station could be even more useful if
it were used to better understand these interactions. For instance, future experiments could be devised to
study mutual coupling.
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Figure 4.15. Normalized far-field radiation patterns [dB] are calculated from the measured
near-field data without polarizers.



106

Table 4.2: Possible design improvements based on EO experiments.

Problem Possible remedy
Non-uniform DC Reduce ohmic losses by using thicker metalization
RF on bias lines Move output slot farther away from bias line

Add more shorting capacitors along bias lines
Shield the bias line from RF
Non-uniform output | Improve hard horn

antenna excitation Use far-field feed

across array Use Gaussian lens feed system
Use lower gain MMICs
Substrate modes Reduce substrate thickness more

Photonic band gap substrate? (Difficult with AIN)

a major reason why the array oscillates before the maximum gain of each MMIC is realized
in actual array operation. Some solutions to remove the RF from the bias lines are to move
the output antenna farther away from the bias line, add more capacitors along the bias line
to short any RF to ground, or use lower gain MMICs. Moving the bias line farther away is
not a good solution since the unit cell is already large and this leads to unwanted radiation
side lobes. The addition of capacitors was tried and had limited success. More effort needs
to be put into designing an effective RF shield for the bias lines.

The non-uniform amplitude problem is partially due to the hard horn feed. The
present hard horns used for the measurements are too small. The hard horn aperture has a
smaller area with uniform phase and amplitude than the physical area of the current arrays.
There is as much as 5dB variation in amplitude across the array due to the small size of
the hard horn. The hard horn needs to be redesigned with a larger area of uniform phase
and amplitude. Another solution may be to replace the hard horn feed with a Gaussian lens
system which is capable of producing a larger uniform beam for excitation of the array but
this makes the entire QO system larger.

The last problem of substrate modes is not easily removed. The use of thinner
substrates may help reduce the amount of power lost to substrate modes. Substrate modes

can never be eliminated by simply decreasing the substrate thickness since no cutoff frequency
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exists for thin dielectric substrates. However, photonic band gap (PBG) substrates are known
to suppress substrate modes at certain frequency bands [44]. PBGs are created by selectively
placing holes in the substrate at regular intervals. AIN is not a suitable substrate for this
PBG technique since it is a ceramic which is weakened by holes. If a PBG substrate were
to be used the entire design process of Chapter 2 would have to be repeated using a new
antenna design, a new study of coupling on the PBG substrate, determination of thermal

properties, etc.



CHAPTER 5

A KA-BAND QO AMPLIFIER WITH A NEW MMIC AND BIAS NETWORK DESIGN

Based on the far-field measurements (Chapter 3) and near-field diagnostics (Chap-
ter 4) of the QO amplifiers, discoveries were made which explained the performance problems
of the first QO amplifiers presented in this thesis. Those discoveries suggest that some basic
design alterations may be possible which should improve the QO amplifier stability, gain,
and power performance (recall Table 4.2). In this chapter, the QO amplifier is redesigned,
fabricated, and characterized. The goal is to make this QO amplifier stable at full bias, and

therefore, achieve greater output power than the previous arrays.

5.1 Design

The QO amplifier design presented in this section is an evolutionary change from
the previous QO amplifiers of Chapter 2. This new design builds upon previous successes and
concentrates effort onto eliminating observed failures. The previous design succeeds in three
areas: the slot antenna on AIN is well matched (Figure 3.10); the triangular 0.9 A array layout
yields acceptable side lobe radiation levels (Figure 3.13); and the thermal properties of the
AIN substrate keep the active array within safe thermal operating conditions for the MMICs
under maximum bias conditions (Section 3.2.1). Therefore, the antenna design, triangular
array lattice, and the AIN substrate need not be changed. The previous design has four
main flaws: the prior Alpha AA028P3-00 MMIC amplifier is outdated by recent advances in

MMIC technology that can achieve higher power at lower cost; the resistive ladder network



109

comprised of DC bias and MMIC impedance has at most 10% bias variation across the array
(Figure 3.15); the DC bias lines fail to suppress RF coupling completely [Figure 4.14(d)];
and the hard-horn near-field feed causes a large non-uniform array excitation (Figure 4.13).
Remedies to these observed design flaws are used to determine a new and improved design

The new design is summarized in Figure 5.1. As mentioned earlier, some parts of
the QO amplifier remain unchanged from the previous designs (Arrays A and B): the same
254 pm (10mil) AIN substrate is used; the second-resonance slot antenna is still 4.15 mm long
and 0.9 mm wide; the CPW lines have dimensions of Wepw = 225 um and Scpw = 75 pum;
and the triangular array lattice utilizes a 9mm unit cell size. The obvious changes to the
array design are the new MMIC, dual bias, removal of vertical bus bar, addition of insulator,
and addition of Cu shield. Each of these design changes will now be explained.

Of the currently available MMICs (recall Table 2.1 from Chapter 2), the Alpha
AA032P1 MMIC is chosen to replace the Alpha AA028P3-00 MMIC. The Alpha AA032P1
MMIC is half the cost, has 8 dB more output power, and has 5 dB less gain than the previous
Alpha AA028P3-00 MMIC. The new MMIC has a gain (S2;1) of 14dB which is equal to the
maximum average gain contributed by the Alpha AA028P3-00 MMICs in the previous active
arrays (recall Table 3.1 from Chapter 3). The previous arrays became unstable when the
average MMIC gain increased above 14 dB. By choosing a lower gain MMIC with higher
output power, the QO amplifier should be stable at full DC bias levels, and therefore, more
output RF power should be achievable.

The DC bias is completely redesigned to correctly supply the new dual bias MMIC,
to reduce array DC voltage variation, and to suppress RF coupling. Separate drain and
gate lines are required by the Alpha AA032P1 MMIC and are shown as horizontal lines in
Figure 5.1. Unlike the previous design which has a single vertical bus bar (recall Figure 2.3,
page 30) that connects the bias lines for each row together on the substrate, each row in

the new array has an independent set of bias lines (drain and gate) that separately connect
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Figure 5.1. Final design of the improved amplifier array is shown. The unit cell dimensions

are 9mm by 9mm. The unit cells are arranged in a triangular lattice. Each Alpha AA032P1

MMIC requires dual (drain and gate) DC bias. Each bias line is covered by a thin electrical

insulator (blue rectangle) and a copper (Cu) shield to reduce coupling.
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to the DC power supplies by means of the large drain and gate pads. The elimination of
the vertical bus bar from the thin metalization of the substrate forces the variation in DC
voltage to be constrained by only the number of elements in a single row and not by the
total number of array elements. Since there are fewer elements (5) in a row as compared to
the number in the entire array (30), the DC voltage variation can more easily be controlled
and designed. Specifically, the drain line width (0.7mm) is designed to have less than 5%
DC voltage variation along a row using Eqn.(2.19). The width of the gate line (0.24 mm) is
smaller since little current flows into the gate of each MMIC; the bias variation of the gate
is well below 1% with this design.

To better suppress RF bias line coupling, a RF shield is fabricated on top of the
individual bias lines. The bias line shield consists of a thin insulator that is placed on top of
the DC bias lines on which a uniform metallic copper layer is deposited. The shield acts as a
distributed capacitor which tends to short any RF on the DC line to ground, and therefore
eliminate RF bias line coupling. In addition to the bias shield, discrete capacitors are still
placed as near as possible to each MMIC and its bias line stub connection (as was done in
Arrays A and B previously).

The remaining problem that needs to be addressed is the hard-horn feed and its
inability to produce a uniform array excitation. Recall from Section 1.3 that an alternative
to the hard-horn feed system is the Gaussian beam system which promises a uniform array
excitation with low feed loss. Therefore, a Gaussian beam system is used in this chapter to
characterize the new array design. However, before measurement results can be given, the
details of the fabrication of the new array need to be summarized. For convenience, the new
array (Figure 5.1) that is fabricated will be referred to as Array C for the remainder of this

thesis.
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5.2 Fabrication

Most of the fabrication steps required to make Array C are familiar and unaltered
from the fabrication steps previously documented in Chapter 3, Section 3.1. Therefore,
the material presented in this section concentrates on explaining the new fabrication details
involved in making Array C. The main new fabrication challenges are the addition of the
bias line shield and the improvement of the jig which provides DC bias while simultaneously
holding the fragile AIN substrate securely.

5.2.1 The bias line shield There are three steps involved in the fabrication
of the bias line shield: etching bias lines, CPW lines, and slot antennas; deposition of the in-
sulator layer; and the deposition of the Cu shield layer. In all three cases, a photolithography
step is required and positive AZ4210 photoresist (PR) is used.

The first step is to etch the gold (Au) from the AIN substrate to form the bias lines,
slot antennas, and CPW lines. An identical procedure as described in Chapter 3.1.1 except

with the different design mask for Array C yields the unit cell pictured in Figure 5.2. The

Figure 5.2: Photograph of a unit cell of Array C prior to bias line shield fabrication.

picture shows that the Au (yellow) metalization is removed from the AIN (grey) substrate

to form the basic features of the Array C unit cell. The input and output antennas are now
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visible along with the CPW transmission lines. The fat drain bias line and the thin gate
bias line are visible above and below the MMIC and capacitor alignment markers.

The second step is to deposit the electrical insulator on top of the bias lines using the
insulator mask show in Figure 5.3(a). The final step in the bias shield fabrication is to deposit

a conductor on top of the insulator with the Cu shield mask [see Figure 5.3(b)]. Rather than

Small alignment marker Small alignment marker

Insulator gaps Insulator gaps

Cu deposition (previously used mask)

Large alignment markers Large alignment markers

Other Drill hole Other Drill hole

(a) Insulator (NR61) shadow mask (b) Shield (Cu) shadow mask

Figure 5.3. The two shadow masks required for the bias line shields; (a) the insulator mask,
(b) the shield mask. The small alignment marker for masks (a) and (b) is actually a single
0.51mm (20mil) diameter drill hole. The alignment of either mask to the AIN substrate is
accomplished by aligning the 0.51 mm (20 mil) hole with the small alignment cross etched
into to AIN substrate prior.

printing these masks on clear mylar sheets, both the insulator and the Cu shield masks are
milled from 0.38 mm (15mil) thick Rodgers TMM6 substrate to make shadow masks. The
reasons for the shadow mask (a mask with physical gaps) as opposed to the mylar mask
(a mask with no physical gaps) are due to the way that the insulator and the copper are
deposited and will become apparent shortly. TMM6 (as opposed to soft substrates or even

thick metals) is chosen because of one advantageous reaction it has to milling; all milled gaps

in TMMG6 have sharp crisp edges.
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Both the insulator layer and the Cu shield layer must be aligned with the bias
lines already etched onto the AIN substrate. Alignment of either shadow mask and AIN
substrate is accomplished utilizing the small alignment AIN cross (see Figure 5.1) and the
small 0.51mm (20mil) alignment hole of the shadow mask (see Figure 5.3). A custom
shadow mask jig (shown in Figure 5.4) is necessary for mask alignment. The shadow mask
jig consists of three plates. Rough mask alignment is accomplished by placing the AIN
substrate on the bottom plate, the middle plate is placed around the AIN substrate, then
the shadow mask is placed in the window formed by the middle plate. Fine alignment of
the mask is completed using tweezers under a microscope looking at the small alignment
markers. Once everything is aligned, the top plate of the shadow mask jig is bolted on top of
the Bottom-AIN-mask-Middle stack. A final check is accomplished by looking through the
top plate alignment window under the microscope which should confirm that the holes are
aligned. For reference purposes, this procedure is referred to as the shadow mask alignment
procedure for the remainder of this thesis.

Note that the shadow mask alignment procedure is tedious but yields acceptable
results as demonstrated in Figure 5.5. The tolerance in the x-direction is allowed to be
large (1 mm) but the critical alignment in the y-direction is much smaller (0.1 mm). The
photograph shows the result of an actual shadow mask alignment process after the mask
is removed and the positive photoresist remains. The alignment is measured to be within
acceptable tolerances since Az = 0.2mm and Ay = 0.1 mm.

The insulator is now placed onto the AIN substrate in two stages summarized in
Figure 5.6. Beginning with a clean AIN substrate [Figure 5.6(a)], positive AZ4210 photoresist
is spun onto the substrate at 2000 RPM for 30 seconds and baked at 90° C for 20 minutes.
The insulator mask [Figure 5.3(a)] is then aligned to the substrate using the substrate align-
ment procedure and exposed to UV light for 120 seconds. The substrate is removed from the

jig and developed in AZ400K for 65 seconds which is followed by a postbake for 20 minutes



115

Screw holes

Window for AIN and mask ———

(a) Bottom (b) Middle

Alignment windows
wieses 8

Mechanical supportsto
hold mask firm

(c) Top

Figure 5.4. The shadow mask jig; (a) bottom layer is a rigid-solid FR4 backing plate on
which the AIN substrate rests, (b) the AIN substrate and the desired shadow mask are
roughly aligned in the middle window, (c) the top layer is bolted over the entire stack to
mechanically secure the shadow mask onto the AIN substrate.
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Mask Fixture

" Positive PR mas

| Au
DCgaepad

Figure 5.5. Photograph demonstrates the alignment tolerance of shadow mask. The large
alignment cross (3 mm by 3 mm) is shown on the left side of DC pad. Az and Ay are ideally
zero when the mask and the AIN perfectly align with each other.

at 120° C. Finally, the substrate is ready for the insulator [see Figure 5.6(a)].

Many different electrical insulators were tried but proved to be unsuccessful. By
accident, one particular material, Norland NR61 optical adhesive, proved to work."! Norland
NR61 is a liquid that hardens when exposed to UV light. The problem with Norland NR61 is
that it has to be painted onto the substrate with a fine needle by hand under the microscope
(a process which takes approximately two days for 6 bias lines). Otherwise, the process
works well because of surface tension of the NR61 which causes the NR61 liquid to repel
from positive photoresist. Once the bias lines are painted with NR61, the substrate is placed
under a UV lamp for 20 hours and then the substrate is baked in a 50° C oven for 7hours.
The thickness of the NR61 insulator is measured to be 50 um.? The final result after removing

the positive photoresist with acetone is shown in Figure 5.6(c).

1Jim Vian suggested that Norland NR61 be tried. He had been using Norland NR61 for a different
purpose (mounting optical fibers). It had favorable mechanical properties which made it suitable for the bias
line insulator.

2Tdeally, the insulator thickness should be much smaller than 50 um but was the best that could be
accomplished by the author. Note that in [45] a thinner (20 pum thick) low-permittivity photosensitive
Heraeus ink (KQ 110) was used to make dielectric bridges for CPW transmission lines and in [46] a more
involved process (MCM-D) was used to achieve an even better 2 um. Possibly, the Heraeus ink could be used
to simplify future bias line shield fabrication and to improve RF performance by decreasing the insulator
thickness.
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Mask fixture

(a) Bare bias line (b) After photoresist mask step

Mask fixture

(c) After insulator deposition

Figure 5.6. Photographs of the insulator; (a) before the photoresist is deposited, (b) after
the PR is deposited, (c) after NR61 insulator is deposited and PR removed.
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The final step of placing copper onto the NR61 insulator is accomplished with the

Cu shield mask [Figure 5.3(b)] and the steps are summarized in Figure 5.6. Again positive

(a) Before Cu deposition (b) After Cu deposition

Figure 5.7. Photographs before and after the Cu deposition step. The mask fixture holds the
Cu shadow mask on top (a) of the AIN substrate. The PR is not visible since it is aligned
underneath the Cu shadow mask. After Cu deposition (b), the Cu on the insulator (NR61)
is clearly visible due to the smooth NR61 insulator beneath.

photoresist is placed onto the AIN substrate, developed with the Cu shield mask, and the Cu
shield mask is returned [as shown in Figure 5.7(a)] to the shadow mask alignment jig. At this
point, the shadow mask alignment jig with the substrate is taken to Lockheed Martin where
copper is sputtered onto the substrate [47]. The result is shown before the shadow mask is
removed in Figure 5.7(b). Next the array is removed from the shadow mask alignment jig,
the positive photoresist is removed with acetone and any excess copper is scrapped away
with a needle point. The completed bias line shield is shown in Figure 5.8. The Cu shield on
top of the NR61 insulator is visible on the upper and lower bias lines. The NR61 insulator
boundary is delineated by the black dotted lines since the NR61 is transparent. The actual
bias stubs extend beyond the NR61 insulator boundary for DC bias line to MMIC bond wire

connections.
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NR61 "\

Gate Bias

Drain Bias

Figure 5.8: A photograph of passive unit cell after the bias line shield is completed.

5.2.2 Substrate and DC bias jig The assembly of the QO amplifier array
(see Figure 5.9) begins by placing the AIN substrate, with completed bias shield, into the
QO amplifier jig. The jig provides both mechanical support for the AIN substrate and DC
bias through 4-terminal male Berg snap connectors. The front-side view Figure 5.9(a) shows
each of the two Berg connectors for the drain and gate bias. The front-side features (slot
antennas, bias pads, etc.) are visible in the backside view [Figure 5.9(b)] due to the slight
transparency of the AIN substrate. This picture shows the array and jig before any MMICs
or DC connections are completed. The following discussion explains how the DC connections
are fabricated.

The QO amplifier jig (see Figure 5.10) consists of four parts: bias part, AIN cover,
window, and AIN support. The four parts (a-d) are stacked on top of each other to form the
assembled jig of Figure 5.9. Similar to the shadow mask alignment jig, the AIN substrate is
placed on top of the AIN support part (d) with the TMM6 window part (c) providing rough
alignment and lateral support for the AIN substrate (details are shown in Figure 5.11).
The AIN substrate rests on the support substrate and the TMM6 window prevents the array

from moving in the x- or y-directions. However due to thermal expansion, slight movement is
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(a) Top down view (front side) (b) Bottom up view (backside)

Figure 5.9. Photographs of assembled QO amplifier prior to DC bias and MMIC attachment.

necessary to avoid cracking the AIN substrate and is achieved by making the TMM6 window
0.4mm larger on each side than the AIN substrate. The AIN cover part (d) is made from
electrically non-conductive 1.57 mm (62 mil) thick FR4 substrate material which is placed on
top of the (d-AIN-c) stack to completely support the AIN substrate mechanically. Finally,
the bias part is placed on top to form the QO amplifier assembly.

The details of the bias part are shown in Figure 5.12. The bus bars (ground, drain,
and gate) are made of 635 um (25mil) thick copper sheets which drastically reduce ohmic
losses and DC bus bar voltage variation. The ground bus bar is on the top side of the
FR4 insulator. The drain and gate bus bars are on the bottom side of the FR4 insulator.
Figure 5.12(b) shows two gaps which serve to isolate the drain and gate bus bars from one
another electrically. A bias wire is connected to a bus bar with snap U-clips which are held
in place by mechanical force. The bias wires are color coded: ground is black; drain is red;
and gate is green. The gate bus bar is connected to the inner two pins of its Berg connector

which pass through both the ground bus bar and FR4 insulator. The inner two pins are
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Thick ground busbar
(visible)

FR4 (62mil) insulation

Thick gate busbar
(hidden underneath)

Thick drain busbar
(hidden underneath)

(a) Bias part (b) AIN cover part

(¢) TMM6 Window part (d) AIN support part

Figure 5.10. The QO amplifier jig has four main parts: (a) Bias; (b) AIN cover; (c) TMM6
window; and (d) AIN support.
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:
| Slightly smaller than AIN substrate |

Figure 5.11. Mechanical support for the AIN substrate is achieved by placing the TMMG6
Window part [see Figure 5.10(c)] on top of the AIN support part [see Figure 5.10(d)].

Expanded side view
of U-clip
Gap

FR4 insulator

U-clips for removable busbar connections Berg-to-busbar connection
7 Berg pins "
by g
_ Black ground wire T~ | ==
Alignment pin
Gap
(a) Top down view (front side) (b) Bottom up view (backside)

Figure 5.12: The details of the Bias part are shown.
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soldered to the bus bar as shown in the Berg-to-busbar schematic view in Figure 5.12(b).
Similar attachment is made for the inner two pins of the drain Berg connector. The outer
two pins of the Berg connectors are attached with solder to the ground busbar a shown in
the lower expanded view of Figure 5.13.

The remainder of the QO amplifier assembly (Array C pictured in Figure 5.13)
follows the same fabrication techniques described previously in Section 3.1. As shown in
Figure 5.13, the bias wires, MMICs, and capacitors are connected to the AIN substrate with
silver epoxy. The wire bonder is used to complete all RF electrical connections and the
fabrication is complete.

Note that two passive arrays are also fabricated for calibration and measurement
purposes. The first passive array (referred to as C9, for its 9mm array spacing) is identical
to Array C except that the MMICs are replaced with passive through lines. The second
passive array (Array C7) has an array spacing of 7.5mm. In total, one active (Array C)
and two passive arrays (Arrays C9 and C7) are fabricated and will be characterized through

measurements in the following section.

5.3 Performance characterization measurements

Results from experiments designed to characterize the performance of Array C are
summarized in this section. In particular, measurements are performed to determine: single
unit cell stability; interaction of the Gaussian beam with the slot array; polarizer loss; small
signal gain of the array; saturated output power of the array; return loss of the QO array;
the benefit of the Gaussian feed compared to the far-field feed; and the far-field radiation
pattern.

5.3.1 Measured stability of the active unit cell QO amplifier array oscil-

lation can occur if precautions in the design and fabrication have not been taken to prevent
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Figure 5.13. The final QO amplifier (Array C) is shown in its protective jig with all MMIC
amplifiers, capacitors, and electrical connections completed. The outer two pins of each
Berg connector are soldered to the ground busbar while the inner two pins are soldered to
the backside (hidden) busbar. The U-clips for the drain wires attach to the lower (hidden
in figure) busbar which are represented by short blue rectangles; similarly, the ground U-
clips connect to the upper (visible in figure) busbar which are represented by longer blue
rectangles.
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RF feedback. To improve array stability, the bias shield was added to the design of Ar-
ray C. In addition, during fabrication, four additional shorting capacitors per unit cell were
mounted near each MMIC (recall Figure 5.13). It is difficult to predict at what bias level,
if any, the MMIC will oscillate. Therefore, an experiment to examine unit cell stability is
presented in this section.

A test array is fabricated identical to Array C except that only the center unit
cell is populated with a single MMIC amplifier and four bias capacitors. The wire bond
connections are made identical to the wire bonds in Array C. The test array bias is slowly
increased to its maximum achievable level without oscillation. Note that the maximum rated
drain voltage from the manufacturer is 6 V for the Alpha AA032P1-00 MMIC with a gate
voltage of -1 V. To check for oscillations, an HP 8565F spectrum analyzer is connected to a

horn located near the array. Table 5.1 summarizes the results of this experiment. The time

Table 5.1: The measured stability of a unit cell with a Alpha AA032P1-00 MMIC

Vgs [V] | Vas [V] | Ias [A] | Time [min] Observations
-1.06 4 0.43 80 No oscillations
-1.09 4.63 0.427 60 No oscillations
-1.14 5.13 0.408 95 No oscillations
-1.09 5.13 0.425 25 No oscillations
-1.14 5.63 0.421 70 MMIC destroyed

column gives the number of minutes that the MMIC is biased at V.

The MMIC failed after 5.5hours with a drain voltage of 5.6 V. An oscillation was
not observed with the spectrum analyzer; however, it is possible that either a short-lived
destructive oscillation occurred before observation, or the MMIC was simply too hot at the
5.6V bias. This experiment was repeated with another MMIC and failure again occurred
near 6V without oscillation. Based on the fact that two test MMICs both failed near 6 V
without any observed oscillation, the maximum safe drain voltage is 5.5V (0.5V less than

the published manufacturer specification) for stability and reliability of the unit cell.
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5.3.2 Characterization of Array C utilizing a Gaussian lens feed sys-
tem  The type of feed utilized to excite the QO amplifier affects both its gain and power
performance. Based on prior near-field measurements (recall Table 4.2), the Gaussian lens
system is a suitable alternative to the hard horn feed system (at least until the hard horn
design can be improved). Therefore, the Gaussian feed system [12] is chosen to characterize
the performance of Array C.

A schematic of the Gaussian lens system® used to characterize Array C is sum-
marized in Figure 5.14(a) and an actual photograph is shown in (b). Two large lenses are
placed symmetrically about the device under test (DUT). Each plano-convex hyperbolic lens
is made from Rezolite with a diameter of 305mm (12inches). The distances di, and doyt
determine the waist diameter w at the surface of the DUT; for a 90 mm waist diameter
(slightly larger than the area of Array C), di, = 166 mm and dou, = 566 mm. Within the
waist diameter, the phase of the electric field is constant, but the magnitude theoretically
varies 1 dB from the beam center to the edge of the array. The feed horns are corrugated and
excite the fundamental Gaussian beam mode. A HP 8722 vector network analyzer is used to
measure both the return loss and insertion loss of the DUT. Note that the insertion loss and
return loss cannot be measured simultaneously because different calibrations are required
for each. The 20 W external TWTA amplifier is typically used only during the large-signal
power saturation measurements. The high power load serves to protect the vector network
analyzer from high RF power levels. The use of the power meter in conjunction with the
VNA improves the accuracy of the power measurement. Specifically, the ability of the VNA
to ignore spurious reflections (time gating) improves the measurement of S2; while the power
meter is best suited to measuring absolute power levels (P, ). From the power meter reading
of P, and the accurate S3; VNA measurement, the output power is calculated as P, + Sa1.

Before characterizing the QO amplifier, the interaction between the Gaussian beam

3The Gaussian beam system is located at Caltech (Pasadena, CA) in Dr. David Rutledge’s lab. Dr.
Blythe Deckman helped with the characterization of Array C.
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Figure 5.14. A schematic (a) and an actual photograph (b) of the Caltech Gaussian lens

system used for characterizing Array C are shown.
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and the array needs to be studied. A simple experiment is to measure the field variation at
the aperture of the receive horn (port 2) with and without the DUT present using a small
waveguide probe. In particular, the corrugated receive horn (port 2) is replaced with a small
aperture probe on an adjustable stage. Figure 5.15 shows a plot of the measured probe
power as a function of distance through the center (radial position of 0 mm) of the Gaussian
beam with and without the DUT (Passive array C9). Based on the measured profile, it is

observed that the array does not perturb the Gaussian beam significantly.
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—— Array removed
—— Passive C9
_30 | | | |
-20 -10 0 10 20 3C

Radial position (mm)

Figure 5.15. The normalized power is measured as a function of radial position with a small
aperture probe located along the receive plane (plane where the port 2 receive horn is usually
located).

The first measurement with the setup shown in Figure 5.14(a) is used to determine
the polarizer loss. The DUT is a polarizer rotated 45° about the Gaussian beam propaga-
tion axis (perpendicular to the plane of symmetry thru the center of the Gaussian beam).
Ideally, the insertion loss Sy; for a 45° polarizer is -6 dB. The measurement of Sy; shown in
Figure 5.16 gives Sa; = —7.6dB at 31 GHz, a difference of 1.6 dB. Therefore, the measured

polarizer loss is 0.8dB at 31 GHz (lower than the 1.5dB estimate using the far-field feed in
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Figure 5.16. The measurement of polarizer loss is determined to be 0.8dB at 31 GHz using
the Gaussian lens setup. In particular, the insertion loss of a 45° polarizer is ideally -6 dB,

but the measurement gives -7.6 dB.

Section 3.2.4).

To complete the performance characterization, Array C and the two polarizers are
mounted in the Gaussian system as shown in Figure 5.14(b). Two cooling fans are positioned
above two Styrofoam cups filled with liquid nitrogen beneath Array C to improve convective
cooling. The positions of the polarizers and the DC bias levels are adjusted to achieve
maximum amplifier gain (S»1). In particular, the active array bias levels are: V,; = =1V,
Vis = 4.57V, and I;s = 7.91 A. The bias is not increased any higher since the operating
temperature is measured to be 96° C at this bias level. The small-signal measurement of
So1 as a function of frequency is summarized in Figure 5.17. Note that the 20 W external
amplifier is not used during the small-signal measurement. The small-signal performance
parameters of Array C are summarized as follows: the small-signal gain is -8 dB; the gain
over passive (G,) is 3.7dB; and the on-to-off ratio is 25.7 dB.

The large-signal power saturation measurement of Array C is completed with the
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Figure 5.17. Small-signal measurement of Sy for the active Array C and the passive Array C9
in the Gaussian feed system.

addition of the 20 W external amplifier and is summarized in Figure 5.18. P, is the output
power radiated by the QO array and P;, is the power incident onto the surface of the array.
The maximum output power of Array C is 28.4dBm (690 mW) which occurred 3.3 dB above
the linear region of the device with a large incident power of 38.1 dBm.

The large incident power required to saturate the QO amplifier array in the previous
experiment suggests that a significant fraction of the incident power is scattered by the array.
Unlike the far-field measurements of Chapter 3, the return loss (S11) can be measured in the
Gaussian system. A comparison of return loss between the arrays (C, C9, and C7) based
on measurement is shown in Figure 5.19. The two arrays with the same array spacing of
9mm (active Array C and passive Array C9) have nearly identical return loss as a function
of frequency. Array C7 with the smaller 7.5 mm array spacing has 20dB less return loss
than the arrays with 9mm array spacing. A significant decrease in return loss is achieved

by decreasing the array spacing.
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Figure 5.18. The power saturation measurement of QO array output power (FPout) as a
function of incident power (Py,) is plotted for Array C at 31.3 GHz.
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Figure 5.19. The return loss (Si1) is measured as a function of frequency for three arrays:
active Array C; passive Array C9; and passive Array C7. Arrays C and C9 have the same
9mm unit cell spacing, and C7 has a smaller 7.5 mm array spacing.
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5.3.3 Characterization of Array C using the far-field feed system  Based
on the Gaussian feed measurements, the amount of input power required to saturate Array C
is greater than that which is possible with the far-field system. However, a comparison of
small-signal measurements between the two feed systems (Gaussian and far-field) is possible.

As in Chapter 3, Ss; is measured and the results are plotted in Figure 5.20. The Gaussian
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Figure 5.20. Small-signal gain measurements of the passive arrays (C9 and C7) are used to
compare the effect of the Gaussian feed to the far-field feed.

feed improves the measured insertion loss of the passive arrays. In both the Gaussian and
the far-field feed systems, the array with the 7.5mm array spacing (C7) has at least 4dB
less insertion loss than the array with 9mm array spacing (C9).

A small-signal pattern measurement using the far-field horn antennas is repeated for
the active Array C. The measured E-plane pattern is compared with its theoretical pattern
in Figure 5.21. The measured 3 dB beamwidth of 10.2° agrees with the theoretical value of

11.8°. The side lobe level is 3.4 dB higher than expected.
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Figure 5.21. Active array E-plane pattern measurement is shown for Array C with a bias
level of Vg = =1V, V4, =4.70V, and Iz = 8.6 A.
5.4 Discussion

Recall that the input and output ports of each Alpha AA032P1 MMIC in Array C
are actually connected to the CPW transmission lines using 25.4 ym (1mil) diameter gold
bond wires. At Ka-band, these MMIC-to-CPW bond wire connections are highly inductive
and tend to reduce the net gain contributed by each MMIC in the array. The MMIC-to-CPW

bond wire has an inductance per unit length given by:
L' =2 m@n/a) (5.1)
m

where « is the radius of the bond wire and h is the distance from the center of the bond
wire to ground. Due to the bonding machine, the height of the bond wire is approximately
h ~ 0.2mm with a total length of lpong ~ 0.2mm. Consequently, L' ~ 1.4 x 10~° H/mm
and the inductance of the MMIC-to-CPW bond wire is L' X lpong ~ 2.8 x 10710H. The
net gain of the MMIC including both the input and output MMIC-to-CPW bond wires is

calculated at 31.3 GHz to be S3; = 6.4dB which is 4.4dB lower than the ideal MMIC gain
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of So1 = 10.8dB. In comparison, the small-signal measurement (see Figure 5.17) determined
the average gain contributed by the MMICs in Array C to be G, = 3.7dB (7.1dB lower
than the ideal MMIC). Therefore, 4 dB of the measured 7.1 dB reduction in gain of Array C
is due to fabrication of the MMIC-to-CPW transition.

A 4dB improvement in gain is likely to be achieved by simply improving the MMIC-
to-CPW bond wire transition. For Arrays A and B, the inductive transition was improved
during fabrication with the addition of a second bond wire which reduced the transition
inductance by half. However, the addition of a second bond wire is not possible for Array C
due to the layout of the Alpha AA032P1 MMIC and difficulty with the wire bonder. Another
solution might be to use a ribbon bonder, but one is not readily available. It is suggested that
a shunt wire bond, placed optimally along the CPW, can be used to tune out the effects of the
MMIC-to-CPW transition. Figure 5.22 shows a schematic of the circuit which includes the
shunt wire bonds. Note that the inductance of the shunt bond wire is chosen to be the same

as the inductance of the MMIC-to-CPW transition (Lshunt = Lbona = 2.8 x 1070 H). The
MMIC

L L
Port 1 CPW E CPW Port 2

L

MMIC-to-CPW transitions

Figure 5.22. The shunt inductors are made using the wire bonder and are chosen to be of
equal value to the inductance of the MMIC-to-CPW transition (L = Lpond = Lshunt)- The
locations (d; and dz) of the shunt inductors are chosen to optimize Sa;.

locations of the shunt bond wires are chosen such that Ss; of the entire circuit is maximized
at the operation frequency of Array C (31.3 GHz). With the addition of the shunt bond
wires, the calculation yields Sy; = 9.8dB with d; = 1.1mm and d> = 0.82mm. Note that
higher gain is not possible due to the short length of the CPW line connected to the output

antenna (port 2). In principle, addition of shunt bond wires along the input and output
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CPW lines can improve the gain of Array C. In practice, due to variations in MMIC-to-
CPW bond wires between unit cells, it is difficult to precisely determine where to place each
shunt bond wire optimally.

Other than the 4dB decrease in gain due to the bond wires, an additional 3dB
reduction in gain remains undetermined. Based on the measurement of polarizer loss (recall
Figure 5.16), each polarizer contributes 0.8dB to the loss, and there are two polarizers in
the system so the total polarizer loss is 1.6 dB. The final 1.4dB loss is difficult to precisely
determine. However, the final 1.4 dB loss is certainly due to a combination of output antenna
radiation efficiency, antenna mismatch caused by the 50 um tall bias line shield, the 90° CPW

bend, and the MMIC gain decrease due to the high operating temperature of 96° C.



CHAPTER 6

SUMMARY AND CONCLUSIONS

“Science is facts; just as houses are made of stones, so is science made of facts; but
a pile of stones is not a house and a collection of facts is not necessarily science.”

— Henri Poincaire

6.1 Summary

The goal of this thesis is to design, fabricate, and characterize inexpensive Ka-band
amplifier arrays with Watt level performance. Single-sided processing of aluminum nitride
substrates and medium-power commercial MMICs are used to control both the material
and manufacturing costs. The aluminum nitride substrate is chosen because of its high
thermal conductivity which keeps the operating array temperature below the maximum safe
limit (& 100° C). A total of four active Ka-band power-combining arrays are presented with
varying degrees of success. The degree of success is determined by the design, the quality of
fabrication, and the particular feed-collect configuration utilized.

A generalized model of spatial power combining is presented in Chapter 1 which
demonstrates that the power combining efficiency of the spatial power combiner is inde-
pendent of the number elements, unlike the corporate power combiner. Despite the benefit
of independent power combining efficiency, the generalized model proves the importance of
good feed design. The far-field feed is acceptable for characterizing the insertion loss of the

array, but the far-field feed is inefficient at collecting all of the power radiated by the array.
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As a consequence, both the near-field hard-horn and the Gaussian feeds are considered for
comparison.

The practical details of spatial power combiner design involve more than just de-
signing radiating elements and the array factor. In Chapter 2, the design of the amplifier
array is explained in detail. CPW-fed slot antennas are used because of their high (13%)
2:1 VWSR bandwidth at 33 GHz and their ease of manufacture. The array layout is deter-
mined by the gain of the MMIC (19dB), internal array mutual coupling, and the output
radiation pattern of the array. The mutual coupling is calculated using the nearest-neighbor
approximation with the aid of commercial electromagnetic CAD tools. In addition to ther-
mal constraints, the DC bias network limits the practical size of the arrays to 36 elements
due to ohmic loss, high DC power supply current, and the resulting DC voltage variations
across the array.

An experimental study of array performance repeatability due to DC bias design
and fabrication tolerances is summarized in Chapter 3. Three active arrays which utilize the
19dB gain Alpha AA028P3-00 MMIC have slight variations in design and fabrication which
lead to significant performance variations. In these arrays, the slot antennas and the array
layout are identical. The first array has a highly resistive bias network which leads to one
third of all MMICs functioning and poor RF performance. The second array decreases the
DC bias variations with a thick supplementary copper bias line, and achieves 2.1 dB of small
signal gain with a peak saturated output power of 316 mW. The third array also decreases
the DC bias variations, but instead uses electroplated gold to increase the thickness of the
bias line and decrease ohmic loss. Further effort is taken to remove RF from the bias lines
with additional shorting capacitors and a dense set of wire bonds near the output antennas.
As a result, the small-signal array gain improves to 6.5dB and the third array achieves
513mW (27.1dBm) saturated output power. Based on the fact that the power from 36

Alpha AA028P3-00 MMICs are combined in free-space using 70% efficient slot antennas, the
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saturated output power is expected to be 1.8 W (32.6 dBm).

Problems are discovered during the course of the characterization measurements.
The hard-horn feeds, which are intended to improve feed efficiency, actually decrease the gain
of the arrays by as much as 1.8 dB. The polarizers which are required to enforce unidirectional
radiation of the slot antennas contribute 1.5dB of loss. Each of the three arrays oscillate
before the full gain of the MMIC is achieved which is indicative of higher levels of mutual
coupling than expected from the numerical models. At most, the average gain contributed
by the MMICs is measured to be 14dB which is 5dB less than the peak gain expected from
a single MMIC.

A set of diagnostic measurements are performed to determine the specific causes of
the observed problems based on near-field measurements (summarized in Chapter 4). The
near-field measurements map the amplitude and phase of the electric field near the surface of
the active array with high spatial resolution (as high as 8 um possible). Based on the near-
field measurements, it is determined that the DC bias lines still have RF coupling onto them
and need to be better shielded to prevent array oscillations. The hard horn has a larger than
expected electric field amplitude variation (> 5dB) across its aperture which contributes
to the previously observed decrease in array gain; consequently, the hard horn needs to
be redesigned. Until the hard horn is improved, the Gaussian lens system is required to
uniformly excite the arrays with low feed loss. Overall, the diagnostic measurements suggest
that modifications to the array design are possible which can improve its performance.

In an effort to improve the array performance, the amplifier array is redesigned in
Chapter 5 with a new MMIC and bias network. The new Alpha AA032P1 MMIC has 14dB
gain and 25 dBm saturated output power (5dB less gain and 8 dB more output power than
the previously used Alpha AA028P3-00 MMIC). The fabrication of the array requires two
additional photolithography steps to create the bias line shield. The bias line shield consists of

a 50 pum thick electrical insulator (Norland NR61) and a thin copper conductor. The updated
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array operates near the maximum safe temperature (100° C) without oscillation. With the
Gaussian feed, the array achieves 7.1 dB less small-signal gain than expected (10.8 dB). 4.4 dB
of the gain decrease is attributed to the fabrication of the MMIC-to-CPW transition which is
highly inductive at Ka-band. It is suggested that the transition inductance can be decreased
with the addition of shunt wire bonds (inductors) placed 1.1 mm and 0.8 mm away from the
input and output ports of the MMIC along the CPW lines, respectively. Since this array
achieves 691 mW (28.4dBm) peak saturated output power, it is reasonable to expect that
improvement of the MMIC-to-CPW transition could increase the output power of the array
to 1.9W (32.8dBm).

In summary, the QO amplifiers presented in this thesis satisfy three of the original
goals: low-cost, ease of manufacture, and thermal stability. The fourth and final goal of
stable watt-level RF performance is satisfied, by a thin margin, with the demonstration of a
$3000 half-Watt amplifier array on AIN with 6.5 dB of small-signal gain at 31 GHz. The fact
that the observed peak power performance of each QO amplifier presented in this thesis is

less than expected suggests the possibility of improvement in future QO amplifier designs.

6.2 Suggestions for future work

Based on observations gathered while completing this thesis, the pertinent issues
which adversely affect the performance of QO amplifier arrays are now summarized to help
improve future designs. Each polarizer contributes 1.5 dB loss to the net power output of
the array. The quality of fabrication (overetch, inductive wire bonds, and tall-obtrusive bias
line shield) decreases the quality of the antenna-to-MMIC match and thereby, contributes
loss which is observed to be as high as 4.4dB. The MMIC gain determines unit cell size,
array stability, and array aperture efficiency. The thermal limit of the active array on AIN is
reached with 30 Alpha AA032P1 MMICs. The insertion loss of each passive array is higher

than expected considering that the individual CPW lines and slot antennas are confirmed
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by measurement to be well matched.

Until recently, the best performance achieved from a QO Ka-band amplifier array
was 4 W [4] utilizing the hard-horn feed. Within the past month, a significant increase to
24 W has been achieved [48] by the same research group. In that work, some of the issues
previously mentioned are alleviated and the result is improved power performance, but at the
expense of increased fabrication difficulty and cost. Mutual coupling is reduced by isolating
input and output patch antennas (uni-directional) on opposite sides of a thick metal heat
carrier. This approach has two benefits: no need for lossy polarizers and better thermal
management using the thick metal carrier. Unlike the arrays presented in this thesis, their
arrays can be scaled beyond 30 elements, due to the thermal properties of the thick metal
carrier, to achieve higher power levels (tens of Watts) than are possible with a thin AIN
substrate.

The approach taken in [48] yields amplifier arrays with impressive power output
levels, but neglects the need for low-cost easily-manufactured Ka-band amplifier arrays.
Therefore, improvement of the low-cost AIN amplifiers presented in this thesis is still a feasi-
ble approach for watt-level power levels, provided that the pertinent issues which adversely
affect performance are alleviated in future designs. This thesis ends with a summary of four
problematic issues which need to improve in future AIN QO amplifier designs and presents
suggestions to alleviate them.

(1) The measured polarizer loss of 1.5 dB is unacceptably large. The obvious solution to
polarizer loss is to not use any polarizers, but this would require the abandonment
of slot antennas (bidirectional radiators) in favor of patch antennas (unidirectional
radiators). One problem with this is that the patch antenna has a lower bandwidth
than the slot antenna which makes the patch array more sensitive to variations
in fabrication. Also, without polarizers, the ability to tune the array during the

measurement stage is not a trivial consideration. However, if the patch array is well
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designed and carefully manufactured, then the issues of bandwidth and tunability
are not a dominant concern and the benefit of removing the large polarizer loss is
worth the added effort.

The fabrication of the MMIC-to-CPW transition is critical to the performance of
the array. As much as 4.4dB loss is attributed to this transition.

e One solution is to use a ribbon bonder, instead of the wire bonder, since the
ribbon bonds have lower inductance.

e Another, more immediate, solution is to use shunt wire bonds located on both
sides of the MMIC which can theoretically improve Ss; of the array (recall
Section 5.4).

In an effort to improve the return loss of the array and decrease the insertion loss,
the unit cell size should be chosen to be as close to the effective area, Aeg, of the
unit cell antenna as is possible. By choosing the unit cell size in such a manner,
the aperture efficiency of the array will increase based on the theory presented in
Section 2.5.

e Figure 6.1 demonstrates, by experiment, the improvement in So; that is possible
when both the unit cell size is decreased and the number of unit cells is increased
in a passive array on Rogers TMM6.

e The use of highly directive antennas could increase Aeg and the unit cell size.

e The isolation between input and output antennas needs to be improved to
enhance array stability. In [48], the input and output antennas are separated
by a thick ground plane and are connected by a through coupler which naturally
enhances isolation. Perhaps, the choice of using slot antennas located on the
same side of the substrate to simplify fabrication allows too much coupling and

needs to be abandoned.
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S21 (dB)

Frequency (GHz)

Figure 6.1. S2; is measured as a function of frequency for a passive array of CPW-fed slot
antennas on 381 pum thick Rogers TMMG6 substrate. A 7 x 7 rectangular lattice with an 8 mm
array spacing (square unit cell) is utilized.

e Rather than increasing the unit cell size until the coupling is below the maxi-
mum gain of the MMIC, the MMIC should be chosen such that its gain is less
than the coupling in an array with unit cell size of Aeg. In other words, rather
than increasing the unit cell size to decrease coupling, the unit cell should be
small and the MMIC should be chosen accordingly (probably with 8 to 10dB
of gain).

(4) To reduce dependence on the computer models, the probe station could be used

(with unidirectional antennas) to directly measure coupling and improve unit cell

design.
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