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Bell, Patrick J. (Ph.D., Electrical Engineering)

MEMS-Reconfigurable Microwave Power Amplifiers

Thesis directed by Prof. Zoya Popovic

In recent years, there has been a great deal of interest in MEMS reconfigurable

circuits for applications in miniaturized multifunctional microwave systems. RF-MEMS

switches have demonstrated low loss, linear operation and low static power consumption,

making them suitable components in a high-performance, reconfigurable circuit.

A principle component in a reconfigurable power amplifier is an impedance tuner.

Although a number of universities have published tuners with impedance constellations

covering large percentages of the Smith Chart, adoption of these tuners into front-end

circuits has been slow. Current demonstrations of reconfigurable power amplifiers are

limited to very simple circuits to enable frequency hopping.

This thesis analyzes this trend and determines the criteria for integrating a tuner

with a power amplifier, design of impedance tuners to meet amplifier specifications,

and a performance analysis of a 10 GHz power amplifier that reconfigures from a high-

linearity class-A mode to a high-efficiency class-E mode. This reconfigurable amplifier

is compared to conventional non-reconfigurable class-A and class-E amplifiers. It is

shown that a simple reconfigurable power amplifier can be designed with less than 5%

degradation in power-added efficiency.

This thesis also presents the design of a low-loss 80-state impedance tuner and

a generalized analysis of impedance tuners, including constellation density, bandwidth,

redundant coverage, insertion loss, and failure degradation, using a MEMS-switched

double-slug tuner as an example. A high-performance micromachined inductor, com-

patible with flip-chip integration in hybrid circuits, is also designed and characterized

for use in miniaturized biasing circuits.
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Chapter 1

Introduction

In recent years, there has been a great deal of interest in MEMS reconfigurable

circuits for applications in miniaturized multifunctional microwave systems. Multifunc-

tional systems reconfigure a single signal path to perform multiple functions, such as

communication with multiple networks with different operating frequencies and modula-

tion schemes [1]. RF-MEMS switches have demonstrated low loss, linear operation and

low static power consumption, making them suitable components in a high-performance,

reconfigurable circuit.

Early MEMS reconfigurable circuits primarily focused on phase shifters and fil-

ters. RF MEMS phase shifters are a low-loss, high-linearity alternative to p-i-n diode,

FET transistor, or ferrite material based phase shifters, which introduce high losses

and nonlinearity in the front end [2]. Demonstrated MEMS-based phase shifters have

been based largely on established designs with a replacement of the solid-state com-

ponent with a MEMS component in switched [3–10] or distributed networks [11–16].

Reconfigurable and tunable MEMS-based filters have higher quality factor than varac-

tor diode-based filters [17–27].

In addition to phase shifters and tunable filters, a reconfigurable power amplifier is

a critical component in a multifunctional signal path. A conventional microwave power

amplifier (PA) is optimized to operate with a particular frequency, gain, power level,

and bandwidth. A reconfigurable power amplifier (RPA) would be required to operate



2

in multiple or changing operating conditions, such as diverse frequency or signal modu-

lation schemes, and environmental conditions. RPAs could also enable a single terminal

to function for both communication and radar applications, which is not feasible with

conventional amplifiers since these applications have very different requirements on the

amplifier.

Implementing an RPA requires reconfigurable impedance matching networks and

bias supplies, with a controller algorithm to optimize the amplifier based either on exter-

nal configuration commands or by sensing changes in performance. Both the impedance

matching networks and the sensors must have low insertion loss to ensure efficient ampli-

fier operation, which is essential in any mobile application. A block diagram of an RPA

is shown in Figure 1.1, which includes tunable impedance matching networks at the

input and output of the transistor, a reconfigurable bias supply, a controller, and high

impedance RF chokes. This work focuses primarily on the combination of a transistor

and a reconfigurable output-matching network and the design of the output network,

indicated in Figure 1.1. Design and measurement of miniature inductors for RF chokes

is also included.

Although a number of impedance tuners with impedance constellations covering

large percentages of the Smith Chart (discussed in detail in Section 1.1) have been

published since 2001, demonstration of these tuners in front-end circuits has been slow

to occur, nor have any performance trade-offs been established to weigh the benefits of

the increased complexity of an RPA. Current demonstrations of RPAs are limited to

very simple circuits to enable frequency hopping.

This thesis determines the criteria for integrating a tuner with a power amplifier,

design of low-loss impedance tuners to meet amplifier specifications, and a performance

analysis of a power amplifier that reconfigures from a high-linearity Class-A mode to a

high-efficiency Class-E mode. This thesis also presents a generalized method of analysis

of impedance tuners, including constellation density, bandwidth, redundant coverage,
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Figure 1.1: A block diagram of a reconfigurable power amplifier (RPA), with tunable
matching networks at the input and output of the transistor, a reconfigurable bias sup-
ply, sensors and a controller processor, and high impedance RF chokes. This work
focuses on the combination of a transistor and a reconfigurable output-matching net-
work, indicated by the red box. Design and measurement of miniature inductors for RF
chokes is also included.
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insertion loss, and failure degradation, using a MEMS-switched double-slug tuner as an

example.

1.1 Literature Review

1.1.1 Solid-State Tuners

Early impedance tuners relied on solid-state technology to reconfigure the circuit.

One of the earliest tuners used high electron mobility transistors (HEMTs) to switch

shunt capacitors along a transmission line [28]. This tuner was designed for integra-

tion with an amplifier to compensate for process deviations affecting the small signal

parameters of the amplifier. Small gate widths were used in the HEMTs to allow close

spacing of the shunt capacitors. Simulations showed small gain variations (0.3 dB) in

the amplifier at 25 GHz. Insertion loss and intermodulation distortion (IMD) are not

discussed.

Another solid-state tuner, published in 1996, used HEMTs as switches in a series-

shunt configuration [29]. These transistors had large gate areas to minimize the on-

state resistance, which came at the cost of decreased off-state isolation. To solve this,

inductors were placed in parallel with the transistors that were resonant with the off-

state capacitance. The eight series-shunt switches allowed four lengths of line to be

switched independently to become either an open or a shorted stub. This tuner produced

50 discrete points at 18 GHz with a maximum reflection coefficient (|Γ|max) of 0.85. This

work was later expanded in [30] to test series, shunt, and series-shunt configurations of

the HEMT switches. The shunt and series-shunt configurations both covered |Γ|max =

0.85 with a minimum insertion loss of 10 dB and 6 dB respectively.

In 1997, another solid-state approach used varactor diodes to create a variable

capacitor-inductor-capacitor Pi-network [31]. This tuner was intended for general tuning

applications, both characterization and integration in a circuit. The impedance inverters
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used to create the variable inductance limited the bandwidth to 10% at 2.25 GHz. The

authors intended this tuner for 15–25-dBm applications, and gave no discussion of IMD.

In 2004, the first tuner integrated into a system was designed to compensate a

changing antenna load in the 380–400 MHz range for 40 dBm power levels [32]. Initially,

the authors used low-pass Pi-matching networks using varactor diodes and impedance

inverters, but this design was later changed to p-i-n diodes with fixed capacitors to

increase the power handling capability. The capacitor values were selected in binary

increments to achieve 2N capacitance combinations for N capacitors. The p-i-n diodes

introduced additional intermodulation products into the system, which were measured

to be -42 dBc (IMD3) for 35 dBm input power.

1.1.2 MEMS-Based Tuners

The promise of compact size, reduced loss, and high linearity led to the integration

of MEMS switches and variable capacitors into impedance tuners beginning in 2001.

Using variable capacitors in resonant unit cells, a large impedance change for a small

change in capacitance (30%) was shown in [33]. The constellations in [33] showed 49

points with maximum standing wave ratios (SWRs) of 14, 21, and 32 for the three types

of tuners reported at 29, 25, and 30 GHz respectively. The authors claimed this type of

tuner was suitable for power amplifier applications, but loss was not discussed.

The earliest switch-based impedance tuner was also reported in 2001, which was

a hybrid assembly using switched capacitor banks (fabricated on silicon) to terminate

mircostrip stubs on an alumina substrate [34]. This work was later expanded in 2003

to include 10 GHz and 20 GHz tuners [35].

Switch-based tuners fabricated on a single glass substrate were reported in 2004

[36, 37]. Both used the same MEMS switch process. The first was a capacitor-loaded

coplanar waveguide (CPW) line, which produced constellations from 20–50 GHz with

eight switches for a total of 256 states [36]. The constellations were approximately cir-
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cular, but the coverage areas changed with frequency. Loss was not quantified. The

second circuit was a capacitor-loaded triple-stub circuit in CPW, which produced con-

stellations from 6–20 GHz with 11 switches for a total of 2048 states [37]. Again, the

constellation shape and area changed dramatically across frequency, and loss was not

discussed.

A scaled version of [36] was reported in 2004, producing constellations from 4–

18 GHz with eight switches and 256 states [38]. [38] gave extensive treatment to the

linearity of the tuner, although the loss reported was not insertion loss (see Section 4.1).

The coverage area across the 4–18-GHz frequency range was inconsistent.

Another variable-capacitor based tuner on silicon was reported in 2005 [39],

which used variable capacitors and impedance inverters to create a capacitor-inductor-

capacitor Pi-network as in [31]. Since the variable capacitors are contact-less devices,

they handled higher power, up to 3.5 W. This tuner covered a large region of the Smith

Chart at 30 GHz. The loss reported in [39] was not insertion loss.

Due for publication in 2006 is a MEMS implementation of the classical “double

slug” impedance tuner [40]. This tuner produces circular constellations from 10–30 GHz.

One major advantage of this tuner design is its regular coverage area across most of its

frequency band. Insertion loss is reported correctly.

Other tuners have been reported in the 20–50 GHz [41] and W-band range [42]

for load-pull and noise characterization.

1.1.3 Integrated Tuners and Amplifiers

While several stand-alone MEMS tuners have been reported and claim suitability

for power amplifier applications, very few have been integrated with amplifiers.

[43] used variable capacitors in tunable input and output matching networks to

optimize a class-AB amplifier for 6 and 8 GHz operation. The tuner was a capacitor

loaded double-stub CPW configuration, though details of the tuner impedance and loss
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are not reported. The amplifier achieved 26% PAE at 6 GHz and 17% PAE at 8 GHz. [43]

showed good agreement between measurement and simulation, but it is unclear whether

this design achieves class-AB with such low efficiencies.

[44] used a single switch in the input and output matching networks to create

a two-state amplifier that switches from 900 MHz to 1.9 GHz. The amplifier deliv-

ered 31 dBm in both states and has a saturated PAE of 62% at 900 MHz and 46% at

1.9 GHz. This technique was extended in [45] to include 900 MHz, 1.5 GHz and 2.0 GHz.

The tuner in [45] used two switches in the input and output matching circuits for the

three states. At the three frequencies, the amplifier achieved 60%, 61%, and 62% PAE

respectively for a saturated output power of 30 dBm.

A fully adaptable system, complete with feedback controllers for the reconfig-

urable input and output matching networks was demonstrated in [46] from 8–12 GHz.

The amplifier maintained 25–27 dBm of output power across X-band and converged

to an optimal solution in approximately 20 iterations for a completely unknown input

frequency. Efficiency was not reported.

1.2 Motivation for This Work

This thesis examines the gap between the tuners demonstrated in [33, 35–40],

which have large constellations and hundreds of states, and the integrated amplifiers

demonstrated in [44–46], which have much simpler tuner implementations and only

a few states. Section 1.2.1 uses a 10 GHz high-efficiency amplifier as an example to

demonstrate the effect adding a tuner network from [37, 38, 40, 47] has on efficiency.

(Note that [47] is a 10 GHz design based on [39].) These networks are chosen as case

studies because they claim suitability for power amplifier applications and produce

constellations at 10 GHz.
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1.2.1 Effect of Insertion Loss on Efficiency

A matching network with MEMS switches will have a slightly higher insertion

loss than a network without MEMS due to the incremental loss of the switch contacts.

If the output power and efficiency of a conventional amplifier are known, the additional

loss of the MEMS network (∆IL) can be used to determine the effect on output power

and efficiency if this reconfigurable network is included in the system.

The output power of a conventional amplifier, Pout,conv, is scaled by the additional

insertion loss ∆IL of the MEMS network. Power-added efficiency is determined by:

PAE =
Pout − Pin

Pdc
, (1.1)

where Pin is the input power, and Pdc is the dc power [48]. This equation can be

modified to determined the PAE of an RPA (PAErecon), assuming Pout,conv, Pdc, and

∆IL are known:

PAErecon =
(Pout,conv · ∆IL) − Pin

Pdc
. (1.2)

Figure 1.2 shows the effect of an increasing ∆IL on the efficiency of the reconfigurable

amplifier, PAErecon, for different initial efficiencies. The red line is a 55% PAE class-E

amplifier used as an example in this study, which has 8 dB gain [49]. The blue dashed

lines are estimations of the efficiency effect as the initial efficiency changes. These curves

are estimated by increasing or decreasing Pdc and assuming the 8 dB gain of the amplifier

remains constant. In practice, gain will change for the various amplifier classes [50–53],

however this assumption will suffice for this discussion.

As the loss at the output of the amplifier increases, the output power and efficiency

decrease. At 8 dB of insertion loss, the efficiency drops to 0 for all cases. PAE can be

re-expressed to show its dependence on gain as

PAE =
Pout

Pdc

(

1 −
1

G

)

(1.3)

[48]. It follows that an amplifier with 8 dB gain amplifier (with a lossless output)
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Figure 1.2: The effect of increasing the insertion loss in the output network of an
amplifier is a decrease in output power and power-added efficiency. Higher-efficiency
amplifier modes are more sensitive to increased loss than low-efficiency modes. A typical
10-GHz class-E PA has 55% PAE [49], and the solid red line indicates how the PAE of
this PA would decrease as loss in the output network increases.
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combined with an output network with 8 dB of loss would have unity gain and no

power-added efficiency.

Mentioned earlier in the introduction, loss is often not reported correctly as inser-

tion loss (negative power gain). However, [37,38,47] provide measured s-parameters for

cases where all the MEMS devices are in an open state or a closed state, which can be

used to determine the approximate minimum and maximum loss of the tuner. Insertion

loss (in dB) is determined from the published s-parameters by IL = 10 log(|S21|
2/(1 −

|S11|
2)) for a matched load. [40] reports loss correctly, and so those loss measurements

are used directly. Figure 1.3 marks the locations of the minimum and maximum inser-

tion loss for the published tuners used in this case study. These results are summarized

in Table 1.1.

Table 1.1: Published Tuners and Insertion Loss at 10 GHz

Label in Figure 1.3 Reference Insertion Loss (dB) 55% PAE Degradation

A [37] ?-9* ?
B [38] 0.5–4 48%–18%
C [47] 1.8–3.5 33%–20%
D [40] 1.5–4 35%–18%

Case A only reports the s-parameters for all switches in the closed position, so

the minimum insertion loss is unknown. The maximum loss is also greater than the

gain of this amplifier, so a combination of the amplifier with this tuner would have no

power-added efficiency. Case B shows that the addition of the tuner would drop the

efficiency of the amplifier from 55% to 48% immediately. As the tuner configures to

its various states, assuming the transistor can always be matched to its ideal operating

impedance, the loss of tuner degrades the PAE to as low as 18%, depending on state.

Case C would have an efficiency range from 33% to 20%, and Case D from 35% to 18%.

Such a large degradation in output power and efficiency is undesirable. Microwave

power amplifiers are the most costly elements in any wireless or radar system, so their

performance is critical, from both a system and monetary perspective. This thesis aims
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to determine if it is possible to design a reconfigurable network with less than 0.5 dB of

maximum insertion loss, such that the amplifier efficiency would degrade no more than

5%. Once a simple network is demonstrated in Chapter 2, a more complex network is

designed in Chapter 3 with less than 0.7 dB of maximum insertion loss.

1.3 Sandia Ohmic MEMS Switch

The MEMS device used throughout the experiments in this thesis is the Sandia

ohmic switch, designed and fabricated at Sandia National Laboratories, Albuquerque,

NM. The circuits under test are designed and tested by the author.

The RF-MEMS switches in these networks consist of a metal plate with four con-

tacts suspended above a transmission line layer. The plate is held at the same potential

as the line through a resistor layer connection to a bond pad. In the blocking state, RF

isolation is accomplished by the air gap between the switch plate and the transmission

line and is typically 30 dB at 10 GHz. The switch is pulled down by applying a potential

between the switch plate and an electrode underneath the plate. The switch contacts

and plate bridge the transmission line gap forming a low resistance path that adds less

than 1 Ω of series resistance when compared to an equivalent length of transmission line.

The transition speed from the blocking state to the passing state ranges from 12-25 µs,

including bounce, and depends on the type of drive signal used [54]. Cold-switching re-

liability testing of switches using Au-Au metal contacts has resulted in median lifetime

values of greater than 50 million cycles.

Figure 1.4 shows a photograph of a Sandia switch.

1.3.1 Switch Equivalent Circuit

An equivalent circuit for the switch is provided by Sandia National Laboratories.

The equivalent circuit is defined between the two reference planes indicated in Figure 1.4.

In the open state, the switch behaves as a small transmission line in series with
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Figure 1.4: A photograph of the Sandia Ohmic MEMS Switch on an alumina (Al2O3)
substrate. The switch plate is solid gold, 140µm wide and 150µm long. Contact is
made with the transmission line through contact dimples, which are 10µm wide, 5 µm
long, and extend 1µm below the plate. The plate thickness is 6 µm. In the center
of the plate are 9 etch holes for the release of the plate; each are 16 × 16 mum. The
plate is anchored to the substrate through 4 folded flexures, which are each 5µm wide.
Actuation occurs through a voltage applied through a 0.1-µm thick resistive layer to
an electrode beneath the switch plate. The reference planes for the equivalent circuits
shown in Figures 1.5 and 1.6 are indicated. The CPW-to-microstrip transitions have
through wafer Cu-W filled vias, which present 40 pH for a 100µm diameter via.



14

F
ig

u
re

1.
5:

E
q
u
iv

al
en

t
ci

rc
u
it

m
o
d
el

of
th

e
S
an

d
ia

oh
m

ic
M

E
M

S
sw

it
ch

in
th

e
op

en
p
os

it
io

n
.

T
h
is

m
o
d
el

is
ac

cu
ra

te
u
p

to
20

G
H

z.



15

F
ig

u
re

1.
6:

E
q
u
iv

al
en

t
ci

rc
u
it

m
o
d
el

of
th

e
S
an

d
ia

oh
m

ic
M

E
M

S
sw

ti
ch

in
th

e
cl

os
ed

p
os

it
io

n
.

T
h
is

m
o
d
el

is
ac

cu
ra

te
u
p

to
20

G
H

z.



16

11-fF capacitors. The feed-through capacitance of the switch is approximately 1.9 fF,

shown in Figure 1.5.

In the closed state, the 11-fF series capacitors are replaced with 0.6-Ω resistors,

shown in Figure 1.6. The resistance varies from run to run, and so this value may be

adjusted.

1.4 Organization of the Thesis

Having established the effect that current published impedance tuners would have

on amplifier efficiency in Section 1.2.1, this thesis first examines a very simple recon-

figurable amplifier with only two states. This amplifier is used to determine whether

the efficiency degradation can be limited to 5%. To differentiate from other published

reconfigurable amplifiers, the amplifier in this work demonstrates a different kind of

reconfigurability - from a high linearity class-A mode to a high-efficiency class-E mode

at 10 GHz. The each state of the RPA is compared to a standard class-A or class-E PA

to determine the effect of the MEMS output circuit. Design and measurements of this

amplifier are presented in Chapter 2.

Once it is established that a two-state reconfigurable power amplifier can meet the

specified efficiency requirements, a more complex tuner is designed in Chapter 3. This

“double slug” type tuner produces concentric circles of impedances on the Smith Chart,

making it ideal for correcting a dynamic load due to a changing antenna impedance.

The particular tuner chosen in this design produces a constellation of 80 impedance

points on the Smith Chart within an 4:1 SWR circle. Chapter 3 takes the design from

network theory through the optimization of the physical layout.

A means of quantitatively analyzing and comparing tuner designs for power am-

plifier applications is absent in the literature. Chapter 4 proposes a method of such

analysis through determination of the coverage area to specified SWR requirements,

insertion loss and effects on output power, redundancy due to overlapping coverage re-
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gions and choice of state for maximum output power and efficiency, and the degradation

of the tuner coverage area as devices begin to fail in the tuner.

Chapter 5 presents the design and measurement of a micromachined air-suspended

inductor for use in high-frequency bias circuitry - a necessary component as amplifier

complexity increases dramatically with the addition of impedance tuning circuitry.

Chapter 6 concludes with summary, discussion, and future work.



Chapter 2

MEMS-Reconfigurable Class-A-to-E Power Amplifier

In order to determine what constraints amplifier integration places on the design

of the tuner, a simple two-state tuner is examined. Unlike the frequency-agile ampli-

fiers demonstrated in [44–46], this work demonstrates a tuner which enables a different

kind of multifunctionality: a power amplifier (PA) that can operate in either a linear

class-A or high-efficiency class-E [55] mode, depending on the type of input signal that

modulates the same carrier frequency. This type of reconfigurable PA (RPA) would

allow a transmitter to switch between a frequency modulated signal (such as a chirp) or

other constant-envelope modulation schemes, and an amplitude modulated signal with

zero-crossings in the envelope (such as spread-spectrum) [56]. This chapter discusses:

(1) the target impedances and insertion loss of a PA tuner;

(2) the tuner design, including the optimal position of the MEMS switches in the

microstrip circuit for low loss;

(3) measured comparison of the two states of the tuner to equivalent circuits without

MEMS; and

(4) measured performance of the class-A and -E states of the PA at 10 GHz with

comparison to conventional class-A and -E amplifiers made on the same sub-

strate without MEMS.
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2.1 Design

A class-A-to-E switched-mode amplifier design involves simultaneous considera-

tion of the class-A and -E source and load impedances, determination of the acceptable

insertion loss in the MEMS-switched output network, and design of the switched net-

work that satisfies the previous two criteria. This section presents details of the amplifier

and MEMS network designs.

2.1.1 Amplifier Design

A Skyworks/Alpha GaAs MESFET is characterized by source and harmonic load-

pull measurements at 10 GHz to determine impedance contours for output power (Pout)

and power-added efficiency (PAE) in both modes. For this particular device, it is possi-

ble to choose identical input impedances for both modes. This common input network

greatly simplifies the complexity of the circuit while allowing both modes to achieve

20 dBm of output power. Load-pull contours are measured using the fixtures shown in

Figure 2.1. Note that the output reference plane on the class-E fixture (Figure 2.1(b))

is located past the second harmonic stub. The ZE impedance is typically given at the

transistor reference plane, so these measurements are transformed through the stub

and transmission line network to determine the ZE impedance. From the load-pull

measurements of the MESFET, shown in Figure 2.2, the output network impedances

are chosen to be ZE = 36.1+j36.9 Ω for class-E and ZA = 27.2+j15.1 Ω for class-A.

The corresponding quiescent bias points are (VDS=4.2 V, IDS=20 mA)E and (VDS=5 V,

IDS=70 mA)A.

Under these operating conditions, the amplifier performance will configure into

one of the states shown in the power sweep in Figure 2.3 and the two-tone intermodula-

tion plots in Figure 2.4. These figures show measured data for two prototype amplifiers

used in the design of the RPA. Both states are designed to give similar output power
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(a) Class-A Load-Pull Fixture

(b) Class-E Load-Pull Fixture

Figure 2.1: Fixtures for load-pull measurements. The reference planes are indicated.
Note that the reference planes in the class-E fixture are located beyond the second
harmonic stub. These impedance contours must be transformed through the shunt stub
and series line (and tee-parasitics) in order to determine the ZE at the transistor output.
The resulting class-E impedance is 36.1+j36.9 Ω.
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(a) Class-A Load-Pull

(b) Class-E Load-Pull

Figure 2.2: Load-pull contours for class A and class E. The class-A impedance is chosen
at ZA = 27.2+j15.1 Ω such that the input network for both configurations can be
identical. After the reference plane transformation indicated in Figure 2.1, the resulting
class-E impedance is ZE = 36.1+j36.9 Ω. These measurements and figures are courtesy
of Srdjan Pajic.
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for comparison, shown in Figure 2.3, but the linearity and efficiency are quite different.

Figure 2.3 shows that the class-E amplifier reaches a peak drain efficiency (ηD) at 70%

and peak power-added efficiency (PAE) at 60%. The class-A amplifier reaches 30%

drain efficiency at the 1 dB compression point and 28% PAE. If the class-A amplifier

is overdriven, it is capable of achieving 45% drain efficiency and 40% PAE. The lin-

earity differences between these two amplifiers are evident in the third and fifth order

intermodulation products, IMD3 and IMD5 respectively, as shown in Figure 2.4. Both

IMD3 and IMD5 are much lower for the class-A amplifier (indicated by the dotted lines),

which is indicative of better linearity in the amplifier. Upper and lower intermodulation

products are indicated by the blue and red lines respectively. Also typical of these two

amplifier classes, the class-A amplifier is symmetrical in upper and lower products, while

the class-E amplifier (indicated by the solid lines) is asymmetrical, most likely due to

memory effects in the transistor [53].

Adding switches to the output matching network introduces loss at the output of

the amplifier, reducing the output power and therefore, the efficiency of the amplifier.

This loss determines the cost of reconfigurability, that is, how the ability to reconfigure

reduces the performance of each state when compared to non-reconfigurable amplifiers,

as discussed in Section 1.2.1.

2.1.2 MEMS Output Network Design

One method of changing the impedance of a network is to change the length of

a shunt stub (see further discussion in Section 3.1). Placing a MEMS switch along a

stub line results in two impedances, depending on whether the switch is in the open

on closed position. The loss of a stub network with a switch changes depending on the

location of the switch in the stub. Figure 2.5 shows a switch located at three different

positions in the stub. The stub is 54◦ in length at 10 GHz, and each circuit has an input

impedance of 20-j10 Ω when the switch is in the closed state.
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Figure 2.4: Measured two-tone analysis comparison of class-A (dotted) and class-E
(solid) amplifiers, with 5 MHz tone separation at 10 GHz. The amplifiers have very
different linearity characteristics, evident in the IMD3 and IMD5 products. Upper and
lower intermodulation products are indicated in blue and red respectively.
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As the switch is moved in the stub from a location in high current density (Base),

shown in Figure 2.6, to a location of moderate current density (Middle), shown in

Figure 2.7, to a location of low current density (End), shown in Figure 2.8, the insertion

loss decreases. Table 2.1 shows the measured insertion loss at 10 GHz for each location

and compares the loss to a microstrip line of equivalent length on alumina with gold

conductors. These measurements are calibrated using a thru-reflect-line (TRL) method

with a 0.01-dB thru-line ripple in S21 after calibration.

Table 2.1: Measured Effect of Position on Loss at 10 GHz

Position IL (no MEMS) IL (with MEMS)

Base 0.08 dB 0.18 dB

Middle 0.08 dB 0.10 dB

End 0.08 dB 0.08 dB

This study shows that two effects occur simultaneously as switch location is var-

ied: impedance change, and loss change. Since the realization of impedance matching

networks is not limited to a single solution, different networks can produce the same

input impedance and have very different losses.

As an example, the high isolation of the MEMS switches could lead to the con-

clusion that the states of a reconfigurable network can be designed independently. Fig-

ure 2.6(b) shows that when the switch is located at the base of the stub, in the open

position it “turns off” the stub quite effectively and the line becomes 50 Ω. However,

this location has very high insertion loss due to the currents in the switch, which makes

this solution undesirable.

For this reason, the states of the output network for the Class-A-to-E circuit are

designed concurrently in a double-stub configuration. Full-wave EM simulations show

that this configuration has lower loss than a circuit with switches at the bases of the

stubs. When both switches are in the open state, the output network presents the

class-A impedance to the transistor. When both switches are in the closed state, the
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(a) Current Standing Wave (maximum
magnitude at the Base point)

(b) Base (c) Middle (d) End

Figure 2.5: A circuit with an input impedance of 20-j10 Ω is tested with a switch located
in different positions to determine the effect of position on loss. (a) shows the current
standing wave, which is at its highest (green) at the intersection of the stub and the line
and at its lowest (blue) at the open end of the line. The measured insertion losses of
these circuits ((b), (c), and (d)) are shown in Table 2.1 and compared to an equivalent
stub without MEMS on the same substrate. Reference planes are indicated by the
dashed line.
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(a) Measured (blue) and simulated (red) insertion losses of a 70-Ω stub with switch at the
base.

0
.2

0
.5

1
.0

2
.0

5
.0

+j0.2

−j0.2

+j0.5

−j0.5

+j1.0

−j1.0

+j2.0

−j2.0

+j5.0

−j5.0

0.0 ∞

(b) Measured (blue) and simulated (red) impedances of a 70-Ω stub with
a switch at the base from 7–13GHz. The 10-GHz impedances are indi-

cated by the ▽ markers.

Figure 2.6: Simulated and measured insertion loss (a) and impedance (b) of a 70-Ω
stub with a switch at the base of the stub. The red line shows the simulated response
from ADS using an equivalent circuit model for the switch, and the blue line shows the
measured response.
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(a) Measured (blue) and simulated (red) insertion losses of a 70-Ω stub with a switch at the
middle point.
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(b) Measured (blue) and simulated (red) impedances of a 70-Ω stub with
a switch at the middle point from 7–13 GHz. The 10-GHz impedances

are indicated by the ▽ markers.

Figure 2.7: Simulated and measured insertion loss (a) and impedance (b) of a 70-Ω
stub with a switch in the middle of the stub. The red line shows the simulated response
from ADS using an equivalent circuit model for the switch, and the blue line shows the
measured response.
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(a) Measured (blue) and simulated (red) insertion losses of a 70-Ω stub with a switch at the
end.
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(b) Measured (blue) and simulated (red) impedances of a 70-Ω stub with
a switch at the end from 7–13GHz. The 10-GHz impedances are indi-

cated by the ▽ markers.

Figure 2.8: Simulated and measured insertion loss (a) and impedance (b) of a 70-Ω
stub with a switch at the end of the stub. The red line shows the simulated response
from ADS using an equivalent circuit model for the switch, and the blue line shows the
measured response.
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network presents the class-E fundamental impedance and an open circuit at the second

harmonic.

A schematic of the output network is shown inset in Figure 2.9(a). For compari-

son, insertion loss of the tuned network in Figure 2.9(a) is shown along with the insertion

loss of an equivalent microstrip network without MEMS for each state. Figure 2.9(b)

shows the measured impedance of the network compared to the designed impedance. S-

parameters are measured from 7–13 GHz using an Agilent 8510C network analyzer and

a Cascade Summit 9000 probe station with 150µm pitch ground-signal-ground (GSG)

probes. A TRL calibration is included on the alumina substrate with the same CPW-

to-microstrip transitions as the tuner and amplifier circuits. In the class-A state, the

simulated impedance of the output network is ZA = 26.59+j15.34 Ω at 10 GHz, and

the measured impedance is ZA = 25.81+j16.5 Ω. The measured class-E impedance at

ZE = 44.05+j41.9 Ω is off from the designed impedance of ZE = 35.94+j36.65 Ω, but

this difference does not adversely affect the amplifier performance based on the load-pull

data. In general, class-E amplifiers are not extremely sensitive to the output match [57].

The measured insertion loss of the network in class-A mode is 0.15 dB at 10 GHz.

An equivalent microstrip network for the class-A impedance also has 0.15 dB of measured

insertion loss. Since the switches are in the open position for the class-A impedance,

it follows that there is no distinguishable change in loss between the circuits with and

without MEMS switches. The class-E mode has a measured insertion loss of 0.27 dB,

and an equivalent microstrip circuit has a loss of 0.1 dB. Therefore, the reconfigurable

network contributes an additional 0.17 dB of loss in the class-E mode, and no additional

loss in the class-A mode.

2.2 Amplifier Characterization

In the class-A state, with the switches in the open state, the biases of the tran-

sistors in the RPA and the conventional PA are set to the class-A quiescent point from
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Figure 2.9: Measured insertion loss and input impedance of the output network in
class-A (open) and class-E (closed) states, compared to networks without switches.
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Section 2.1.1. Figure 2.10 shows the output power, gain, drain efficiency ηD, and PAE

as a function of input power Pin.

This class-A design achieves 20 dBm of output power if overdriven, but the 1 dB

compression point limits Pout to 19.7 dBm. Drain and power-added efficiencies are

typical for class-A amplifiers at 10 GHz. Table 2.2 gives the performance parameters of

both PAs at the 1 dB compression point.

In the class-E state, the switches are in the down state, and the biases of the

transistors in the RPA and the conventional PA are set to the class-E quiescent point

from Section 2.1.1. Figure 2.11 shows an input power sweep from -1.5 to 12.5 dBm.

The class-E design achieves 20 dBm of output power in both the conventional

and reconfigurable amplifiers. Drain and power-added efficiencies are typical for class-

E amplifiers at 10 GHz [49], with a 4% reduction in efficiency in the reconfigurable

amplifier, consistent with expectations from Figure 1.2. The performance parameters

of both PA types are summarized in Table 2.2.

Table 2.2: Amplifier Performance Comparison

Class-A Class-E

Param. Standard Reconfig. Param. Standard Reconfig.

Pout,1 dB 20.3 dBm 19.7 dBm Pout,max 20.7 dBm 20.6 dBm

Gain 10 dB 10 dB Gain 7.9 dB 7.8 dB

ηD,1 dB 27.5% 26.6% ηD,max 61.9% 58.3%

PAE1 dB 25.3% 24.1% PAEmax 53.2% 49%

2.2.1 Two Tone Analysis

A two-tone analysis is performed on both states of the reconfigurable amplifier and

on the standard class-A and class-E amplifiers for comparison. The tones are separated

by 5 MHz at 10 GHz (0.05% bandwidth) and are calibrated to have equal input power.

Both the class-A and class-E cases, shown in Figures 2.12 and 2.13, show similar
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Figure 2.10: Output power (blue), gain (red), drain efficiency (blue), and PAE (red)
comparison of a standard class-A PA from (a) (solid) and the reconfigurable PA in
class-A mode from (b) (dotted). The switches are open in (b), and the performance of
the two amplifiers is nearly identical.
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Figure 2.11: Output power (blue), gain (red), drain efficiency (blue), and PAE (red)
comparison of a standard class-E PA from (a) (solid) and the reconfigurable PA in class-
E mode from (b) (dotted). The switches are closed in (b), and the additional insertion
loss of the MEMS switches lowers the efficiency of the reconfigurable amplifier.
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behavior when the intermodulation products of the standard PA (solid) and the recon-

figurable PA (dotted) are compared. The upper and lower intermodulation products

are indicated in blue and red respectively.

2.2.2 Class-AB Case

Changing the load impedance of an amplifier is not the only means of changing the

amplifier class of operation. Reducing the conduction angle of a class-A amplifier into a

a class-AB mode (by decreasing the quiescent drain current) [53] results in an increase

in efficiency from the class-A state, even if the amplifier is not optimized for class-AB

operation as is the case here. Figure 2.14 shows a power sweep of the two amplifiers

under test: the reconfigurable amplifier in its class-E state, and the standard class-A

amplifier given an AB bias. The class-AB amplifier (solid) has similar output powers

to the class-E amplifier (dotted), and is capable of achieving similar drain and power-

added efficiencies if driven into compression. Figure 2.15 shows a two-tone analysis of

both amplifiers, showing that they have similar linearity characteristics in IMD3 and

IMD5. Table 2.3 shows a comparison of the output power, gain, and efficiencies of the

class-AB and class-E cases when driven at maximum input power.

Table 2.3: Amplifier Performance Comparison, Class-AB and Class-E

Class-AB Class-E

Param. Standard Param. Standard Reconfig.

Pout,max 21.1 dBm Pout,max 20.7 dBm 20.6 dBm

Gain 8.5 dB Gain 7.9 dB 7.8 dB

ηD,max 57.2% ηD,max 61.9% 58.3%

PAEmax 49% PAEmax 53.2% 49%

With the same input power, the class-AB amplifier has higher output power,

higher gain, and efficiencies within 1% of the reconfigurable class-E amplifier. This

indicates that similar performance can be achieved by a standard amplifier with only a
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Figure 2.12: Comparison of a two-tone analysis with 5 MHz tone separation between
the reconfigurable PA in class-A mode (dotted) with a standard class-A PA (solid). The
upper product is in blue and the lower product is in red.
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Figure 2.13: Comparison of a two-tone analysis with 5 MHz tone separation between
the reconfigurable PA in class-E mode (dotted) with a standard class-E PA (solid). The
upper product is in blue and the lower product is in red.



38
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Figure 2.14: Output power (blue), gain (red), drain efficiency (blue), and PAE (red)
comparison of a non-optimized class-AB PA from (a)(solid) and the reconfigurable PA in
class-E mode from (b) (dotted). The switches are closed in (b), and the performance of
the two amplifiers is very similar. This indicates that nearly the same output power and
efficiencies could be met by changing the bias alone, without the additional complexity
of the MEMS in the output network.
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Figure 2.15: Comparison of a two-tone analysis with 5 MHz tone separation between the
reconfigurable PA in class-E mode (dotted) and the standard amplifier with a class-AB
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reconfigurable bias, and no MEMS devices in the output network.

One reason the class-E and class-AB cases are so similar, even though class-E is

theoretically capable of much higher efficiencies, is that the reconfigurable network adds

loss which decreases the power-added efficiency of the class-E amplifier. This experiment

demonstrates the necessity of designing the amplifier state with the highest efficiency

to have the lowest loss. If the reconfigurable amplifier could obtain the class-E state

with the MEMS switches in the open position, it would not have the 4–5% reduction

in efficiency from the standard amplifier, which would separate the class-AB and class-

E efficiencies by 5%. This improvement in efficiency could possibly justify the added

complexity of a reconfigurable output network. Figure 1.2 shows the effect of increasing

insertion loss on an amplifier with a starting efficiency of 25% in orange, in comparison

to an amplifier with a starting efficiency of 55%, which is shown in red.



Chapter 3

Theory and Design of Tunable Impedance Transformation Networks

In Chapter 2, it is established that a simple two-state class-A-to-E reconfigurable

power amplifier (RPA) could be designed with less than a 5% degradation in power-

added efficiency (PAE) from its conventional equivalents. In this chapter, a more com-

plex output network is designed to enable “tuning” of an amplifier.

A reconfigurable amplifier can switch between multiple pre-defined states, as is

shown in Chapter 2, and in [44–46]. A tunable amplifier can adjust to optimize for

changes in the operating conditions.

In order to design a tunable output matching network, the classical lumped-

element, shunt-stub, and series-slug matching networks are examined first, noting what

elements are required to tune in order to produce a constellation of impedance points

on the Smith Chart. The double-slug network is chosen for the final design, and this

chapter details its implementation using the Sandia ohmic MEMS switch.

3.1 Impedance Transformation Networks

Impedance matching networks can be divided into three categories: lumped-

element, shunt-stub, and series-slug. Each of these networks have a range of impedances

that they can match, and a forbidden region where they cannot match. In the following

section, each of these classes are examined to determine the forbidden regions and what

elements must vary in order to produce a constellation. Additional information may be
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found in [58,59].

Each network in the following sections is analyzed with respect to Zin, the input

impedance of the network, assuming a 50-Ω load (ZL = Z0 = 50 Ω). The constellations

shown are the constellations of points that the network can produce; in order to match,

these impedances must be the complex conjugate of the source - the transistor output

in this case. (Note that in [58], and arbitrary load is matched to Z0. In the cases below,

a ZL = Z0 load is transformed through the network to show the possible Zin points

that can be matched to Z0, which is opposite from [58].)

3.1.1 Lumped-Element Networks

The simplest lumped-element matching networks are the L-type. There are eight

variations of the L-type network, depending on the order of the elements and whether

they are in series or in shunt.

Figure 3.1 shows a series inductor and a shunt capacitor, which is capable of

matching half of the Smith chart. The values of Ls and Cp are allowed to vary logarith-

mically from 10−4 to 104 to give the full range of constellation. Both Ls and Cp must

vary in order to produce a constellation of points. Variable inductors are difficult to

realize. A series variable inductor is often approximated using a shunt variable capacitor

and an impedance inverter, but these solutions are inherently narrowband.

Similarly, changing the position of the elements in Figure 3.1 yields coverage of

half of the Smith Chart, however the constellation is the complement of the one in

Figure 3.1(b), as shown in Figure 3.2(b). As before, both Ls and Cp must vary in order

to produce a constellation of points, typically a subset of the region shown in (b) once

practical limitations on Ls and Cp are in place. Realizing a variable inductor with a

variable capacitor and impedance inverter gives a narrowband solution.

Additionally, the configuration of a series capacitor and shunt inductor can cover

over half of the Smith Chart, as shown in Figure 3.3. Both Cs and Lp must vary in
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Figure 3.1: A series inductor and shunt capacitor lumped-element matching network.
The equivalent circuit is shown in (a), and the constellation of Zin which can be matched
to ZL = Z0 = 50 Ω is given in (b). In this case, both Ls and Cp must vary in order
to produce a constellation of points, typically a subset of the region shown in (b) once
practical limitations on Ls and Cp are in place.
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Figure 3.2: A shunt capacitor and series inductor lumped-element matching network.
The equivalent circuit is shown in (a), and the constellation of Zin which can be matched
to ZL = Z0 = 50 Ω is given in (b). In this case, both Cp and Ls must vary in order
to produce a constellation of points, typically a subset of the region shown in (b) once
practical limitations on Cp and Ls are in place.
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order to produce a constellation of points, typically a subset of the region shown in

(b) once practical limitations on Cs and Lp are in place. Realizing a variable inductor

with a variable capacitor and impedance inverter gives a narrowband solution. One

significant disadvantage of this type of network is in biasing, since the shunt inductor

will provide a short circuit at dc. This network, and its complement shunt inductor and

series capacitor network shown in Figure 3.4 are not often used in active applications

for this reason.

If the series and shunt elements are the same, the L-networks can match a smaller

are of the Smith Chart, as shown in Figures 3.5 and 3.6. In these cases, the order of

the elements does not affect the matching region. Both elements must vary in order to

produce a constellation. The inductor network has the problem of being a dc short for

biasing as discussed in Figures 3.3 and 3.4.

Expanding the concept of the L-network to include one additional element, form-

ing a Pi-network (or equivalently, a T-network), allows coverage of the entire Smith

Chart. This network is shown in Figure 3.7 in the shunt capacitor-series inductor-shunt

capacitor configuration, which does not have the biasing problems associated with the

shunt inductor networks. All three elements must vary in order to produce a constella-

tion. This type of network is used in [39, 43, 47], as discussed in Chapter 1. A 10-GHz

varactor diode implementation was tested at the University of Colorado for use with

class-E power amplifiers in a array [60].

3.1.2 Shunt-Stub Networks

A second class of matching networks are the shunt-stub networks (the series-stub

networks are not readily realizable in many physical layouts and are not discussed here).

Shunt stubs are a common form of microstrip matching network, since all the lines and

stubs are of the same characteristic impedance. Shunt stubs can be divided into two

sub-classes: open stub and shorted stub. In this section, only open stubs are considered
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Figure 3.3: A series capacitor and shunt inductor lumped-element matching network.
The equivalent circuit is shown in (a), and the constellation of Zin which can be matched
to ZL = Z0 = 50 Ω is given in (b). In this case, both Cs and Lp must vary in order
to produce a constellation of points, typically a subset of the region shown in (b) once
practical limitations on Cs and Lp are in place.
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Figure 3.4: A shunt inductor and series capacitor lumped-element matching network.
The equivalent circuit is shown in (a), and the constellation of Zin which can be matched
to ZL = Z0 = 50 Ω is given in (b). In this case, both Lp and Cs must vary in order
to produce a constellation of points, typically a subset of the region shown in (b) once
practical limitations on Cs and Lp are in place.
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Figure 3.5: A series capacitor and a shunt capacitor lumped-element matching network.
The equivalent circuit is shown in (a), and the constellation of Zin which can be matched
to ZL = Z0 = 50 Ω is given in (b). Both Cs and Cp must vary in order to produce a
constellation of points, typically a subset of the region shown in (b) once practical
limitations on Cs and Cp are in place.
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Figure 3.6: A series inductor and a shunt inductor lumped-element matching network.
The equivalent circuit is shown in (a), and the constellation of Zin which can be matched
to ZL = Z0 = 50 Ω is given in (b). Both Ls and Lp must vary in order to produce a
constellation of points, typically a subset of the region shown in (b) once practical
limitations on Ls and Lp are in place.
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Cp1

Ls

Cp2 ZLZin

(a) (b)

Figure 3.7: A shunt capacitor-series inductor-shunt capacitor lumped-element matching
network. The equivalent circuit is shown in (a), and the constellation of Zin which
can be matched to ZL = Z0 = 50 Ω is given in (b). In this case, all three elements,
Cp1, Ls, and Cp2 must vary in order to produce a constellation of points, typically a
subset of the region shown in (b) once practical limitations on Ls, Cp1, and Cp2 are in
place. This type of network is used in [39,43,47], as discussed in Chapter 1. A 10-GHz
varactor diode implementation was tested at the University of Colorado for use with
class-E power amplifiers in a array [60].
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(the most readily realizable in microstrip layouts), however the same principles apply

to shorted stubs.

A single stub allowed to vary from 0–180◦ in electrical length placed at a distance

between 0–180◦ from impedance the network is to match is capable of covering the

entire Smith Chart. This configuration is shown in Figure 3.8. However, making this

configuration tunable would require both the length of the stub (θ1) to change (which

could be possible with shorting switches or adding incremental lengths, albeit the latter

solution would be very lossy), and the position of the stub (θ2) to change. Changing the

position of the stub is not possible, though a loaded transmission line could be capable

of altering θ2 to a small degree. A true-time delay phase shifter could also change θ2,

though such an implementation would add significant complexity to the circuit.

Alternatively, a double-stub configuration fixes the length between the two stubs,

θ2, shown in Figure 3.9(a). In this implementation, all stubs and lines have a constant

characteristic impedance Z0, and only θ1 and θ3 vary. This configuration is common

in microstrip applications where manual “tweaking” of the impedance is required, since

the stubs can be trimmed or lengthened easily.

One drawback of the double-stub configuration is the forbidden region, which is

within the g = 1 circle in Figure 3.9(b). The size of this forbidden region depends on θ2.

The region is at a maximum (shown here) when θ2 = 90◦, and decreases as θ2 becomes

smaller or larger. However, the decreased area of the forbidden region comes at the cost

of increased sensitivity to θ1 and θ2 to the point where it can be impractical to realize

the circuit. In the case of the open stubs, shown in Figure 3.9, the forbidden region is on

the open-circuit side of the Smith Chart. Shorted stubs have a forbidden region on the

short-circuit side. The forbidden region may also be rotated to a “convenient” location

on the Smith Chart with the addition of another series transmission line between Zin

and the θ3 stub.

A triple-stub network, not shown, can cover the entire Smith Chart with a fixed
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Figure 3.8: A single shunt stub matching network (with an open-circuit termination in
this example) with a length θ1 between 0–180◦, placed at a position θ2 between 0–180◦

from the impedance the network is to match is capable of covering the entire Smith
Chart. A circuit representation is shown in (a), with the Smith Chart coverage shown
in (b). The characteristic impedance Z0 remains constant throughout the circuit, but
both the length of the stub and the position of the stub must vary in order to produce
a constellation. While the length of the stub could be modified using switches to short
the line or incrementally increase its length in order to vary θ1, it is impossible to vary
θ2.
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Figure 3.9: A double shunt stub matching network (with open-circuit terminations in
this example) requires only θ1 and θ3 to vary from 0–180◦. The distance between the
stubs, θ2, is fixed. The characteristic impedances of all the lines and stubs remains
constant at Z0. This configuration is more suitable to tuner applications, however it
has a forbidden region. The size of this forbidden region depends on θ2 and the solution
becomes increasingly sensitive to θ1 and θ3 as the forbidden region becomes smaller.
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distance between the three stubs and requiring only the lengths of the stubs to vary.

3.1.3 Series-Slug Networks

A third class of matching networks is the series-slug network. These slug net-

works are most often implemented mechanically, with dielectric blocks called slugs that

are mechanically positioned in the transmission line between the center conductor and

ground to change its characteristic impedance from Z0 to ZM . In this case, the slug has

a fixed electrical length, typically 90◦ at the operating frequency.

The single slug has a common microstrip realization, the quarter-wave trans-

former. A quarter-wave transformer can match any real impedance to any other real

impedance. By addition of a transmission line of length θ1 between the 90◦ slug section

and the impedance to be matched (shown in Figure 3.10(a)), a circular region of the

Smith Chart is covered. This region is shown in Figure 3.10(b). The radius of the

region is determined by the maximum value of ZM , which must be allowed to vary in

order to produce a constellation. θ1 must also vary. It may be possible to design this

type of network with a discretized transmission line loaded with variable capacitors.

As the capacitance changes, the characteristic impedance changes. However the phase

of each discrete section also changes, which creates difficulty in achieving a consistent

constellation.

A double-slug configuration has slugs with constant ZM and constant length θM =

90◦. The position of the slugs, θ1 and θ2 must vary in order to give the constellation

shown in Figure 3.11(b). The radius of the coverage region depends on the value of ZM .

Again, a discretized transmission line may be used to implement this configuration. In

this case, the transmission line could be loaded with switches to change the characteristic

impedance from Z0 to ZM . Since the impedances are both constant values, it is easier

to control the phase of each discrete section.

Since the double-slug tuner requires a straightforward operation (changing from
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Figure 3.10: A single series slug matching network (a) can match impedances within a
circle on the Smith Chart (b). The radius of the region is determined by the maximum
value of ZM , which must vary along with θ1 in order to produce this constellation.
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Figure 3.11: A double series slug matching network (a) has constant slug impedances,
ZM , with constant lengths, θM . This configuration also produces a circular constellation
on the Smith Chart, with an outer radius defined by ZM . The lengths of line between
the slugs and from the slugs to Zin must vary to produce this constellation.
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one impedance to another in discrete segments of a transmission line) and produces

a circular constellation, this network is chosen for the impedance tuner design. The

circular constellation will be beneficial in integrating the tuner with a larger circuit,

since the constellation will not be sensitive to the length of transmission line between

the tuner and the other components of the circuit.

3.2 Theory of the Double-Slug Network

A double-slug tuner consists of two sections of transmission line with fixed charac-

teristic impedances (ZM ) and electrical lengths (θM ) connected in series with a variable-

length transmission line of a different characteristic impedance (Z0) as shown in Fig-

ure 3.12. The slugs are typically one-quarter wavelength long. Their position is allowed

to vary by varying the length of θ1 and θ2 between 0 and 180◦. This tuner is capable

of eliminating standing waves up to a value dependent on ZM , and the criteria for de-

signing the tuner are described in this section. For completeness, a third section of Z0

transmission line of length θ3 is included such that the overall length of the tuner is

constant. In this analysis, referring to Figure 3.12, ZS = ZL = Z0.

Zs

Z0, θ3 ZM , 90◦ Z0, θ2 ZM , 90◦ Z0, θ1

ZL

ΓLZ1, Γ1Z2, Γ2Z3, Γ3

Z ′
3

Zin, Γin

Figure 3.12: A double slug tuner consists of two 90◦ matching slugs with impedance ZM

in series with a transmission line of impedance Z0. The position of these slugs is allowed
to vary by varying the length of θ1 and θ2 between 0 and 180◦. For completeness, a
third section of Z0 transmission line of length θ3 is included such that the overall length
of the tuner is constant.

The tuner analysis is divided into sections as indicated in Figure 3.12. The input
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impedances and reflection coefficients at each of the sections are as follows:

Z1 = Z0
1 + ΓLe−2jθ1

1 − ΓLe−2jθ1
, Γ1 =

Z1 − ZM

Z1 + ZM
, (3.1)

Z2 = ZM
1 − Γ1

1 + Γ1

, Γ2 =
Z2 − Z0

Z2 + Z0

, (3.2)

Z3 = Z0
1 + Γ2e

−2jθ2

1 − Γ2e−2jθ2
, Γ3 =

Z3 − ZM

Z3 + ZM
, (3.3)

Zin = ZM
1 − Γ3

1 + Γ3

, Γin =
Zin − Z0

Zin + Z0

. (3.4)

Since ZM is a quarter-wave line,

Z ′
3 =

Z2
M

Z0

. (3.5)

Likewise, substituting Γ2 from Eq. 3.2 into Z3 from Eq. 3.3 gives

Z ′
3 = Z0

(Z2 + Z0) + (Z2 − Z0)e
−2jθ2

(Z2 + Z0) − (Z2 − Z0)e−2jθ2

=
Z0Z2(1 + e−2jθ2) + Z2

0 (1 − e−2jθ2)

Z0(1 + e−2jθ2) + Z2(1 − e−2jθ2)
(3.6)

The maximum of this equation occurs at θ2 = π/2. Then substituting Γ1 from Eq. 3.1

into Z2 in Eq. 3.2 gives

Z3 =
Z2

0

Z2

, (3.7)

and Z2 = ZM
(Z1 + ZM ) − (Z1 − ZM )

(Z1 + ZM ) + (Z1 − ZM )
=

Z2
M

Z1

.

Therefore Z3 = Z2
0/Z2

M . All that remains in determining Z3 is to determine Z1. If θ1 is

chosen such that Z1 is real, |ΓL| remains the same, and

Z ′
3 = Z3 =

Z2
M

Z0

=
Z3

0 (1 + |ΓL|)

Z2
M (1 − |ΓL|)

. (3.8)

Therefore, the maximum voltage standing wave ratio and maximum ΓL the tuner can

match to Z0 are

V SWR =
1 − |ΓL|

1 + |ΓL|
=

(

ZM

Z0

)4

, (3.9)

and |ΓL| =

∣

∣

∣

∣

Z4
M − Z4

0

Z4
M + Z4

0

∣

∣

∣

∣

. (3.10)
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3.3 Design of an Electrically Reconfigurable Double-Slug Network

The double-slug network requires transmission lines with two impedances, the

slug impedance, ZM , and the line impedance, Z0. The slug impedance has a fixed

electrical length (90◦), however the electrical length of the line section must vary from

0–180◦ in length to complete the double-slug solution. In a mechanical realization of

this network, the slugs physically move along the transmission line to vary θ1 and θ2.

An electrical realization using MEMS devices requires discretization of the trans-

mission line, as shown conceptually in Figure 3.13. Both ZM and Z0 sections of trans-

mission line are separated into θM and θ0 segments. The ZM sections must total 90◦

(which in this example requires two θM sections), and the Z0 sections must total θ1, θ2,

and θ3.

θ0

Z0

θ0

Z0

θM

ZM

θM

ZM

θ0

Z0

θ0

Z0

θM

ZM

θM

ZM

θ0

Z0

θ0

Z0

ZL

θ3

90◦

θ2

90◦

θ1

Figure 3.13: Sections of Z0 and ZM transmission line separated into segments of length
θ0 and θM respectively. A variable element is required to change the characteristic
impedance from Z0 to ZM such that the slug sections (ZM ) can move in steps of θ0.

Each section of transmission line is represented by an equivalent circuit of induc-

tors and capacitors. For the purposes of symmetry, a T-network is used, as shown in

Figure 3.14.

Both networks shown in Figure 3.14 can be modeled as cascaded matrices. A

transmission line segment of impedance Z and length θ is described by

[A]tline =







A B

C D






=







cos θ jZ sin θ

j1/Z sin θ cos θ






(3.11)
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θ0

Z0

L0

C0

L0

(a) Z0 section

θM

ZM

LM

CM

LM

(b) ZM section

Figure 3.14: An equivalent circuit representation of a Z0 (a) and ZM (b) transmission
line segments.

and the T-equivalent circuit segment is modeled as

[A]EC =







A B

C D






=







1 jXL

0 1













1 0

jBC 1













1 jXL

0 1







=







1 − XLBC jXL(2 − XLBC)

jBC 1 − XLBC






(3.12)

Equating like parts, the following results:

BC =
1

Z sin θ
,

therefore C =
sin θ

ωZ
, (3.13)

and XL =
Z(1 − cos θ)

sin θ
,

therefore L =
Z(1 − cos θ)

ω sin θ
. (3.14)

Minimizing the number of MEMS switches required in the reconfigurable circuit

requires minimizing or eliminating any switches in series with the inductors or capaci-

tors. By constraining L = L0 = LM of the inductor, and using a parallel combination

of capacitors C0 and C1 to equal CM , only one switching device is required in each

transmission-line segment. Since one state occurs when the switch is in the open posi-

tion, this state has much lower loss than the closed-position state. Such a configuration

is highly desirable in a double-slug tuner, since in the “all zero” state, where all switches

are open, the tuner becomes a low-loss 50-Ω line that contributes minimally to the rest
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of the system. A schematic of this reconfigurable segment is shown in Figure 3.15.

L

C1

C0

L

Figure 3.15: A reconfigurable transmission line segment. The inductor L is constrained
such that L = L0 = LM . The parallel combination of C0 and C1 is equivalent to CM .

Constraining the two states to have the same inductance leads to a reduction

in the degrees of freedom in the double slug implementation. The ideal double-slug

solution has four degrees of freedom, namely, the two impedances Z0 and ZM and the

two electrical lengths θ0 and θM . By constraining L, ZM becomes dependent on Z0 and

θ0. Further constraints on the network are that Z0 = 50 Ω in the open state, and that

θM be an integer factor of 90◦ such that an integer number of switches close to create

the ZM section. The θ0 sections do not necessarily need to be an integer multiple of

180◦, since the 0 and 180◦ solutions of θ1 and θ2 are redundant. With these constraints,

the section design may be divided into the following steps:

(1) Choose θ0.

(2) Determine C0 and L by

C0 =
sin θ0

ωZ0

(3.15)

and L =
Z0(1 − cos θ0)

ω sin θ0

. (3.16)

(3) Choose θM as an integer factor of 90◦.
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(4) Determine CM and ZM by

CM =
1 − cos θM

ω2L
(3.17)

and ZM =
ωL sin θM

1 − cos θM
(3.18)

Once ZM is known, it is possible to calculate |Γ|max from Eq. 3.10.

ZM is now linked to the choice of θ0 and θM , and only certain constellations are

possible, shown in Figures 3.16 and 3.17. In each figure, the phase of ZM (θM ) is set to

30◦ in Figure 3.16 and 45◦ in Figure 3.17. The phase of Z0 (θ0) is then varied from 15◦

to 26◦ in 1◦ steps.

In the ideal tuner, there is infinite control over the phase of θ1 and θ2, and the

tuner can create all impedances within the |Γ|max circle. However, since this electronic

implementation is limited to discrete steps in phase, a constellation of impedance points

is formed. What cannot be determined by the formulas is how the constellation points

are distributed.

Figure 3.16 shows possible constellations when θM = 30◦. This would require 3

switches to be in the closed position in order to create the 90◦ section at 10 GHz.

In Figure 3.16 (a), there are very few points in the central region of the Smith

chart, with most of the constellation lying on the perimeter of the chart. Figure 3.16

(a) also shows that several points are redundant. Depending on the application, this

redundancy may be desired in order to make the circuit robust; however, from a mini-

mization perspective, the redundancy is undesirable. It is equally undesirable to have

points in close proximity to each other, as in Figure 3.16 (f) or (i).

Another factor to consider is that in the implementation of these inductances

and capacitances, it becomes increasingly difficult to optimize the reconfigurable circuit

simultaneously as the two impedance states (and phases) become increasingly separated.

The exact values of inductance and capacitance calculated from (3.15), (3.16), and (3.17)

are shown in Table 3.1, along with the slug impedance calculated from (3.18) and the



58

(a) θ0=15◦, ZM=24.5 Ω, |Γ|max=0.88,
required devices=30

(b) θ0=16◦, ZM=26.2 Ω, |Γ|max=0.86,
required devices=28

(c) θ0=17◦, ZM=27.9 Ω, |Γ|max=0.82,
required devices=27

(d) θ0=18◦, ZM=29.6 Ω, |Γ|max=0.78,
required devices=26

(e) θ0=19◦, ZM=31.2 Ω, |Γ|max=0.74,
required devices=24

(f) θ0=20◦, ZM=32.9 Ω, |Γ|max=0.68,
required devices=24

Figure 3.16: Possible 10-GHz tuner constellations, θM=30◦ for θ0=15–20◦.
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(g) θ0=21◦, ZM=34.6 Ω, |Γ|max=0.63,
required devices=23

(h) θ0=22◦, ZM=36.3 Ω, |Γ|max=0.57,
required devices=22

(i) θ0=23◦, ZM=37.9 Ω, |Γ|max=0.50,
required devices=21

(j) θ0=24◦, ZM=39.7 Ω, |Γ|max=0.43,
required devices=21

(k) θ0=25◦, ZM=41.4 Ω, |Γ|max=0.36,
required devices=20

(l) θ0=26◦, ZM=43.1 Ω, |Γ|max=0.29,
required devices=19

Figure 3.16: Possible 10-GHz tuner constellations, θM=30◦ for θ0=21–26◦. (cont.)
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maximum Γ calculated from (3.10). Thus, for the case of θM = 30◦, Figure 3.16 (g)

represents the best compromise. The points in the constellation are separated, the

impedance of 34.6 Ω is close enough to 50 Ω and phase of 21◦ is close enough to 30◦ to

allow simultaneous optimization of the reconfigurable element (Section 3.4 contains the

details of this process), while maintaining a reasonably large coverage area of |Γ|max =

0.63 (a 4:1 SWR).

As θ0 approaches θM , the constellation reduces to a single point where θ0 = θM .

This trend is evident in Figure 3.16.

Similarly, Figure 3.17 shows the possible constellations when θM = 45◦, requiring

only 2 switches in the closed position to create the 90◦ section. The exact inductance

and capacitance values are shown in Table 3.1.

Figure 3.17 (a) is even more exaggerated than Figure 3.16 (a) in having no points

in the central region of the Smith chart and all concentrated around the perimeter.

Again, there are solutions which place impedance points in close proximity, such as Fig-

ure 3.17 (f) and (l). Figure 3.17 (g) or (j) produce the best compromises in impedance,

phase, constellation density, and coverage area and would be suitable for applications

requiring high VSWR coverage, though the large separation between the C0 and CM

values shown in Table 3.1 would make implementation more difficult.

For the purposes of this work, Figure 3.16 (g) is selected as the target constel-

lation, providing a balance between all parameters of interest. Section 3.4 details the

implementation of the reconfigurable transmission line section to produce this constel-

lation. In principle, the same design methodology may be followed to produce a tuner

with a constellation from Figure 3.17 (g) or (i).

3.4 Implementation of the Reconfigurable Line Section

Implementing the constellation in Section 3.4 (g) requires loading the transmission

line with the necessary inductance and capacitance. These elements are first considered
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(a) θ0=15◦, ZM=15.9 Ω, |Γ|max=0.98,
required devices=28

(b) θ0=16◦, ZM=17.0 Ω, |Γ|max=0.97,
required devices=26

(c) θ0=17◦, ZM=18.0 Ω, |Γ|max=0.97,
required devices=25

(d) θ0=18◦, ZM=19.1 Ω, |Γ|max=0.96,
required devices=24

(e) θ0=19◦, ZM=20.2 Ω, |Γ|max=0.95,
required devices=22

(f) θ0=20◦, ZM=21.3 Ω, |Γ|max=0.94,
required devices=22

Figure 3.17: Possible 10-GHz tuner constellations, θM=45◦ for θ0=15–20◦.
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(g) θ0=21◦, ZM=22.4 Ω, |Γ|max=0.92,
required devices=21

(h) θ0=22◦, ZM=23.5 Ω, |Γ|max=0.91,
required devices=20

(i) θ0=23◦, ZM = 24.6 Ω, |Γ|max=0.89,
required devices=19

(j) θ0=24◦, ZM=25.7 Ω, |Γ|max=0.87,
required devices=19

(k) θ0=25◦, ZM=26.8 Ω, |Γ|max=0.85,
required devices=18

(l) θ0=26◦, ZM=27.9 Ω, |Γ|max=0.82,
required devices=17

Figure 3.17: Possible 10-GHz tuner constellations, θM=45◦ for θ0=21–26◦. (cont.)
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independently, then combined and optimized to produce a “unit cell” with impedance

Z0 and phase θ0 in the open state, and impedance ZM and phase θM in the closed state.

3.4.1 Design of the Loading Capacitor

A transmission line may be loaded with a shunt capacitance by: a lumped ca-

pacitor, a subquarter-wavelength open stub, a radial stub, or an interdigital capacitor.

Surface mount capacitors are far too large at 10 GHz to be suitable, and monolithic

capacitors such as metal-insulator-metal (MIM) or metal-air-metal (MAM) capacitors

are untested in the current fabrication process, and so use of a lumped capacitor is

unsuitable.

Of the remaining options, a 100 fF capacitor is designed as a test case on 254-

µm thick alumina (Al2O3, ǫr = 9.8). An open shunt stub 100µm in width must be

approximately 755µm in length. A radial stub of equal width at the junction with

the transmission line must be 345µm in length for a 70◦ angle. Both solutions show

good agreement with an ideal shunt capacitance up to 15 GHz. Both of the solutions,

however, present a high potential for coupling between the elements, since the tuner

will require 22 sections placed in close proximity.

By comparison, a 100-pF interdigital capacitor with 3 pairs of fingers, 20µm

finger widths and 22µm gaps must be 250 µm in length. Smaller gap widths allow the

capacitor to be further reduced in size. The element has good agreement with an ideal

shunt capacitance up to 20 GHz. Since this element is very compact, it will be the most

suitable for this particular application.

Figure 3.18, from the Agilent ADS documentation [61], shows the design param-

eters of an interdigital capacitor. W is the width of the fingers, G is the gap space

between the fingers, Ge is the gap space at the ends of the fingers, L is the length of the

fingers, Wt is the width of the finger interconnect, and Wf is the width of the connecting

feed line. Additionally, the number of finger pairs, Np, is required.
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Figure 3.18: Specifications for an interdigital capacitor in Agilent ADS from [61]. G is
the gap spacing, W is the finger width, Ge is the end gap spacing, L is the length of
the fingers, Wt is the width of the interconnect, and Wf is the width of the connecting
feed line. Additionally Np, the number of finger pairs, must be specified.
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The interdigital capacitor has an equivalent circuit as shown in Figure 3.19. The

“intended” capacitance is labeled Ci, and the other elements are parasitic. The series

parasitic elements due to the capacitor are LCs and RCs, and the shunt elements are

CCp. To first order, the capacitance Ci may be estimated based on the geometry of the

capacitor (W , G, and L in microns) [62]:

Ci(pF) =
ǫre10−3

18π

K(k)

K ′(k)
(2Np − 1)L (3.19)

where

k = tan2
(aπ

4b

)

, a =
W

2
, b =

W + G

2
,

and

K(k)

K ′(k)
=



















1
π ln

(

21+
√

k
1−

√
k

)

, for 0.707 ≤ k ≤ 1;

π

ln
(

2 1+
√

k′

1−
√

k′

) , for 0 ≤ k ≤ 0.707;

k′ =
√

1 − k2.

However, accurate determination (and reduction) of the parasitic elements is not straight-

forward. Equations for the parasitic elements may be found in [61], but it is left to an

optimization routine, discussed in Section 3.5, to determine the final geometry which

best fits the design specifications.

CCp

LCs Ci RCs

CCp

Figure 3.19: Equivalent circuit for an interdigital capacitor.
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3.4.2 Design of the Loading Inductor

A series inductance in a transmission line may be created by a thin “strip” in-

ductor, or a thin loop inductor [62]. Since loss is a primary concern in these circuits,

long sections of thin line are undesirable.

Instead, a transverse notch in the microstrip line is used to create a small induc-

tance. Figure 3.20 shows a notch as specified in Agilent ADS [61]. W is the width of the

microstrip line containing the notch, L is the length of the notch, and D is the depth

of the notch into the line.

Figure 3.20: Specifications for a microstrip notch in Agilent ADS from [61]. W is the
width of the microstrip line, D is the depth of the notch, and L is the length of the
notch.

Figure 3.21 shows an equivalent circuit for the notch inductor, where Li is the

“intended” inductance, CLs is the series parasitic capacitance, and CLp are the shunt

parasitic capacitances. The “intended” inductance Li can be estimated to first order

by [62]:

Li (nH) =
µ0πh

2

(

1 −
Z0

Z ′
0

√

ǫre

ǫ′re

)2

, (3.20)

where h is the thickness of the substrate in millimeters, Z0 and ǫre are the characteristic

impedance and the effective relative dielectric constant of the microstrip line of width

W , and Z ′
0 and ǫ′re are the impedance and dielectric constant of a microstrip line of

width W − D.
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As in the case of the interdigital capacitor, equations exist in [61] to determine

the parasitic elements in Figure 3.21, however an optimization routine is used to best

fit the geometry to the electrical specifications, which Section 3.5 discusses in detail.

CLp

Li

CLs CLp

Figure 3.21: Equivalent circuit for a microstrip notch.

3.4.3 Combination into a “Unit Cell”

The capacitor and inductor elements from the previous sections are combined

into what will be the “unit cell” of the reconfigurable transmission line, such that in

the different states, the cell will have the configurations from Figure 3.14. Ideally, the

unit cell would have the configuration shown in Figure 3.22, where Li and Ci are the

intended inductance and capacitance of the cell components (from Figure 3.14(a) or

(b)), void of any parasitic components.

In actuality, the microstrip interdigital and notch components have parasitic re-

actances and losses, shown in Figures 3.19 and 3.21, which makes the actual equivalent

circuit closer to the one shown in Figure 3.23. The physical dimensions of the notch

and interdigital components are varied through optimization routines such that the full

equivalent circuit in Figure 3.23 most closely matches the ideal circuit in Figure 3.22.

The unit cell must also switch between the two impedance states of Figure 3.14

in the manner shown in Figure 3.15. This means inclusion of the MEMS switch into the

unit cell, which has additional parasitic components (namely capacitance in the open

state and resistance and a small electrical length in the closed state). The equivalent
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Li

Ci

Li

Figure 3.22: Ideal equivalent circuit for the transmission line section.

CLp

Li

CLs

CLp

LCp

Ci

RCp

CCp CLp

Li

CLs

CLp

Figure 3.23: Full equivalent circuit for the transmission line section, including parasitic
elements.
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circuit model of the switch is detailed in Section 1.3.1 and shown in Figures 1.5 and 1.6.

An additional constraint on the unit cell is that the MEMS devices cannot be

arbitrarily close to one another. Each device includes flexures, anchors, and a resistive

network to provide the actuation bias, as shown in Figure 1.4. Without any change

to the bias network design, the switches may be no closer on the same side of the

transmission line than approximately 500µm (measured as the distance between the

junction edges). Redesigning the bias network could potentially allow the switches

to be as close as 200 µm on the same side of the transmission line. If the switches

are staggered along the transmission line, the distance between the cell junction edges

reduces to 200 µm for no change in the bias network (since the transmission line joining

each cell is 100 µm in length on either size of the switch). With a redesigned, staggered

bias network, the switches could possibly be as close as 50 µm.

With the inclusion of 100µm diameter plated vias along the line (surrounded by

a 200 µm diameter microstrip pad, shown in Figure 3.24(a)) and to minimize coupling

between the cells, the switches are staggered along the line with the junctions separated

by 360µm, shown in Figure 3.24(b). This allows 300µm of separation between each

switch and the nearest via, and 810µm of separation between adjacent switches on the

same side of the transmission line. Note, these values were chosen subjectively, based

on ease of fabrication (particularly the release step) and of a suitable separation to

reduce coupling while minimizing the overall circuit size. Since the circuit is a loaded

transmission line with a phase of 21◦, the length of an unloaded, straight section of line

of equal length to the unit cell must be much less than 21◦.

3.5 Optimization of the Unit Cell

Figure 3.25 shows the schematic in Agilent ADS used to optimize the unit cell.

Since the desired unit cell is in a configuration shown in Figure 3.15, the optimization

occurs in two steps:
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(a) Unit Cell

(b) 6 Staggered Cells

Figure 3.24: The unit cell layout (a) with each component labeled according to the
corresponding component in Figure 3.15. Each unit cell is staggered (b) such that
the switches and larger capacitors are separated sufficient distance for fabrication and
reduction of coupling.
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(1) The physical dimensions of the notch and interdigital components which produce

the common inductance and capacitance C0 are optimized with the switch in

the open position.

(2) The optimization parameters from step (1) are disabled, and the physical dimen-

sions of the interdigital capacitor which produces capacitance C1 are optimized

with the switch in the closed position.

Since the two states of the MEMS switch have different equivalent circuit models,

a nested approach is used whereby the models for the open and closed state are inserted

into the unit cell schematic as two separate blocks. These blocks are selected using an

ADS component known as a “path selector”, shown in the lower branch of Figure 3.25,

which uses a state variable to determine the path. This component provides an ideal

“thru” connection, perfect isolation, no phase change and no loss.

3.5.1 First Optimization Step

The unit cell is symmetric about the center cross element, since the left and

right inductances are equal. This inductance is produced by the notch element located

between two transmission line elements. The position of the notch is allowed to vary by

varying the lengths of the two transmission lines, such that their total length sums to a

constant. The notch has two parameters that are allowed to vary: its length L and its

depth D, according to Figure 3.20.

The upper branch of the circuit contains the interdigital capacitor that will create

C0 from Figure 3.15. Since this capacitance is small, the number of finger pairs Np is

set to 3. The gap width G and finger width W from Figure 3.18 are fixed to 10µm,

which approaches the limit of the fabrication capabilities without significantly affecting

the yield. The width of the interconnect, Wi, and the width of the feed line, Wf , are

fixed to 100µm and 20µm respectively. The gap at the end of the finger, Ge, and the
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finger length, L, are allowed to vary. The capacitor is connected to ground through a

series inductance of 0.05 nH, which is the inductance of the 100 µm diameter via.

The path selector is set to use the open state equivalent circuit model for the

switch.

These values are optimized with two goals:

(1) Minimizing the magnitude of the difference between S11 in the unit cell and an

ideal transmission line of impedance Z0 and phase θ0, and

(2) minimizing the magnitude of the difference between S21 in the unit cell and the

ideal transmission line.

Optimization is first run using the “random” optimization type to reduce the two

goals to within 10−3. This ensures that the optimizer locates a global minimum over the

entire search space. The optimization is then performed again using a gradient method

to reduce the two goals to within 10−7. The frequency range of optimization is set from

8–12 GHz, covering X-band.

3.5.2 Second Optimization Step

In the second optimization step, all values optimized in step (1) are disabled. The

path selector is set to use the closed-state equivalent circuit model.

The lower branch of the circuit contains the interdigital capacitor that will create

C1 from Figure 3.15. Since this capacitance is larger than C0, the number of finger

pairs, Np, is set to 4. The gap width, G, and finger width W from Figure 3.18 are fixed

to 10 µm, which approaches the limit of the fabrication capabilities without significantly

affecting the yield. The width of the interconnect, Wi, and the width of the feed line,

Wf , are fixed to 100µm and 20µm respectively. The gap at the end of the finger, Ge,

and the finger length, L, are allowed to vary. The capacitor is connected to ground
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through a series inductance of 0.05 nH, which is the inductance of the 100 µm diameter

via.

These values are optimized with two goals, similar to step (1):

(1) Minimizing the magnitude of the difference between S11 in the unit cell and an

ideal transmission line of impedance ZM and phase θM , and

(2) minimizing the magnitude of the difference between S21 in the unit cell and the

ideal transmission line.

Again, optimization is first run using the “random” optimization type to reduce

the two goals to within 10−3, then run again using a gradient method to reduce the two

goals to within 10−7.

3.5.3 Full-Circuit Verification

Once optimization is complete, the unit cells are cascaded and nested into a larger

circuit, which contains all 22 switches, shown in Figure 3.26.

Figure 3.26: Unit cells are nested in a larger simulation of the full 22-switch circuit to
determine the impedance constellation and loss. Each box contains the circuit shown
in Figure 3.25, i.e. one reconfigurable line section.

The state of each unit cell’s path selector is passed as a variable from the top level

circuit into each cell. This state is determined from a data access component (DAC),

which contains arrays of ones and zeros representing whether the unit cell switch is

in the closed or open respectively. The columns of the array represent the value of
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a particular switch. Each array represents one impedance point on the 10 GHz Smith

Chart, referred to as one “state” of the tuner. These arrays are indexed. The parameter

sweep component in ADS steps through all the indices required to create double slug

operation centered at 10 GHz. Since three closed switches are necessary to create a 90◦

section with impedance ZM , shown in Figures 3.12 and 3.13. The two groups of three

ones in Table 3.2 represent the slugs.

The slugs start adjacent to each other (state j), creating a 180◦ section and an

impedance point at 50 Ω on the Smith Chart. The slugs are then separated one cell

length at a time (θ0 from Figure 3.13) in states j+1 through j+7. The total separation

distance is θ2 from Figures 3.12 and 3.13. Table 3.2 does not show the complete state

matrix, only a subset for one cycle of the slugs (i.e. once the slugs are separated by

at least 180◦, the impedance pattern repeats itself). The matrix shown in Table 3.2

is followed by zeros beyond switch Si+12, which represent θ1 from Figures 3.12 and

3.13. The complete tuner has sufficient switches such that θ1 can vary from 0–180◦.

The matrix is also preceded by zeros for all switches before Si, which represent θ3 from

Figures 3.12 and 3.13.

An s-parameter simulation is performed to verify the complete circuit. Figure 3.27

shows a comparison between the ideal 10-GHz constellation from Figure 3.16(g) as

calculated in MATLAB and the constellation calculated in ADS. The ideal impedance

points are indicated by the blue x symbols, and the model points are indicated by

the red o symbols. While it is impossible to match the ideal constellation perfectly

once parasitics, losses, and physical limitations are included in the ADS model, the

constellations nonetheless have good agreement in range and distribution of points.

The ADS simulation allows a first estimate of the insertion loss of the tuner,

based on the physical models of the components. Figure 3.28 shows the insertion loss

as it depends on the state of the tuner (i.e. the loss at each impedance point). The

symbols indicate the loss at each discrete state of the tuner. The special “0” state is not
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Figure 3.27: A comparison of the 10-GHz ideal tuner constellation (blue x) with the
full circuit simulation from ADS (red o), which includes losses. The constellations are
similar in range and distribution.
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Figure 3.28: Simulated insertion loss in each state of the tuner. The “0” state is when
all switches are open and has an insertion loss of 0.08dB. The other states have losses
ranging from 0.17–0.27 dB.
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part of the normal double slug configuration, and is when all switches are in the open

position. In this position, the circuit is in its lowest loss configuration and becomes a

50 Ω line approximately 1.3λ in length at 10 GHz. This state effectively turns off the

tuner entirely and has an insertion loss of 0.08 dB. This loss is higher than a microstrip

line of equal length, but much less than any other 50 Ω state of the tuner.

The other states of the tuner have insertion losses ranging from 0.17 dB to 0.27 dB

as the impedance position ranges from lowest VSWR (50 Ω) to highest VSWR (approx-

imately 4:1) respectively.

3.5.4 Full-Wave Verification

Since the full circuit is densely packed, the last verification step is a full-wave

method-of-moments analysis (Ansoft Designer) to determine the effects of coupling be-

tween the elements. Simulating the entire structure would be extremely time consuming,

so some simplifications are made:

(1) Switch flexures , anchors, and etch holes are eliminated

(2) Six switches are simulated together, instead of all 22 (as shown in Figure 3.24(b))

(3) Switches are either all open or all closed to eliminate complex layer assignments

to account for the different heights in each state

(4) Vias are used to connect the switch layer to the microstrip layer, which are the

size of the contact dimple

(5) All metal layers are infinitely thin

(6) In the closed position, the switch is at a height of 1µm

(7) In the open position, the switch is at a height of 3.5µm



81

Figure 3.29 shows the surface currents for the cases when all switches are open

(a) and all are closed (b). The current color scales are logarithmic from 0.1 to 10 and

are the same in both (a) and (b). The isolation of the switches is apparent in (a), since

no currents are present in the switch or the capacitor and via behind the switch. When

the switches are closed, moderate current densities are present in the switch membrane

(approximately 0.5).

The phase of the circuit in the full-wave simulation was electrically smaller than

the schematic simulation by a few degrees, possibly due to coupling between the ele-

ments. Each cell is designed to have a phase of 21.2◦. The phase of the unit cell was

determined by examining the phase of S21 of the complete circuit and dividing by the

number of switches. The phase of each unit cell reached convergence for six or more

switches. To compensate for the phase variation, the unit cell in the ADS schematic

was re-optimized to be a few degrees longer, the new physical dimensions exported in a

layout, and re-simulated in the full-wave simulator. Unfortunately, no correlation exists

to verify the accuracy of Ansoft Designer with measured results. At this stage, the

full-wave simulation exists as a best estimate. A six-switch test circuit is included on

the wafer to verify the full-wave all-open or all-closed scenario. From this circuit, the

phase of the unit cell will also be determined.

Table 3.3 shows how the phase and input match changed from the physical di-

mensions initially determined by the optimization routine to the final values used in the

design after compensating the dimensions. Ideally, the six-switch test circuit should be

well matched in both the open and closed states, and have phase of 21.2◦ in the open

state and 30◦ in the closed state.

3.6 Complete Circuit

The final required elements in the tuner implementation are the resistive elements

necessary for actuating the switch. The resistive layer has a resistivity of 3 kΩ/¤. This
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(a) All Switches Open

(b) All Switches Closed

Figure 3.29: Method of Moments (MoM) simulation of 6 switches (as shown in Fig-
ure 3.24(b)) with all switches in the open state (a) and closed state (b). Only 4 switches
are shown for clarity. The current color scale is logarithmic from 0.1 to 10. The isolation
provided by the switches is evident in (a), and when the switches are closed they are in
regions of moderate current density (the maximum is approximately 0.5), shown in (b).
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Table 3.3: Initial and Final S-Parameter Values from Full-Wave Simulation

Switch Open Switch Closed

Parameter Initial Final Initial Final

S11 (6 cells) -33.7 dB -34.6 dB -15.8 dB -34.5 dB

S21 (6 cells) -0.12 dB -0.14 dB -0.30 dB -0.24 dB

phase(S21) (1 cell) 18.9◦ 21.4◦ 25.6◦ 29.6◦

highly resistive material has a very small effect on the microwave performance (according

to full-wave simulations that include the resistive layer) and is therefore neglected during

the optimization. Since the actuation lines are gathered to a 12-pin DC probe pad,

different lengths are required for each switch. In order to not have different resistances

associated with each switch, the resistive lines are kept at a constant length, and then

gold traces are used to connect the lines with the DC bias pads, shown in Figure 3.30.

The actuation resistor RA is 400 kΩ.

Additionally, it is essential that the switch plate be at the same potential as the

lines it touches when it makes contact. The center RF line is at DC ground, so the

switch plate is connected through a resistor RD to a via in an adjacent cell. The switch

makes contact with one side of the interdigital capacitor, so these two surfaces are kept

at equal potentials through the equalization resistor RE , which is 100 kΩ. Both the

switch plate and the interdigital capacitor are discharged through the discharge resistor

RD = 200 kΩ. These resistor values are summarized in Table 3.4.

Table 3.4: Resistor Values

Resistor Line Total Resistance

RA 400 kΩ

RE 100 kΩ

RD 200 kΩ

The final circuit layout is shown in Figure 3.31, including all 22 switches, RF and

DC probe pads, and all bias resistors. The overall dimensions are 5 mm by 11.5 mm.
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Figure 3.30: Resistor layout for actuation and discharge of the MEMS switch.

Figure 3.31: The complete circuit layout, which includes all 22 switches, RF and DC
probe pads, and actuation and discharge resistors. The outer dimensions of the circuit
are 5 mm by 11.5 mm.



Chapter 4

Performance Analysis of Tuner Networks

Determining how well a tuner network is performing involves several steps. The

insertion loss of the network is of primary importance, especially in amplifier systems

where output power and system efficiency are at stake. As discussed in previous chap-

ters, the aim of reducing the loss of the network led to the design of a tuner with an

impedance constellation much less dense than other tuners in the literature. This chap-

ter examines the tuner in a quantitative manner and provides a means of comparison

between different tuner designs.

Since insertion loss is of highest importance in these designs, the definition of loss

is reviewed in Section 4.1. There are major discrepancies in the literature, particularly

in the case of MEMS-based impedance tuners, about the determination of insertion loss

from s-parameters. The alternative s-parameter method used in the MEMS literature

and the standard method are compared with respect to the definition of insertion loss,

and the limitations of the alternative method are discussed.

Often circuit components do not require a perfect match, but are specified to a

certain standing-wave ratio (SWR). Since low-density impedance constellations cannot

match all impedances, Section 4.2 shows how a specified SWR can be mapped into

circles around the various impedance points at the input of the tuner. This mapping

determines regions in which impedances can be mapped to within the specified SWR.

Section 4.3 shows how the area of these regions may be numerically integrated such that
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the coverage area of the tuner (Section 4.4) and the overlap of the regions (Section 4.5)

are quantified. This quantification allows a “bandwidth” to be determined for the

amplifier, i.e. a frequency range over which the impedance constellation is capable of

matching a specified range of impedances to within a specified SWR.

The output power of the RPA is a combination of the output power of the amplifier

(with a lossless output), the loss of the tuner state, and the mismatch of the state. This

concept is illustrated in Section 4.6.

In critical applications, it is important that the tuner degrade gracefully as devices

fail. Section 4.7 examines the methods of failure in the tuner, and shows how many

devices may fail before the tuner is no longer capable of meeting coverage specifications.

4.1 Insertion Loss

What is termed “insertion loss” in the characterization of MEMS switches [63]

leads to significant error when calculating the loss of MEMS-based impedance tuners,

using loss as a negative power gain. This section aims to clarify the conditions under

which this formula is valid, and how this formula relates to the standard definition of

insertion loss.

The standard definition of insertion loss is

IL =
PL

Pin
, (4.1)

where PL is the power delivered to the load and Pin is the power inserted into the system

[S] after any mismatch reflections, shown in Figure 4.1. The operating power gain of

a network is also defined as PL/Pin. In this sense, loss is equivalent to negative power

gain.

Using a signal-flow diagram to relate the insertion loss to the s-parameters of [S],

Eq. 4.1 may be expressed with no assumptions made about the load ZL by [64]

IL =
1

1 − |Γin|2
|S21|

2 1 − |ΓL|
2

|1 − S22ΓL|2
. (4.2)
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[S]

ZL

Γin ΓL

Pinc

PR

Pin Ploss

PL

Figure 4.1: Power waves in a two-port lossy system [S]. Pinc is the incident power
available from the source, and PR is the reflected power due to impedance mismatch
characterized by Γin. Pin is the input power of the system [S], Ploss is the power lost
in the system, and PL is the power delivered to the load, ZL.

When the load ZL is matched (ΓL = 0), Eq. 4.2 reduces to

IL = 10 log

(

|S21|
2

1 − |S11|2

)

, (4.3)

including a conversion to decibels, in which insertion loss is typically expressed.

The alternative definition of insertion loss in terms of s-parameters in [63] is

1 − |S11|
2 − |S21|

2 = Loss, (4.4)

where Loss is the percentage power loss. Loss is converted to decibels [65] using

IL = 10 log (1 − Loss) . (4.5)

The following section will show that the insertion loss in Eq. 4.5 defined by the

percentage power loss in Eq. 4.4 is valid only in the case where the device under test

([S]) is matched to the source. These cases include a single switch under test, and most

tunable filter and phase shifter applications. However, in the case of a matching circuit

at the output of an amplifier, the matching circuit must be characterized in order to

determine the insertion loss of the matching block alone. In this case, a matching circuit

measured in a 50 Ω system is not matched. This mismatch, however, should not affect

the loss characteristics of the matching block provided the load remains the same.
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4.1.1 Validity Conditions

The argument for the validity of Eq. 4.4 and Eq. 4.5 comes from power conserva-

tion principles [65,66]. In Figure 4.1, when the load ZL is matched (all power available

from system [S] is delivered to the load as PL), the power conservation equations states

Pinc − PR − Ploss − PL = 0. (4.6)

These power waves may be related to the s-parameters of [S] (again, when ZL is

matched) by:

PR = Pinc|S11|
2, (4.7)

PL = Pinc|S21|
2, (4.8)

Pin = Pinc(1 − |S11|
2) = Pinc − PR. (4.9)

Through substitution into Eq. 4.6

Pinc − Pinc|S11|
2 − Pinc|S21|

2 − Ploss = 0

Pinc(1 − |S11|
2 − |S21|

2) = Ploss.

What is termed percentage loss (Loss) in Eq. 4.4 is actually the ratio of the lost power

Ploss to the incident power Pinc:

(1 − |S11|
2 − |S21|

2) = Loss =
Ploss

Pinc
. (4.10)

Substituting into Eq. 4.5 gives

IL = 10 log

(

1 −
Ploss

Pinc

)

= 10 log

(

Pinc − Ploss

Pinc

)

. (4.11)

By re-examining the power conservation equation, Eq. 4.6, the numerator can be

re-expressed as PR + PL. Also, the denominator is equivalently Pin + PR from (4.9).

Therefore, Eq. 4.11 is equivalently

IL = 10 log

(

PR + PL

Pin + PR

)

. (4.12)
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Under the condition that the system [S] is perfectly matched (PR = 0), then this

formula reduces to the standard definition of insertion loss in Eq. 4.1. However, when

the system [S] is not perfectly matched, using Eq. 4.4 and Eq. 4.5 to calculate insertion

loss is no longer valid, and becomes increasingly inaccurate as reflected power increases.

This invalidity occurs because Eq. 4.4 and Eq. 4.5 are dependent on the incident power.

However, the definition of insertion loss is dependent only on the input power, that

is, the power inserted into the network. Regardless of the reflected power due to a

mismatch of system [S] to the source, the loss of system [S] alone should remain the

same.

Insertion loss is universally defined in Eq. 4.1, and may always be computed from

s-parameters using Eq. 4.2. In the case of a matched load, Eq. 4.2 reduces to Eq. 4.3.

The formulas in Eq. 4.4 and Eq. 4.5 are only valid when PR is zero. Most MEMS

circuits to-date [63], namely phase shifters and filters, are intended to be well matched,

and so Eq. 4.4 and Eq. 4.5 are relatively accurate (though the reflected power in these

circuits is not absolutely zero, which leads to slight inaccuracies). A matching circuit

block consisting of MEMS impedance tuners is intentionally not matched in a 50 Ω

measurement system, and so for the first time the discrepancies in Eq. 4.4 and Eq. 4.5

become apparent. In conclusion, the most general formula in Eq. 4.2 is always valid

and the best means of calculating of insertion loss. In addition, if a tuner circuit is

characterized alone, into 50 Ω ports, Eq. 4.2 best describes the measurement used to

determine insertion loss.

4.2 Constellation Density Based on Acceptable SWR

Most systems are specified to a particular SWR, indicating how well the system

must be matched. Often, a perfect match is not required and a final SWR in the

range of 1.1–1.5 is acceptable. In order to determine how this range affects the design

of the tuner, the SWR must be translated into a range of impedances and mapped
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through the network to a range of impedances at the input of the tuner. This requires

operations in several mathematical domains. These domains occur in complex planes

in the locations indicated in Figure 4.2. The Z plane and its corresponding Γ plane are

located between the tuner and the load. Impedances and reflection coefficients in these

planes are mapped through the network to new impedances and reflection coefficients

on the Z ′ and Γ′ planes respectively. The tuner block contains the double-slug tuner

network designed in Chapter 3, repeated as a block diagram here for clarity.

A conventional amplifier is connected directly to the load, and an SWR is specified

at the Z plane, as shown in Figure 4.2(a). In the case of a reconfigurable amplifier, the

goal is to determine what impedances in the Z ′ plane for a variable load ZL, shown in

Figure 4.2(b) can the tuner correct to the same SWR at the amplifier (in the Z plane).

From a specified SWR and a load of ZL = 50 Ω, the magnitude of the reflection

coefficient which produces this SWR can be found by:

|Γ| =
SWR − 1

SWR + 1
. (4.13)

This produces a circle Ψ in the complex Γ plane of radius |Γ|, defined by

ΓΨ = |Γ|ejφ, (4.14)

where φ in the domain 0–2π. The corresponding impedance in the Z plane is found by

ZΨ = Z0
1 + ΓΨ

1 − ΓΨ

. (4.15)

A load impedance ZL may be represented in chain matrix form as the product of

a shunt admittance Y = 1/ZL and an open circuit, where the voltage is 1 and current

is 0:

[AL] =







1 0

1/ZL 1













1

0






=







1

1/ZL






.

In this case, however, the impedance in the Z plane is not ZL, but rather a domain of
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Zs Amp
ZL

Γ, Z
(a)

Zs Amp

Tuner

ZL

Γ, Z Γ′, Z ′
(b)

Z0, θ3 ZM , 90◦ Z0, θ2 ZM , 90◦ Z0, θ1

(c)

Figure 4.2: An amplifier connected to a fixed load (a) is typically specified to an SWR
at the Z plane. With a variable load (b), the tuner must correct the impedance at the
Z ′ plane within the same SWR specification as (a) at the Z plane. Thus, a variable load
results in no change in the amplifier performance. The tuner block in (b) is expanded in
(c) and consists of the double-slug network from Chapter 3, Figure 3.12 as an example.
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impedances ZΨ

[AΨ] =







1

1/ZΨ






.

The tuner network may also be defined as a chain matrix

[ATs
] =







As Bs

Cs Ds






,

where s is the particular impedance state of the tuner.

Cascading the tuner with the complex load domain gives the state-dependent

chain matrix at the input of the tuner:

[Ain,s] = [ATs
] [AΨ] =







As Bs

Cs Ds













1

1/ZΨ






=







AsZΨ + Bs

CsZΨ + Ds






.

The input impedance of the tuner in the Z ′ plane is given by V/I,

Z ′
Ψ,s =

AsZΨ + Bs

CsZΨ + Ds
. (4.16)

Eq. 4.16 represents a bilinear transformation [67–69] of impedances from the Z plane to

the Z ′ plane. Typically, this transformation is used to determine the input impedance

Zin looking into a network with a fixed load ZL at the output of the network:

Zin =
AZL + B

CZL + D
.

However, since the bilinear transformation is a conformal mapping, the concept of map-

ping a single point of impedance may be generalized to a mapping of a domain of

complex load impedances at the output, ZΨ, to a domain of complex input impedances,

Z ′
Ψ,s. Each state s of the tuner has a different chain matrix, so the resulting Z ′

Ψ,s is a

state-dependent mapping of Ψ.

It is customary to view impedance constellations on the Smith Chart, so Z ′
Ψ,s is

mapped from the Z ′ plane to the Γ′ plane

Γ′
Ψ,s =

ZΨ,s − Z0

ZΨ,s + Z0

.
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Figure 4.3 shows ZL = 50 Ω surrounded by circle of SWR = 1.5 defined by ZΨ, which

is mapped using the method described above to a particular state of the tuner Zs and

a new region of impedances ZΨ,s.

Additionally, the region of impedances enclosed by the boundary ZΨ in the Z

plane is mapped and enclosed by the boundary Z ′
Ψ,s in the Z ′ plane. This principle

is demonstrated in Figure 4.4, where concentric SWR circles ranging from 1.1–1.5 are

mapped from the Z plane to the Z ′ plane for state s. Each SWR circle is indicated in

a different color.

Figure 4.4 demonstrates that given a maximum SWR acceptable to the amplifier,

the tuner is capable of covering an area of the Smith Chart. The coverage areas for

SWRs from 1.1–1.5 are shown in Figure 4.5. This figure also shows that the area enclosed

by the |Γ|max = 0.61 circle is completely covered for SWR = 1.5 and 1.4. At SWR =

1.3 small gaps begin to appear in the coverage region, and the coverage area continues

to reduce as the SWR approaches 1.1. Section 4.3 discusses a numerical method of

determining the area of these regions, and Section 4.4 discusses how the area of these

regions changes with frequency, which is used to determine a tuner bandwidth.

Additionally, these regions overlap, as shown in Figure 4.6. For clarity, the only a

partial constellation is shown. Several impedance regions are overlapped by two states,

such as the one indicated by the “Double Overlap Area” arrow. In this example, there

are two regions which are covered by three states, such as the one indicated by the

“Triple Overlap Area” arrow. Section 4.5 uses the numerical integration technique from

Section 4.3 to determine how many states cover a particular impedance.

In the case of a double overlap (in the region indicated by the arrow in Figure 4.6),

impedances in the overlap region are mapped to within the specified SWR by either state

A or state B would map the impedance to within the specified SWR. However, the loss

of the tuner is dependent on the state. Section 4.6 discusses the trade-off between

mismatch and loss, and how the appropriate tuner state is determined such that the
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Figure 4.3: Impedance ZL is mapped through the tuner network to a particular state
Zs. Likewise, a domain of impedances ZΨ around ZL defined by SWR = 1.5 is mapped
to a new domain of impedances Z ′

Ψ,s corresponding to the state of the tuner.
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Figure 4.4: A mapping of concentric SWR circles. Concentric circles in the Z plane
map are mapped to concentric circles in the Z ′ plane for state s. This indicated that
the entire region enclosed by the boundary ZΨ in the Z plane is mapped to the Z ′ plane
and enclosed within the boundary Z ′

Ψ,s. Each SWR circle from 1.1–1.5 is indicated in
a different color.
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(a) SWR = 1.5 (b) SWR = 1.4

(c) SWR = 1.3 (d) SWR = 1.2

(e) SWR = 1.1

Figure 4.5: Regions covered by specified SWR from 1.5 to 1.1. The |Γ| = 0.61 circle is
also shown, which is the maximum |Γ| of all the tuner states.
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Figure 4.6: An example of overlapping SWR regions in a two slug tuner. In this case,
there are several regions of the Smith Chart where two regions overlap, meaning that
both states could match an impedance within that region to within the specified SWR.
In this case, other criteria should be used to determine the proper choice of state, such
as which state has the lowest loss or produces the highest output power. There are two
small regions in this example that are overlapped by three states.
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RPA has the largest output power (which will simultaneously provide the conditions for

highest gain and efficiency). The importance of determining the best state is evident in

the case of the triple overlap region (indicated by the arrow). For this region, there are

three states which all map the impedance to within the specified SWR: C, D, and E.

However, even though state D is closest to any impedance within the overlap region,

because state C can be produced by turning all switches in the tuner off (state 0, which

has the lowest insertion loss of all possible states from Figure 3.28), it is possible that the

mismatch caused by using state C would decrease the overall output power a smaller

amount than the combined mismatch and loss of state D. Section 4.6 discusses this

hypothesis in greater detail.

4.3 Numerical Determination of Constellation Area

While the area of the regions in each state could be calculated analytically, it

would not be possible to calculate the area of all the combined states due to the overlap

of the regions, as shown in Figure 4.6. Instead the area of these regions is calculated

numerically by defining the boundary of the region as a polygon, and using the “in-

polygon” function built into MATLAB. This function returns a 1 if point is inside a

polygon or on the boundary, or a 0 if the point is outside the polygon.

To create test points, a mesh is created in the Smith Chart. The Smith Chart is

a unit circle in the Γ plane. For the purposes of simplicity, rather than containing the

quantization to the unit circle boundary, the quantization matrix extends from -1 to 1

and -j to j in the Γ plane, as shown in Figure 4.7. Selecting points A–H demonstrate

how the Γ position translates to a matrix index, shown in Table 4.1, which follows these

equations:

ri = (1 + xp)
N
2

(4.17)

ci = (1 − yp)
N
2
, (4.18)
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where ri and ci are the row and column matrix index, and xp and yp are the x (real)

and y (imaginary) positions in the Γ plane. N is the size of the matrix, which is NxN .

In this analysis, N = 200, such that moving one index in the matrix in any direction is

equivalent to a change of 0.01Γ.

Table 4.1: Quantization of Γ

Point
Γ Coordinate Matrix Index

(xp, yp) [ri, ci]

A (−1, 1) [1, 1]
B (0, 1) [1, N/2]
C (1, 1) [1, N ]
D (1, 0) [N/2, N ]
E (1,−1) [N, N ]
F (0,−1) [N, N/2]
G (−1,−1) [N, 1]
H (−1, 0) [N/2, 1]

In order to decrease the computation time, the search matrix is limited to a subset,

m, of the full NxN matrix, M . This search matrix m is determined by determining

the floor and ceiling of the polygon in the x and y directions, which rounds the actual

value to the next lowest or next highest integer respectively. To ensure completeness,

the search matrix is extended by one index in both directions.

To demonstrate, the dashed region of Figure 4.7 is shown in detail in Figure 4.8.

Two overlapping boundaries are indicated, the first in red and the second in blue. For

the red boundary, a search space is determined using the floor to ceiling plus one method

described above, which defines the red square. Nodes inside the square are tested using

the “inploygon” function, also described above. In Figure 4.8, nodes that are inside the

polygon or on the boundary return a 1, indicated by the red circles. Once the search is

complete, the second blue region is tested. Again, a search space is defined around the

region, indicated by the blue square, and nodes are tested in a similar manner, returning

a 1 inside the region and on the boundary, indicated by the blue squares. Note that for

efficiency of the following operations on the two matrices, M and m are the same size;
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Figure 4.7: The quantization of the Smith Chart for numerical analysis. The conversions
of points A–H and O from the Γ plane into matrix indices are shown in Table 4.1. In
the following analysis, the matrix is 200x200 such that each node is a 0.01 change in Γ.
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m is simply indexed using the floor to ceiling plus one method such that a subset of

the matrix is tested in the “inpolygon” function. The rest of matrix m is padded with

zeros.

When each search is complete, the resulting matrix m is combined with the full

matrix M using an OR operation to ensure that the overlap region, indicated by the

magenta triangles, is not counted twice:

M = M ∨ m. (4.19)

The area of the region is computed by performing a two-dimensional sum over the NxN

matrix, which counts the number of nodes that lie inside the boundary, and multiplying

the result with the area of the mesh grid, which is (N/2)2:

Area =
N

∑

ri=1

N
∑

ci=1

M [ri, ci] ·

(

N

2

)2

. (4.20)

This method is used to compute the coverage area of the tuner, discussed in Section 4.4.

Alternatively, it is possible to determine the number of regions in which a node

lies by combining the search space with the NxN matrix using an ADD operation. This

would result in the magenta triangles returning a value of 2, and both the red circles

and blue squares returning a value of 1.

M = M + m (4.21)

The area of the region that is covered by at least n tuner states is computed by:

Overlapn =

N
∑

ri=1

N
∑

ci=1

(M [ri, ci] ≥ n) ·

(

N

2

)2

. (4.22)

This method is used to compute the coverage redundancy, discussed in Section 4.5.

4.4 Performance Analysis #1: Coverage Area vs. SWR

One means of gauging the performance of an impedance tuner is by specifying a

desired coverage range and measuring how well the tuner covers that range. At 10 GHz,
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Figure 4.8: An example of how the area of the SWR regions is determined numerically.
This is an enlarged view of the dashed region indicated in Figure 4.7. In the case of
the red circle region, a search space is define around the region to limit computation
time, indicated by the red square. Nodes within the square are tested and return a 1
if the node lies within or on the boundary of the polygon that describes the region. In
the case of the red region, nodes which return a 1 are indicated by the red circles and
magenta triangles. The process is repeated for the blue region, with a new search space
defined by the blue square. Nodes returning a 1 are indicated by the blue squares and
the magenta triangles. When the regions are combined together, the region with the
magenta triangles was covered by both the red and blue regions. This region could be
counted only once using an OR operation to determine the total area enclosed by the
two regions (Section 4.4), or it could be summed to determine how many regions cover
a particular node (Section 4.5).
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the tuner is designed to generate impedance states out to a maximum Γ of 0.61. Setting

|Γ|max = 0.61 defines a circle as shown in Figure 4.5. Figure 4.5 also shows that for

SWR > 1.4, the range is completely covered.

The coverage area is calculated numerically by applying a mask to the numerical

area calculation from Section 4.3. This mask contains 0s outside the specified |Γ|max =

0.61 circle and 1s in the interior. Matrix M is combined with the mask through an OR

operation to eliminate all points outside the |Γ|max = 0.61 circle. Table 4.2 shows the

percent coverage of the tuner at 10 GHz for specified SWR values.

Table 4.2: Percent Coverage at 10 GHz

SWR Coverage (%)

1.5 100
1.4 100
1.3 95
1.2 71
1.1 24

To interpret Table 4.2, a signification portion of the desired coverage area (71%)

can be matched to SWR=1.2 or better. Of the 29% of the desired range that cannot

be matched to 1.2, 82% of those impedances can be matched if the specification is

relaxed to SWR=1.3, bringing the total coverage area to 95% of the desired range. The

remaining 5% can be covered if the specification is further relaxed to SWR=1.4.

To determine a coverage bandwidth for the tuner, this analysis is extended over

frequency. Figure 4.9 shows the changes in the tuner constellation as frequency is swept.

Overlaying SWR regions are shown in color, with SWR = 1.1 in yellow, 1.2 in cyan, 1.3

in red, and 1.4 in blue. The true impedance points are indicated by the black x, and

the desired coverage range is indicated by the black circle.

Figure 4.9 shows that the tuner does not begin to cover the specified range until

close to 8 GHz (Figure 4.9(f)). The range that is not covered in Figure 4.9(f) by an

SWR of 1.4 is covered by 1.5. X-band is shown in detail in Figure 4.9(f)–(m), with good
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(a) 3GHz (b) 4 GHz

(c) 5 GHz (d) 6 GHz

(e) 7 GHz (f) 8 GHz

Figure 4.9: SWR regions from 3–8 GHz. The states (black x) are enclosed by regions of
increasingly smaller SWR at the output; SWR = 1.4 (blue), SWR = 1.3 (red), SWR =
1.2 (cyan), and SWR = 1.1 (yellow). |Γ|max = 0.61 is also shown.



105

(g) 8.5 GHz (h) 9 GHz

(i) 9.5 GHz (j) 10 GHz

(k) 10.5 GHz (l) 11 GHz

Figure 4.9: SWR regions from 8.5–11 GHz. The states (black x) are enclosed by regions
of increasingly smaller SWR at the output; SWR = 1.4 (blue), SWR = 1.3 (red), SWR
= 1.2 (cyan), and SWR = 1.1 (yellow). |Γ|max = 0.61 is also shown. (cont.)
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(m) 12 GHz (n) 13 GHz

(o) 14GHz (p) 15 GHz

(q) 16GHz (r) 17 GHz

Figure 4.9: SWR regions from 12–17 GHz. The states (black x) are enclosed by regions
of increasingly smaller SWR at the output; SWR = 1.4 (blue), SWR = 1.3 (red), SWR
= 1.2 (cyan), and SWR = 1.1 (yellow). |Γ|max = 0.61 is also shown. (cont.)
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coverage of the specified circle. The coverage region begins to reduce around 15 GHz,

shown in Figure 4.9(p)–(r).

The percent coverage is plotted for SWR = 1.1–1.5 in Figure 4.10 in order to

determine an exact coverage bandwidth. The coverage area of the tuner is greater than

99% for an SWR of 1.5 from 8.0 GHz to 14.4 GHz. Coverage is greater than 99% for an

SWR of 1.4 from 8.4–12 GHz and from 12.6–13.4 GHz.

Between 12 and 12.6 GHz, the tuner impedance states cluster together, which

prevents those frequencies from being covered to an SWR of 1.4, but those regions are

covered to an SWR of 1.5.

Should coverage at a higher SWR be required, the tuner would need to provide a

denser constellation. As shown in Figure 4.10, coverage at and SWR of 1.3 is averages

93% across X-band (95% at 10 GHz), and coverage at 1.2 is averages around 65% (70%

at 10 GHz).

This method of coverage analysis provides a useful tool in determining the best

tuner configuration to meet design specifications. In this study, this particular tuner

was chosen for demonstration purposes for having a moderately dense constellation that

covered a |Γ| = 0.6 circle. This analysis shows that this particular tuner is capable of

covering the entire region to an SWR of 1.4 across X-band. However, in a true design

scenario, the coverage region, bandwidth, and SWR would be specified at the beginning

of the tuner design. Design options from Figures 3.16 and 3.17 could be tested with this

method in order to choose suitable configuration options. These options could then be

tested again other criteria, including coverage redundancy (Section 4.5) and insertion

loss to determine the best network design for a given application. It is likely that the

least complex option (i.e. the fewest switches in the network) would provide the lowest

loss, however a full circuit model is required to determine loss.
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Figure 4.10: The coverage area bandwidth of the tuner, shown for SWR = 1.1–1.5.
The coverage area of the tuner is greater than 99% for an SWR of 1.5 from 8.0 GHz to
14.4 GHz. Coverage is greater than 99% for an SWR of 1.4 from 8.4–12 GHz and from
12.6–13.4 GHz.
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4.5 Performance Analysis #2: Coverage Redundancy vs. SWR

A second means of analyzing the performance of the tuner is through examination

of the coverage redundancy. Specifying a desired SWR generates regions around the

impedance states, as shown in Section 4.2. As the density of the constellation increases,

these regions begin to overlap. In the area of overlap, multiple states can match the

impedances to the specified SWR and so a second criterion may be used to determine

the best state. This choice must consider which state provides the highest output power

(which in turn gives the highest amplifier efficiency), given the mismatch of the state

and the insertion loss. This procedure is discussed in detail in Section 4.6.

The coverage redundancy is also a means of determining whether the network has

been sufficiently minimized for the given specifications. A perfectly minimized network

would have complete coverage of the specified area to a particular SWR with minimal

overlap between the regions.

Continuing to use the same network as an example, Figure 4.11 through Fig-

ure 4.15 show how the regions overlap each other, for each given SWR. The overlap is

determined using the method described in Section 4.3, where points inside the Smith

chart are counted each time they lie within an SWR circle, resulting in a total number

of states which cover a particular impedances for each test point in the quantized Smith

chart.

Figure 4.11(a) shows an overlap plot of SWR = 1.5 regions, with the color in-

dicating the number of tuner states that cover a particular region. The highest color

(red) indicates that the region is covered by 8 or more impedances. In Figure 4.11,

the specified coverage region is covered entirely by at least two tuner states. This re-

dundancy could be used to optimize for tuner loss, or may indicate that the tuner is

not sufficiently optimized for this SWR. Figure 4.11(b) shows a frequency sweep of the

coverage percentage. When this percentage is calculated, the area is limited to the area
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(a) Overlap regions at 10 GHz
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Figure 4.11: Overlap of SWR = 1.5 regions at 10 GHz (a) and across the frequency range
from 1–21 GHz (b). The number of states that cover a particular region of impedances
is indicated by the color.
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(a) Overlap regions at 10 GHz
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Figure 4.12: Overlap of SWR = 1.4 regions at 10 GHz (a) and across the frequency range
from 1–21 GHz (b). The number of states that cover a particular region of impedances
is indicated by the color.
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(a) Overlap regions at 10 GHz
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Figure 4.13: Overlap of SWR = 1.3 regions at 10 GHz (a) and across the frequency range
from 1–21 GHz (b). The number of states that cover a particular region of impedances
is indicated by the color.
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(a) Overlap regions at 10 GHz
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Figure 4.14: Overlap of SWR = 1.2 regions at 10 GHz (a) and across the frequency range
from 1–21 GHz (b). The number of states that cover a particular region of impedances
is indicated by the color.
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(a) Overlap regions at 10 GHz
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Figure 4.15: Overlap of SWR = 1.1 regions at 10 GHz (a) and across the frequency range
from 1–21 GHz (b). The number of states that cover a particular region of impedances
is indicated by the color.
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within the circle indicated, as described in Section 4.3 and used in the coverage area

analysis in Section 4.4. 85% of the area is covered by at least 3 states, 56% by 4 states,

and 34% by at least 5 states.

A tuner that is optimized to minimize overlap will have 100% coverage at the

specified SWR a single time for entire constellation, while all other multiple coverage

curves would be minimized. Figure 4.11(b) shows this minimization notch occurring

near 11 GHz. The design could be optimized to bring this notch to 10 GHz, but it is not

likely that such design alterations would reduce the circuit size by more than 1 switch.

Figure 4.12 shows the overlap regions for SWR = 1.4. The tuner is better op-

timized for this SWR, with 95% of the area covered by at least 2 states, 51% covered

by 3, and greater than 4 overlapping states are minimized. Figure 4.13 shows that the

tuner is also well optimized for an SWR of 1.3 with 95% coverage at least once, 60%

coverage by 2 states, and coverage by more than 3 states are minimized. Figures 4.14

and 4.15 show similar analysis for SWRs of 1.2 and 1.1, although the total coverage

area is insufficient at these SWRs.

4.6 Performance Analysis #3: Output Power vs. SWR Mismatch

and Tuner Loss

The critical parameter to all amplifier design is the output power delivered to the

load (PL). This parameter affects gain and PAE if input power is constant. Determin-

ing the output power of the combined amplifier-tuner network requires the mismatch

between the required amplifier impedance, Zamp and the impedance of the tuner state,

Zin,tuner, and the insertion loss of that state (from Figure 3.28).

In the case where the amplifier is matched to the nominal load (50 Ω) and a tuner

is inserted into the network to correct for load variations, as shown in Figure 4.16, the

50 Ω point is located at the plane between the amplifier and the tuner. The tuner is able

to correct for load variations according to its constellation. In this case, load variations
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Zs Amp

Tuner

ZL

Zamp, Zin,tuner

Pin
Ploss PLPavs

PR

Figure 4.16: Power flow for total output power calculation in an amplifier-tuner combi-
nation.

up to an SWR of 4 (|Γ|L = 0.61) can be re-matched to the amplifier. However, the

amplifier will deliver a decreased power to the load due to the insertion loss of the

tuner.

The size of the SWR regions is determined by load-pull contours. In essences, it

will depend on the sensitivity of the amplifier match. If the amplifier is not sensitive to

changes within a given SWR, then only the insertion loss of the tuner in a particular

state is required. For completeness, however, the amplifier can be considered as a source.

The nominal output power of this source, Pavs in Figure 4.16, must be reduced by the

reflected power due to the residual mismatch between the source and the tuner, PR.

This determines the power inserted into the tuner network, Pin, which must then be

reduced according to the insertion loss of the network, Ploss, in order to determine the

final power delivered to the load, PL.

A required metric for tuner performance is whether the output power after the

residual mismatch and tuner loss is higher than the output power due to the mismatched

load alone.
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4.7 Performance Analysis #4: Failure and Degradation of the

Constellation

The reliability of MEMS devices has long been an issue for this technology. It is

beneficial to consider reliability in MEMS tuner design, such that the tuner will degrade

gracefully as devices fail.

In Section 4.7.1, example constellations are shown as greater numbers of switches

fail. Section 4.7.2 shows a statistical study of the failures.

4.7.1 Constellation Degradation

In order to generate constellations as the number of failures increases:

(1) it is necessary to assume that the switches will fail in either the open state or

the closed state;

(2) the number of switch failures is specified;

(3) the location of the switch chosen at random;

(4) and the state of the failure is chosen at random.

The new constellation is plotted with the red ▽ indicating the states of the tuner,

while the original states are plotted by the blue x. The original range of the tuner,

|Γ|max = 0.61, is also indicated. The plots in Figure 4.17 are chosen at random from

the large number of possible failure combinations for the purpose of illustration. The

location of the switch that failed, and the state in which it failed are displayed in each

plot.

Figure 4.17(a)–(c) show that with 1–3 switch failures, the constellation remains

well dispersed through the specified area. At 4 failures, Figure 4.17(d), the constellation

begins to show clustering, which would leave some regions uncovered. Another factor
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(a) 1 Failure (b) 2 Failures

(c) 3 Failures (d) 4 Failures

(e) 5 Failures (f) 6 Failures

Figure 4.17: Failure constellations for 1–6 switch failures. Failure locations and states
are chosen at random and indicated. The failure constellation is indicated by the red
▽. The original constellation is shown by the blue x and the specified coverage circle of
|Γ|max = 0.61 is indicated.
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(g) 7 Failures (h) 8 Failures

(i) 9 Failures (j) 10 Failures

(k) 11 Failures (l) 12 Failures

Figure 4.17: Failure constellations for 7–12 switch failures (cont.). Failure locations and
states are chosen at random and indicated. The failure constellation is indicated by
the red ▽. The original constellation is shown by the blue x and the specified coverage
circle of |Γ|max = 0.61 is indicated.
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(m) 13 Failures (n) 14 Failures

(o) 15 Failures (p) 16 Failures

(q) 17 Failures (r) 18 Failures

Figure 4.17: Failure constellations for 13–18 switch failures (cont.). Failure locations
and states are chosen at random and indicated. The failure constellation is indicated by
the red ▽. The original constellation is shown by the blue x and the specified coverage
circle of |Γ|max = 0.61 is indicated.
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(s) 19 Failures (t) 20 Failures

(u) 21 Failures (v) 22 Failures

Figure 4.17: Failure constellations for 19–22 switch failures (cont.). Failure locations
and states are chosen at random and indicated. The failure constellation is indicated by
the red ▽. The original constellation is shown by the blue x and the specified coverage
circle of |Γ|max = 0.61 is indicated.
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is that switch failures mean that the tuner is not capable of producing as many states,

which further reduces the size of the constellation.

The failing tuner is able to cover approximately 50% of the area up to approxi-

mately 10 failures, Figure 4.17(j). Figure 4.17(k)–(o) show approximately 25% coverage

for 11–15 failures. Above 16 failures, Figure 4.17(p)–(v), the tuner produces very few

states and extremely limited coverage.

These constellations were chosen at random for the purpose of illustration the

constellation changes, however, failure may be more exhaustively studied through a

statistical analysis, presented in Section 4.7.2.

4.7.2 Statistical Failure Analysis

To statistically analyze the failure of the tuner, the process described in Sec-

tion 4.7.1 is repeated, and the percent coverage area is calculated for each failed con-

stellation:

(1) it is necessary to assume that the switches will fail in either the open state or

the closed state to simplify the analysis, though in general this is not necessarily

true;

(2) the number of switch failures is specified;

(3) the location of the switch chosen at random;

(4) the state of the failure is chosen at random;

(5) and the tuner is then analyzed for percent coverage area as in Section 4.4.

One item of interest is whether there is any difference between failures in the open

state and failures in the closed state. From a loss perspective, it is desirable to have

switches fail in the open state, since the unit cell in the open state has lower loss than

the unit cell in the closed state. To determine the effect of the fail state on the coverage
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area, the color of the scatter point in Figure 4.18 represents the number of switches

that failed in the closed position. 100 tests are performed on each specified number for

switch failures. The average coverage area of all tests is indicated by the red line.

To determine the statistical significance of the data, a box-and-whisker plot is

shown in Figure 4.19. The horizontal red bar indicates the median of the data, and the

box extents show the upper and lower quartiles. The average line from Figure 4.18 is

also shown. The median and average values of the data are close in all fail cases.

Although Figures 4.18 and 4.19 show that the coverage area decreases as the num-

ber of failures increases (consistent with the constellation findings from Section 4.7.1),

it is inconclusive how the number of switches which fail in the closed position affects

the coverage area. Another analysis is run, where instead of choosing the fail state at

random, the fail state is always set to open. This scatter plot is shown in Figure 4.20,

and the box-and-whisker plot is shown in Figure 4.21. Similarly, another test is run

where the switches are set to always fail in the closed state, shown in Figures 4.22 and

4.23.

These results are combined in Figure 4.24 to show the random failures from

Figure 4.22 in black, the failures all in the open state from Figure 4.22 in blue, and the

failures all in the closed state from Figure 4.22 in red. Note that the scatter points are

offset slightly for clarity. From the corresponding average lines, it is evident that there

is a weak correlation between the number of failures in the closed state to decreased

coverage area, though the large standard deviation of these tests indicate that this is

not independent of location.

These figures suggest that up to 4 failures, the tuner performs reasonably well,

with coverage averaging above 90%. At 4 failures, the lower quartile is at 85% coverage,

the upper quartile is at 95% coverage, with median and average values at approximately

90%. This point could be considered the break point where further failures are no longer

able to consistently cover the specified area.
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Figure 4.18: Degradation of the coverage area as switch failures increase. The failure
locations and fail states are chosen at random. The number of switches that failed in
the closed state are indicated by the color of the point. For each specified number of
switch failures, 100 test cases are run. The average coverage area is indicated by the
red line.
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Figure 4.19: Box and whisker plot showing the degradation of the coverage area as
switch failures increase. Switch locations and fail states are chosen at random, for 100
tests per specified number of switch failures. The horizontal red bar indicates the median
of the data, and the box extents show the upper and lower quartiles. The average line
from Figure 4.18 is also shown. The median and average values of the data are close in
all cases.
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Figure 4.20: Degradation of the coverage area as switch failures increase. The failure
locations are chosen at random, but the fail state is always open. The number of switches
that failed in the closed state are indicated by the color of the point as in Figure 4.18,
which are all 0 in this case. For each specified number of switch failures, 100 test cases
are run. The average coverage area is indicated by the red line.
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Figure 4.21: Box and whisker plot showing the degradation of the coverage area as
switch failures increase. Switch locations are chosen at random for 100 tests per spec-
ified number of switch failures, but the fail state is always open. The horizontal red
bar indicated the median of the data, and the box extents show the upper and lower
quartiles. The average line from Figure 4.20 is also shown. The median and average
values of the data are close in all cases.
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Figure 4.22: Degradation of the coverage area as switch failures increase. The failure
locations are chosen at random, but the fail state is always closed. The number of
switches that failed in the closed state are indicated by the color of the point as in
Figure 4.18, which in this case equals the number of switches allowed to fail. For each
specified number of switch failures, 100 test cases are run. The average coverage area
is indicated by the red line.
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Figure 4.23: Box and whisker plot showing the degradation of the coverage area as
switch failures increase. Switch locations are chosen at random for 100 tests per spec-
ified number of switch failures, but the fail state is always closed. The horizontal red
bar indicated the median of the data, and the box extents show the upper and lower
quartiles. The average line from Figure 4.22 is also shown. The median and average
values of the data are close in all cases.
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Figure 4.24: A combination of random failures (Figure 4.22 - black), failures all in the
open state (Figure 4.22 - blue) and failures all in the closed state (Figure 4.22 - red).
The averages are indicated in the corresponding color. Note that the scatter points are
offset slightly for clarity. There is a weak correlation between failure state and coverage
area, indicating that failures in the open state are less significant than failures in the
closed state. However, the dependence of coverage area on fail state is not independent
of failure location, as indicated by the large standard deviation in each scatter plot.



131

A few examples of failure constellations that represent good, moderate, and poor

coverage at 4 failures are shown in Figure 4.25.
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(a) 4 Failures, Good Coverage (b) 4 Failures, Good Coverage

(c) 4 Failures, Moderate Coverage (d) 4 Failures, Moderate Coverage

(e) 4 Failures, Poor Coverage (f) 4 Failures, Poor Coverage

Figure 4.25: Example failure constellations for 4 failures, showing that it is possible to
have good, moderate or poor coverage at 4 failures, depending on the location of the
failures and the fail states.



Chapter 5

Surface Micromachined Flip-Chip Assembled Inductor

As the complexity of amplifiers increases to include multiple and multi-functional,

the size of the biasing components becomes increasingly critical to integration. Ideally,

the RF choke in the bias circuitry would be an inductor, passing low-frequency and DC

components while presenting a high impedance to the RF. Limitations in quality factor,

current handling, and inductance often prohibit the use of lumped inductors in mi-

crowave hybrid-circuit applications at frequencies above C-band. However, monolithic

inductors are commonly used in applications up to K-band.

The goal of this work is to bridge the gap between surface mount and monolithic

inductor performance. The inductors presented here are micromachined on an inexpen-

sive host substrate using lithographic techniques and then transferred to a high-quality

microwave substrate via a low-temperature flip-chip assembly process. The result is a

lumped inductor hybrid circuit with performance characteristics comparable to those

of monolithic inductors. A rendered image of final assembled structure is shown in

Figure 5.1. This work builds on the rectangular flip-chip inductor developed at the Uni-

versity of Colorado at Boulder [70, 71] to test different inductor geometries, optimized

for microwave performance.



134

650µm

60µm air

gold on polysilicon spiral

CPW on alumina

Figure 5.1: A rendering of a micromachined inductor after completion of the release and
flip-chip assembly in a CPW 50-Ω test line. The inductor is suspended 60µm above the
microwave substrate on gold posts (100µm·100 µm).
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5.1 Background

Substrate effects are the dominant limitation of planar inductors on both high-

resistivity substrates like GaAs and low-resistivity CMOS-grade silicon. Resistive losses

degrade the quality factor. High substrate permittivity increases the parasitic capaci-

tance, which reduces the self-resonant frequency.

These issues have been addressed in the past by fabricating the inductor on low-K

dielectrics, such as polyimide [72–74] or benzocyclobutene (BCB) [75, 76]. With these

methods, resonant frequencies between 12 and 14 GHz for inductances around 2 nH and

quality factors between 30 and 50 have been demonstrated [72].

Another option is to bulk etch the substrate surrounding the inductor, suspending

the inductor structure in air. First demonstrated on silicon in [77], substrate removal

increased the resonant frequency from 800 MHz to 3 GHz. Similarly on bulk-etched

GaAs [78], substrate removal increased the resonant frequency of a 5-nH inductor from

10 to 17 GHz with an increase in quality factor from 11.5 to 18.9. A third method

utilizes microelectromechanical system (MEMS) fabrication techniques to create air-

suspended inductors without bulk substrate etching. Stacked planar microstructures

may be built using either photoresist [79,80] or polyimide [81] as sacrificial layers. The

surface micromachining approach in [79] demonstrates a 2.7-nH inductor with a self-

resonant frequency of 15 GHz and a Q-factor of 40.

5.2 Goals of This Work

This work aims to bridge the performance gap between surface mount and mono-

lithic inductors. The inductor coil is surface micromachined on a silicon host substrate

in the same ways as monolithic inductors are fabricated. Integrated with this inductor is

a tethered assembly mechanism [82] which allows flip-clip transfer of the inductor from

the silicon substrate to a more suitable microwave substrate. This assembly process is
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compatible with other surface mount methods allowing integration of a monolithic-like

inductor in a hybrid circuit for the first time. No surface or bulk etching is required on

the microwave substrate.

These inductors are designed using standard design formulas for monolithic in-

ductors available in the literature. The inductance values range from 0.65–16 nH, with

self-resonant frequencies from 5–35 GHz and quality factors from 45–100. Standard

inductor shapes (rectangular, octagonal, circular, and rectangular tapered), shown in

Figure 5.2, are used to demonstrate the flexibility of this assembly technique. The in-

ductor labels in Figure 5.2 are used throughout this paper in reference to each particular

inductor type.

Circuit applications are also demonstrated in this work. In [71], the inductor type

shown in Figure 5.2(a) (Rect5) was demonstrated as a high-impedance RF choke in a

miniaturized bias-tee. The impedance of these inductors remains high well beyond the

self-resonant frequency (over 100 Ω from 1–15 GHz), extending the bandwidth of a bias-

tee network. Below the resonant frequency, the inductors can be used as high-quality

lumped elements. An example is a miniaturized Wilkinson divider at 1.72 GHz [83] with

a footprint of 0.96 cm2.

5.3 Design

Design of flip-chip micromachined inductors begins with selection of silicon surface

micromachining process layers, which must provide adequate structural support and

low conductor losses. After selection of the metalization layers, the geometry of the

planar coil is chosen for desired values of inductance and resonant frequency. Equations

based on geometric considerations accurately predict the inductance, however, full-wave

simulations are required for accurate determination of the self-resonant frequency.
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(a) Rect5 (b) Rect3

(c) Taper5 (d) Oct4

(e) Oct2 (f) Oct1

(g) Circ4

100µm

(h) Circ2

Figure 5.2: Photographs of the flip-chip assembled suspended inductors. This assembly
technique was tested for several geometries, including a 5.5-turn rectangular (a) and an
open-center 3.5-turn rectangular (b), a 5-turn tapered rectangular (c), 4- 2- and 1-turn
octagonal (d), (e) and (f), and 4- and 2-turn circular inductors (g) and (h). The labels
in this figure will be used throughout this paper in reference to a specific geometry. The
coplanar waveguide lines have 90µm signal line and 30µm slot widths for 50 Ω on an
alumina substrate (ǫr = 9.8).



138

5.3.1 Micromaching and Mechanical Considerations

Early experimentation with 2-µm thick solid gold suspended inductors was unsuc-

cessful [70]. The highly malleable gold structure does not provide adequate structural

support, since the diameter-to-thickness aspect ratio is large for useful inductor values

(about 100:1). This problem is addressed using a multilayer structure of polysilicon and

trapped silicon dioxide to provide additional stiffness. The worst-case sagging at the

extreme edges is less than a single turn thickness (2 µm) due to internal stress, simulated

using finite-element analysis (Coventorware). The advantage of a multilayer structure

comes at the cost of a coefficient of thermal expansion (CTE) mismatch. A detailed

thermal analysis of released gold/polysilicon structures is given in [84]. Tests from 25◦C

to 120◦C show little variation in the electrical properties of the inductors presented in

this work.

A polysilicon surface micromachining multi-user MEMS process (PolyMUMPs)

foundry service is commercially available through the MEMSCAP Corporation. This

process has three available polysilicon deposition layers with intermediate phosphosili-

cate glass (PSG) layers and a thin gold metal layer. These micromachining layers are

deposited through low-pressure chemical vapor deposition (LPCVD) on a 100 mm n-type

(100) silicon wafer with 1–2 Ω-cm resistivity, which is then heavily doped with phospho-

rous through diffusion. Following deposition of the polysilicon layers and a PSG hard

mask, the wafer is annealed at 1050◦C for 1 hour, which dopes the silicon with phos-

phorous from the PSG and significantly reduces the net stress in the layer. Deposition

of a 0.5µm layer of gold completes the fabricate process in the MUMPs foundry [85].

The process layers used in these inductors are 2.0 µm of polysilicon (POLY1), 0.75µm

of PSG oxide (OXIDE2), 1.5µm of polysilicon (POLY2), and 0.5µm of gold (METAL).

MUMPs is intended to be a self-contained MEMS process, however, the low re-

sistivity of the silicon wafer is unsuitable for microwave circuits and components, and
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the gold metalization is thinner than a skin depth up to 25 GHz. These issues are ad-

dressed by a maskless electroplating process, plating 2 µm of additional gold (shown

in the ELECTRO layer of Figure 5.3), and removing the silicon substrate. Substrate

removal is accomplished by designing the entire inductor structure above the first PSG

oxide layer. A timed hydrofluoric acid (49% HF) pre-release step then dissolves the

sacrificial PSG oxide and suspends the inductor in air.

Figure 5.3: The cross-section of the edge of one turn in the inductor coil, showing the
PolyMUMPs micromachining layers [85], which are inverted after flip-chip bonding. The
vertical dimension is to scale. The turn width w is much larger than the total thickness
(24–40 µm).

Tethering structures around the inductor bond pads anchor the suspended pre-

released inductor structure to the silicon wafer. A flip-chip thermo-compression bonding

process bonds the pads on the top electroplated gold layer to pedestals on a receiving

microwave substrate. The compression force of this flip-chip process breaks the tethering

structure at predefined points, releasing the inductor from the silicon entirely. The

pedestals support the inductor structure 60µm above the microwave substrate.

Realizing the inductor diameter-to-metal thickness aspect ratio is quite large

(about 100:1 for the largest inductors), two polysilicon layers with a trapped oxide

layer are used for structural support. The 2µm POLY1 and 1.5µm POLY2 layers are

anchored together through 2µm-wide perimeter around the inductor coil. These an-
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chors through the second PSG oxide layer trap a 0.75µm layer of PSG, which is not

exposed during the HF pre-release. This polysilicon-trapped oxide layers provide me-

chanical stiffness to the inductor, while the 2.5µm thick metal layer provides a low-loss

conduction path for microwave signals. Sagging at the extreme edges of the inductor

structure is negligible. One disadvantage of this multilayer stacking is the difference in

the coefficients of thermal expansion (CTE), which will cause warpage as temperature

varies. A detailed thermal analysis of released gold/polysilicon MUMPs structures is

given in [84]. An optimal foundry process would provide thick metal layers with less

CTE mismatch between the layers, providing both stiffness and allow a wider range of

operating temperatures. Tests from 25◦C to 120◦C show little variation in the electrical

properties of the inductors presented in this work.

5.3.2 Electrical Considerations

Electrical design of the inductors can be divided into three categories: the in-

ductance of the coil, the series resistance of the coil, and the design of the coplanar

waveguide test circuit for each inductor type.

5.3.2.1 Inductance

The inductance of a planar coil is dependent on: the total number of turns n,

turn width w, turn spacing s, outer diameter Do, inner diameter Di, and the geometry

of the spiral, as shown in Figure 5.4.

While Greenhouse formulas for inductance are very accurate [86], they are difficult

to use in the design process. By instead approximating the sides of the inductor spiral

as symmetrical current sheets [87], inductance may be calculated from the parameters

described above by:

L =
µn2davgc1

2

[

ln

(

c2

ρ

)

+ c3ρ + c4ρ
2

]

, (5.1)
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Figure 5.4: Critical dimensions of the inductor test substrate include the finite ground
CPW dimensions (2a, 2b, 2c), the inner and outer diameters of the inductor (Di and
Do), the turn width (w) and spacing (s) between turns, the diameter of the ground slot
around the inductor (Dg), the distance of the CPW launch from the probe pads to the
reference plane (500µm), the open-circuit end-gap distance (2b), and the width of the
backshort (300µm). The CPW dimensions, backshort, and launch remain constant for
all tested inductor types. The ground slot diameter is consistently Do + 200µm. Di,
Do, s, and w are varied in each inductor type.
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where µ is the magnetic permeability, the fill factor ρ = (Do − Di)/(Do + Di), and the

average diameter davg = (Do +Di)/2. The coefficients ci are dependent on the geometry

of the spiral, and are summarized in Table 5.1, repeated here for completeness.

Table 5.1: Coefficients for Current Sheet Expression

Geometry c1 c2 c3 c4

Rectangular 1.27 2.07 0.18 0.13

Hexagonal 1.09 2.23 0.00 0.17

Octagonal 1.07 2.29 0.00 0.19

Circular 1.00 2.46 0.00 0.20

As the ratio of s/w becomes large, the accuracy of these expressions degener-

ates [87], however, most spirals are designed with s ≤ w to increase the inter-winding

magnetic coupling and reduce the overall component footprint. Other considerations

include: open space in the center of the spiral for flux lines to increase the stored energy,

and a maximum diameter less than λ/30 to avoid distributed effects [48]. Tapering the

traces can increase the quality factor by balancing the effects resistive losses of thin

windings with the induced eddy current losses of wide windings [88]. Table 5.2 gives a

summary of the design parameters for the inductors in this work, referring to dimen-

sions in Figure 5.4 and the labels from Figure 5.2. A tapered inductor is included in

this work, however the tapers presented here are not optimized.

5.3.2.2 Resistance

The DC resistance of the inductor coil is given as:

RDC =
l

wtσ
=

l

w
Rs, (5.2)

where l is the total length of the inductor coil, σ is the metal conductivity, w is the

turn width, and t is the thickness of the conductive layer [89] (2.5µm for the METAL

+ ELECTRO layers in this case, approximating the cross-section as rectangular). The
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Table 5.2: Inductor Design Parameters with Estimates of Inductance, DC Resistance,
and Self-Resonant Frequency

(µm) (nH) (Ω) (GHz)

Type n w/s l Do/Di Ls calc Rs calc fres sim

Rect5 5.5 24/16 9395 650/205 16 3.82 5.0

Rect3 3.5 24/16 7112 650/367 10.4 2.89 6.3

Taper5∗ 5 na/10 8077 650/240 ∼10 1.89 5.5

Oct4 4 40/15 5722 650/240 8.1 1.40 7.5

Oct2 2 40/15 1974 650/460 4.0 0.48 11.0

Oct1 1 40/15 955 320/240 0.5 0.23 30.0

Circ4 4 24/16 4575 600/136 5.8 1.86 8.6

Circ2 2 24/16 1503 392/136 1.14 0.61 21.7

∗ Note the inductance of the tapered inductor (Taper5) cannot be calculated using (5.1);
this inductance is estimated using full-wave simulation and matching the s-parameter
response with a simple circuit model.
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sheet resistance is given by Rs = 1/(tσ) Ω/¤.

At high frequencies, the skin effect must be included in (5.2). For conductors

of finite thickness, calculating the skin depth requires integration of the exponentially

decaying current from the surface to the finite thickness t, with a surface current density

of unit magnitude;

Itotal =

∫ t

0

e−x/δs dx

= δs

[

1 − e−t/δs

]

. (5.3)

From (5.3), the skin depth δs is scaled by (1− e−t/δs) for a finite thickness of metal [90].

This scaling factor modifies the sheet resistance Rs in (5.2) to give the high frequency

resistance:

RRF =
l

wδs(1 − e−t/δs)σ
. (5.4)

Since only an estimation of the series resistance is required, proximity effects are not

considered.

MEMSCAP reports the sheet resistances of each of the MUMPs layers. The corre-

sponding conductivities using the nominal layer thicknesses are 5.00·104 S/m for POLY1,

3.33·104 S/m for POLY2, and 3.33·107 S/m for the gold METAL layer. The gold ELEC-

TRO layer conductivity is 4.1·107 S/m. In the flip-chip process, the ELECTRO layer

is bonded directly to the pedestals on the circuit, providing a gold-to-gold connection.

Considering the resistances of the POLY1, POLY2, and combined METAL+ELECTRO

layers as three resistors in parallel, the substantially larger sheet resistance of the par-

allel polysilicon layers above the gold layer has a negligible contribution to the overall

resistance of the inductor.

Figure 5.5 shows the resistance per unit length of the inductor coil for various

conductor thicknesses from 0.5–4.5µm. Thicknesses above 2.5 µm have insignificant

effect on the RF resistance due to the skin effect, except at low frequencies. The unit

length resistance in Figure 5.5 is calculated for a 40µm turn width, but the linear
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dependence on width allows scaling for the other widths used in this work. From

Figure 5.5, total conductor thickness is chosen at 2.5µm, with the DC resistance of the

various types included in Table 5.2. Note that the resistance of the tapered inductor

(Taper5∗) must be calculated in segments, since width w changes for each inner turn.

5.3.2.3 Coplanar Waveguide

A common finite-ground coplanar waveguide (FG-CPW) structure is used for all

inductors in Figure 5.2. Equations for the characteristic impedance of a FG-CPW line

based on a, b, and c from Figure 5.4 are derived in [91]. Using [91] and [92] as guidelines

for FG-CPW dimensions that maintain a single CPW mode, the lateral dimension 2c

is constrained to

8b < 2c < λg/2. (5.5)

It is desired that 2c also be larger than the diameter of the slot in the ground plane

beneath the inductor Dg, which is 200µm larger than the outer diameter of the inductor

Do. Since the largest inductor in the study has an outer diameter of 650µm, 2c must

be greater than 850µm.

Using the quasi-TEM expressions in [91] to determine an initial estimate of the

geometry (a, b, and c), the lateral dimension 2c is set to 1350 µm. This value of 2c gives

at least 250 µm of ground plane around the inductor, and sets a maximum λg at 47.8 GHz

from (5.5) before the excitation of higher modes. The slot width on the 635-µm thick

alumina (Al2O3, ǫr = 9.8) substrate is chosen to be 30 µm such that the ratio (b−a)/h >

20. The signal line width 2a of the CPW line for a 50 Ω structure is 90µm. Although

these values result in an impedance slightly less than 50 Ω from [91], they are the final

adjusted values verified with a method-of-moments simulation (Agilent Momentum) to

achieve 50 Ω. This transmission structure was also verified experimentally using a TRL

calibration and exhibited a maximum attenuation < 0.16 dB/mm at 45 GHz.

To set the phase reference planes at the edge of the inductor, TRL calibration
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standards are designed with 500µm launches. The open circuit is created with a gap

from the end of the signal line to the edge of the ground plane equal to 2b to minimize the

capacitance at the end of the line [93]. This gap is also at the ends of the transmission

lines on each test structure with 300-µm backshorts. The test structures are spaced on

the test wafer such that coupling between the structures is below -40 dB and verified by

full-wave simulation.

5.3.3 Full-Wave Analysis

Full-wave simulations of each inductor geometry are required to determine the

resonant frequency, fres, at which parasitic capacitances cause the reactive component

of the impedance to become zero and the phase of the impedance is zero.

Each geometry is simulated using Agilent Momentum. A few simplifications

greatly decrease the simulation time:

(1) the alumina substrate is thick compared to the slot width, therefore the sub-

strate is assumed to be infinite;

(2) the finite ground planes extend far enough to cause little deviation in impedance

from the case of the ideal CPW with infinite ground planes, therefore the ground

is assumed to be infinite and only the slot is meshed; and

(3) the backshort in the ground plane has little effect on the circuit, therefore it

can be ignored.

A simulation of the exact finite-ground/finite-substrate structure was compared to the

simplified model and validates convergence of these assumptions from 1–50 GHz.

Table 5.2 summarizes the results of the simulations, showing the resonant fre-

quency for the various inductor types.
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5.4 Hybrid Assembly

One of the primary goals of this work is to bring the advantages of compact,

planar inductors to hybrid circuits. Hybrid integration in this case involves transfer of

the inductor from the silicon wafer to the circuit, and elimination of the lossy [85] silicon

wafer.

In earlier inductor assemblies, the thermo-compression bonding to gold bumps

on an alumina (Al2O3) substrate occurred first, followed by a timed 49% hydrofluoric

acid (HF) etch of the sacrificial PSG layer. While HF does not attack alumina, not all

microwave substrates and components are HF resistant. Providing greater versatility

requires a pre-release assembly mechanism to be integrated with the inductor, allowing

the HF release to occur before the thermo-compression bond to the microwave substrate.

To facilitate a “pre-release” of the inductor before bonding, the inductor structure

is anchored through the sacrificial PSG to the silicon wafer by tethers around the bond

pads [82], illustrated in Figure 5.6. With these polysilicon tether structures, the timed

HF release occurs first, leaving the inductor suspended in air while anchored through

the tethers to the silicon wafer. The receiving microwave substrate has pedestals (gold

bumps) that align with the two bond pads on the inductor. The pressure applied to the

pad during bonding causes the tethers to break at the designed notches in the polysilicon,

indicated in Figure 5.6, which free the inductor from the host silicon. The final structure

is a metal spiral suspended 60µm in air above the microwave substrate. Figure 5.7

shows a conceptual schematic of the complete transfer process, and Figure 5.8 shows

photographs taken during the process. In addition, a locking mechanism in the bond

pad using the POLY0 layer of the PolyMUMPs process guides and hold the inductor in

position during the bonding process. These locking structures are shown in Figures 5.6

and 5.7(c).

This hybrid assembly has been demonstrated on both alumina and Rogers TMM6
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Figure 5.6: Layout of the assembly tethers surrounding a bond pad (a) and an en-
larged top and cross sectional view of a single tether (b). The notch is located at a
predetermined breaking point.
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(a) A micromachined inductor on the silicon wafer before the pre-release etching of the
sacrificial oxide.

(b) A pre-released device flipped and aligned with the bond pads on the receiving
substrate. The inductor is anchored to the silicon wafer by the tethers surrounding the

bond pads.

(c) Thermo-compression bonding breaks the tether structures to completely release
the inductor.

(d) A released inductor suspended in air above the microwave substrate.

Figure 5.7: A cross-sectional illustration of the pre-release and flip-chip transfer process
of the tethered inductor. The sacrificial oxide layer of the host wafer with microma-
chined inductor features (a) is etched, leaving the inductor structure anchored to the
host substrate by the tethers. The inductor-host substrate combination is then flipped
and aligned (b) with the gold bumps on the receiving substrate. Thermo-compression
bonding (c) joins the inductor bond-pads to the gold bumps and simultaneously breaks
the tethers at designed points. The inset in (c) shows an interlocking structure to hold
the inductor in place during the bonding process. After flip-chip transfer, the resulting
structure is a released device (d). This conceptual drawing is not to scale.
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(a) A pre-released inductor anchored by tethers to the host silicon substrate.

(b) Broken tethers remaining on the host substrate after flip-chip assembly.

(c) Final integrated inductor assembly.

Figure 5.8: The micromachined inductor on the host silicon wafer after pre-release (a).
The gold layer is visible on the surface of the inductor. After flip-chip bonding, the
tethers break away from the inductor structure and remain attached to the host wafer
(b). The final structure is a suspended inductor (c). The top layer visible on the
inductor in (c) is polysilicon. The gold layer is now underneath the flipped device.
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substrates [71, 83], shown in Figure 5.9, and is compatible with any flat substrate. No

sacrificial material is required on the circuit substrate, and this method can integrate

inductors with existing microwave circuitry.

(a) Bias Tee (b) Wilkinson Divider

Figure 5.9: Inductors from this work hybridly integrated with surface-mount capacitors
and resistor in a miniature bias tee on alumina [71] and a miniature low-loss Wilkinson
power divider on Rogers TMM6 [83]. The scale and inductors are indicated. The bias-
tee has an insertion loss of 0.5 dB from 1–15 GHz. The 1.72-GHz 3-dB divider has a
0.96-cm2 footprint, with S11=-20 dB, S23=S32=-26 dB, and insertion loss of 0.2 and
0.8 dB at ports 2 and 3 respectively.

5.5 Measured Performance

Three copies of the eight inductor types were characterized to verify basic repeata-

bility. S-parameters were measured on a 50-GHz Agilent 8510C network analyzer and

a Cascade Summit 9000 probe station with 250-µm pitch air coplanar (ACP) ground-

signal-ground (GSG) probes. A thru-reflect-line (TRL) calibration was performed with

reference planes at the edge of the inductor, Figure 5.4.

Depending on the intended application, different parameters are relevant. In-

ductors in matching circuits and filters operate below the resonant frequency, and so

resonance and quality factor are critical parameters. RF chokes for bias lines require a

high impedance, in which case the inductor can operate beyond the resonance frequency.

This section summarizes measured results in terms of phase, quality factor, and input
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impedance.

5.5.1 Equivalent Circuit Model

Using the measured s-parameters, the equivalent circuit model often accepted in

the literature [89], Figure 5.10, is fit to the experimental data using the optimization

routines in Agilent ADS. A gradient method is used to fit the model to the magnitude

and phase of the impedances of the experimental data from 1 GHz to the self-resonant

frequency. Ls, Cs and Rs are the series inductance, capacitance and resistance. The

shunt capacitance Cp and resistance Rp are due to substrate losses. Typically the shunt

resistance for insulating substrates is assumed to be infinite [72, 78], however, without

this component the equivalent model does not converge to the measured Q factor. For

best accuracy in the model, Rp cannot be assumed to be infinite. Table 5.3 shows typical

component values for all inductor types, where Rp is in the range of 10–50 kΩ.

Port 1
Ls Rs

Port 2

CpRp CpRp

Cs

Figure 5.10: A pi-equivalent circuit model of the inductor, where Ls, Cs and Rs are the
series inductance, capacitance and resistance. The substrate effects are included in Cp

and Rp. This model is accurate up to the resonant frequency.

5.5.2 Self-Resonant Frequency

The self-resonant frequency is most visible in the phase of the input impedance of

the inductor Zin with a short circuit termination at port 2 of Figure 5.10. The resonance

occurs when the phase changes abruptly from 90◦ to -90◦.
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Figure 5.11 shows the phase of each of the eight inductor types. The solid lines

represent the equivalent circuit models, with the symbols at the measured data points

showing the close agreement of the models. The measured resonant frequency is also

included in Table 5.3, The resonance frequency obtained with full-wave simulation is in

Table 5.2.

5.5.3 Input Impedance

The magnitude of Zin is critical to RF chokes in bias lines. Figure 5.12 shows

the magnitude of Zin for the 8 types of inductors. The maximum impedance for each

of the inductors occurs at the resonant frequency, which is where the impedance crosses

the real axis of the Smith chart. Beyond this resonance, although on the capacitive

side of the Smith chart, the impedance remains high. For added clarity, the measured

data is cut after the first minimum of Zin (around 20 Ω), beyond which the inductor

alternates between series and parallel resonances and would be quite difficult to use

in an RF choke design. In the case of the Rect5 inductor, which is demonstrated in

a miniaturized bias-tee in [71], the impedance is above 100 Ω from 1 to 15 GHz. This

high impedance range corresponds to the operating range of the bias-tee, where losses

between the RF ports are minimized.

5.5.4 Quality Factor

This section describes the method used in this work to calculate the quality factor

from measurement. The equations listed in this section are given for completeness. In its

most general form, the quality factor is a ratio of energy stored to the power dissipated

per cycle:

Q = ω
Ws

Pd
. (5.6)
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Figure 5.11: Measured (symbol) and modeled (solid line) phase of the eight inductors
from Figure 5.2. The self-resonant frequency occurs where the phase crosses zero. The
legend shows the order of the self-resonance frequency from left to right. A summary
of the measured resonant frequencies is included in Table 5.3

.
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Figure 5.12: Measured (symbol) and modeled (solid line) input impedances for all types
of inductors. The maximum impedance occurs at the resonant frequency. The leg-
end shows the order of the impedance peak from left to right. For clarity, only the
impedances up to the first minimum are shown.
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At low frequencies (f ≪ fres), the stored energy is in the reactance and is primarily

inductive, so the Q-factor is defined as:

Q = ω
1
2
Li2

1
2
Ri2

=
ωL

R
, (5.7)

where i is the rms current [89]. At microwave frequencies and close to the self-resonant

frequency, the effects of additional parasitic reactances must be included:

Q =
Im [Zin]

Re [Zin]
=

X

R
, (5.8)

where Zin is the input impedance with a short circuit termination at port 2 of Figure

5.10.

The inductive and capacitive reactances become equal at the self-resonant fre-

quency (fres), and the imaginary part of Eq. 5.8 becomes zero. Since quality factor

is normally associated with resonators, where peak Q is achieved at the resonance

frequency, the zero condition of the inductor quality factor at resonance is unusual.

However, regardless of its discrepancies with resonator quality factors, this definition is

generally used as a quantitative descriptor of inductor performance.

Figure 5.13, Figure 5.14, and Figure 5.15 show the measured Q-factor (symbols)

and the Q-factor of the equivalent circuit model (solid line). The maximum Q (Q meas)

and the frequency at which this value occurs (fQmax meas) are included in Table 5.3.

The s-parameter method of calculating quality factor is very sensitive, most evi-

dent in Figure 5.15 for high values of Q at high frequencies. Similar behavior is noticed

in [78] and [74]. A different measurement and extraction method will be needed as

higher-frequency inductors become more available. The models for Circ2 and Oct1

are fit to the data at lower frequencies (1–8 GHz) and at the self-resonant frequency,

resulting in conservative peak-Q values compared to the data.

The trends in Figure 5.13–5.15 suggest three methods of quality factor improve-

ment. First, the quality factor at frequencies up to 5 GHz may be enhanced by thicker
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Figure 5.13: The quality factors of inductors with resonant frequencies between 5 and
7 GHz. Rect5 (3) and Rect3 (×) have maximum Q of 45 and 80 respectively. Maximum
Q of 100 is achieved by the tapered design Taper5 (◦). The solid lines indicate the
calculated Q responses of the equivalent circuit models for each type.
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Figure 5.14: The quality factors of inductors with resonant frequencies between 8 and
12 GHz. Oct4 (3) and Circ4 (◦) have a Q maximum of 50, and Oct2 (×) has peak quality
factors of 85. The solid lines indicate the calculated Q responses of the equivalent circuit
models for each type.
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Figure 5.15: The quality factors of inductors with resonant frequencies between 27 and
35 GHz. Circ2 (3) has a maximum Q of 70, and Oct1 (×) a maximum Q of 75. The solid
lines indicate the responses of the equivalent circuit models for each type. Sensitivity
of the measurement between 10 and 12 GHz makes it difficult to achieve a high degree
of convergence over the entire measurement and adds some uncertainty. The maximum
Q is taken from the model, which converges with the measured data except between 10
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metalization. Second, reducing the potential for conductor and induced eddy current

loss in the inner turns by eliminating them in the open core Rect3 and Oct2 inductors

improved the quality factor significantly, although these configurations do not achieve

the maximum inductance for the area occupied by the inductor. Additionally, tapering

the turn widths to balance the effects of conductor losses in the longer outer turns and

the eddy current losses for the inner turns in the presence of stronger magnetic fields

dramatically enhances the quality factor, verifying the results of [88]. Essentially, these

inductors exhibit the same traits as their monolithic planar spiral counterparts.

5.6 Summary and Discussion

This chapter presents design, assembly, modeling, and measurements of high Q

inductors with measured resonant frequencies through Ka-band. An important addi-

tional parameter is current handling, particularly for applications in bias lines. Heating

at high currents warps the inductor structure due to the CTE mismatch of the stacked

structure long before it reaches a catastrophic meltdown. Warpage is considered the

mode of failure, since the high heat will change the metal properties and the plastic

deformation permanently changes the inductance. Since these tests are destructive,

only the 5.5-turn rectangular inductor has been tested. It has the highest series resis-

tance Rs of all the inductors in this work. Visual warpage occurred around 120 mA,

with catastrophic meltdown around 300 mA for the three Rect5 inductors tested. This

indicates that the maximum current handling capacity is approximately 2 mA/µm2 of

cross-sectional area, less than gold alone (silicon-gold alloys melt at a lower tempera-

ture than pure gold). Inductors with larger cross-sectional areas (such as the octagonal

type) support approximately 200 mA before the onset of warpage. A thicker metal layer

would also increase the current handling proportionally.

Susceptibility to shock and vibrations are also concerns with suspended induc-

tors. Using the 4-turn octagonal inductor as an example, finite-element simulations
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show the first three modes of mechanical resonance occurring between 9.2 and 10.8 kHz.

Similar mechanical resonant frequencies for suspended inductors are reported in [74].

The multilayer structure in this work also increases the stiffness of the inductor when

compared to all-metal inductors. Simulations indicate a maximum deformation at the

outer edges of the inductor of 0.04µm (<1% of the inductor coil thickness) for accel-

eration of 100 G. At 10,000 G, the maximum deformation is 9µm (1.3 coil thicknesses

and 15% of the total inductor height).

In summary, the inductors demonstrated in this work have inductance values rang-

ing from 0.65–16 nH, with self-resonant frequencies from 5–35 GHz, and quality factors

ranging from 45–100. The high impedance of the inductors even beyond the resonant

frequency makes these inductors particularly useful as high-impedance RF chokes in

bias-tees. Below resonance, the low-loss and high-Q properties of these flip-chip assem-

bled inductors make them suitable for lumped-element circuits and impedance match-

ing in the 1–5 GHz frequency range, where distributed matching circuits are quite large

and surface-mount inductors are not readily available. This flip-chip assembly method

can be used to create lumped-element inductors on hybrid circuits with frequency and

quality-factor characteristics comparable to their monolithic counterparts.



Chapter 6

Summary and Conclusions

In summary, this work shows the constraints of integrating a MEMS tuner with

a microwave power amplifier. In Chapter 1, current MEMS tuners from the literature

are evaluated to determine their suitability for integration, and it is shown that in all

cases the insertion loss of the tuner is too high to be practical.

Chapter 2 details the design and measurement of a simple reconfigurable power

amplifier that can change from a linear class-A mode to a high-efficiency class-E mode,

depending on the signal environment of the amplifier. Other reconfigurable amplifiers

in the literature enable frequency hopping, and the ability to change operating class

differentiates the amplifier in this work.

The output network in the class-A-to-E reconfigurable power amplifier is designed

to have less than 0.3 dB of insertion loss. Figure 6.1 shows a comparison of the output

network from Chapter 2 with other reconfigurable output networks from the literature

(from Figure 1.3) and how these networks out affect the efficiency of a 55% class-E

amplifier. The losses of this tuner are much lower than those in the literature, however,

it is a very simple two-state tuner, whereas cases A–D have hundreds of states.

Once it is established that a two-state reconfigurable amplifier can meet our de-

sired efficiency specifications, Chapter 3 details the design of a more complex impedance

tuner, comparable to cases A–D from the literature. The double-slug type design pro-

vides 80 states within a 4:1 SWR circle with very low loss. Figure 6.2 shows a comparison
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Figure 6.1: Insertion loss and efficiency performance of the reconfigurable power ampli-
fier presented in this work compared to tuners in the published literature. The effect
of additional insertion loss on the power-added efficiency is shown for a 55% efficient
10 GHz amplifier with 8 dB of gain. Loss ranges from cases A–D in the published liter-
ature are repeated from Figure 1.3. The maximum insertion loss of the reconfigurable
power amplifier demonstrated in Chapter 2 is indicated.
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of the designed tuner network from Chapter 3 with other reconfigurable output networks

from the literature (from Figure 1.3) and how these networks out affect the efficiency

of a 55% class-E amplifier. In this comparision, the tuner designed in this work has a

clear improvement over current tuner networks.

Chapter 4 provides the most significant contribution of this work: a general-

ized method of analyzing and comparing tuner performance. Amplifier performance

specifications such as output SWR are translated into tuner specifications in order to

determine the necessary density of points in the impedance constellation. A specified

final SWR can be used to determine the coverage area of the tuner, via a numerical

analysis. This numerical analysis can determine either the total coverage of the tuner,

or how many states can match a particular impedance to the specified SWR. Extending

this analysis across frequency gives a tuner bandwidth. As discussed in Chapter 1, the

bandwidth specified in the literature often does not mean that the tuner covers the same

area over that bandwidth. Linking the tuner bandwidth to its coverage area is a more

practical specification for amplifier design.

The total efficiency of the amplifier-tuner system is determined in Chapter 4 from

the nominal efficiency of the amplifier, the loss of the tuner in its determined state, and

the mismatch of the tuner and amplifier (determined by the density of the impedance

constellation).

Chapter 4 also shows how the tuner behaves as increasing numbers of devices

fail in either the open or closed states. A trend is evident that the tuner coverage area

degrades more gracefully if the devices fail in the open position, which is also beneficial

from a loss perspective.

Chapter 5 looks ahead to the problem of very small biasing networks that will

be required in highly-integrated systems. Very small high-performance micromachined

inductors are designed and measured. These inductors have the unique feature of a

planar “monolithic-like” design that is integrable with hybrid circuits through a flip-
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literature are repeated from Figure 1.3. The minimum and maximum insertion loss of
the tuner designed in Chapter 3 is indicated.
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chip assembly process.

6.1 Future Work

Future work will include verification of the circuits designed in Chapter 3 and

the analysis methods in Chapter 4. Due to factors beyond the control of the author,

fabrication of the tuner circuits at Sandia National Laboratories was not complete as

of July 2006. Testing of these circuits will be conducted by another student at a later

date.

Once these circuits are ready for testing, they should enable further testing of

several multifunctional system concepts: adapting for a variable load presented by an

antenna in a mobile environment; chip-scale load-pull of a transistor; adaptation of the

output matching impedance for changing transistor characteristics, such as temperature

and bias compensation; and interstage load/source pull for multistage power amplifiers.

In conclusion, through the examination of design constraints and performance

requirements, the work in this thesis should aid in the future integration of power

amplifiers and MEMS impedance tuners. Through the demonstrations of the class-

A-to-E reconfigurable amplifier, and the detailed design and analysis of the MEMS

double-slug tuner with the Sandia ohmic MEMS switch, it is the hope of this author

that this work will help provide a bridge between amplifier designers and MEMS circuit

designers in order to bring the two technologies together and enable multifunctional

reconfigurable power amplifiers in the future.
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Appendix A

Transistor Data Sheet

The data sheet for the Skyworks/Alpha transistor used in Chapter 2 is included

for reference in Figure A.1.
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Figure A.1: Transistor data sheet, page 1
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Figure A.1: Transistor data sheet, page 2 (cont.)
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Figure A.1: Transistor data sheet, page 3 (cont.)



Appendix B

Wafer Under Test

When testing systems with multiple MEMS devices, a non-intrusive means of

determine the state of a switch ( whether the switch was actuating under the applied

voltage). A laser was used to illuminate the switch from the side, while the wafer is

on the probe station under a microscope. As the switch actuates, the speckle pattern

caused by reflections off the edge of the device changes and is noticeable through the

microscope. A photograph of this setup is shown in Figure B.1.
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Figure B.1: A laser was used to illuminate the switch from the side, while the wafer is
on the probe station under a microscope. As the switch actuates, the speckle pattern
caused by reflections off the edge of the device changes and is noticeable through the
microscope.


