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Abstract
Secure memory is a highly desirable property to prevent
memory corruption-based attacks. The emergence of non-
volatile, storage class memory (SCM) devices presents new
challenges for secure memory. Metadata for integrity verifi-
cation, organized in a Bonsai Merkle Tree (BMT), is cached
on-chip in volatile caches, and may be lost on a power fail-
ure. As a consequence, care is required to ensure that meta-
data updates are always propagated into SCM. To optimize
metadata updates, state-of-the-art approaches propose lazy
update crash consistent metadata schemes. However, few
consider the implications of their optimizations on on-chip
area, which leads to inefficient utilization of scarce on-chip
space. In this paper, we propose A Midsummer Night’s Tree
(AMNT), a novel “tree within a tree” approach to provide
crash consistent integrity with low run-time overhead while
limiting on-chip area for security metadata. Our approach
offloads the potential hardware complexity of our technique
to software to keep area overheads low. Our proposed mech-
anism results in significant improvements (a 41% reduction
in execution overhead on average versus the state-of-the-art)
for in-memory storage applications while significantly re-
ducing the required on-chip area to implement our protocol.
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1 Introduction
Traditional systems with volatile memory technology suffer
from active and passive physical attacks where data in mem-
ory can be selectively targeted and corrupted [33, 45, 48, 55].
Protecting against these vulnerabilities must be done in hard-
ware, and has been thoroughly investigated over the past
two decades [20, 38, 78]. However, since volatile memory sys-
tems lose their state when power is disconnected, prior work
did not have to address the data remanence problem [69].
Storage class memory (SCM) systems use non-volatile tech-
nologies as main memory, so data will remain intact even
after power is disconnected. Such systems are natural can-
didates for large memory applications, where there is a lot
of data that may be queried and stored. Disk storage is not
viable for these cases due to its latency, and volatile memo-
ries are not viable due to the lack of persistent data storage.
Moreover, SCM systems face new physical attack risks due
to their application, providing attackers with extended op-
portunities for splicing, spoofing, and replay attacks. Thus,
SCM requires a solution for protecting data in memory, such
as secure memory guarantees and protections.
Standard approaches for providing secure memory for

volatile systems use counter-mode encryption to provide
data confidentiality and Bonsai Merkle Trees (BMTs) with
keyed hash message authentication codes (HMACs) to pro-
tect data integrity [47, 58, 71, 80]. The intuition behind these
approaches is that the chip’s size prevents attackers from
inspecting or injecting malicious content, establishing trust
for on-chip elements and mistrust for off-chip components.
Any data request that needs to leave the trusted boundary
goes through the integrity verification process (a traversal
of the BMT) and decryption. The root of the BMT is always
trusted as it is stored on-chip (within the trusted bound-
ary). Any authentication failure would deem that the data
has been corrupted, and could maliciously taint the exe-
cution in order to hijack control-flow [3, 14, 52], escalate
process privileges [18, 24], or any number of other mem-
ory corruption-based attacks [23, 46, 63, 64]. SCMs face an
additional challenge in that, when an integrity verification
fails, it cannot simply reboot the system. With SCM sys-
tems, rebooting is not an option, as SCM semantics imply
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that the corrupted values will remain in memory through-
out the reboot, and can still maliciously impact a victim’s
execution. Furthermore, many cloud service providers rely
on instantaneous recovery to maintain quality of service
agreements [9, 16, 50].

Secure memory systems for volatile memory cannot sim-
ply be retrofitted to work with SCM systems as their lack
of crash consistency means that data cannot be validated
across unexpected reboots. An SCM system usually relies
on a persistence model to enforce the crash consistency of
particular data. The secure memory metadata must similarly
be persisted along with the data for recovery after power
loss. For example, if a block at time 𝑡 (𝑝𝑡 ) is persisted to mem-
ory, it needs to first be encrypted with a counter (𝐶𝑡 ) which
is stored in memory, then its hash (𝐻𝑡 ) needs to be com-
puted and also placed in memory, and finally the integrity
tree (𝑇𝑡 ) needs to be updated to reflect the new encryption
counter value. If the metadata (𝐶𝑡 , 𝐻𝑡 , 𝑇𝑡 ) is not persisted
at the same time as the data (𝑝𝑡 ) and a power outage were
to occur, then the persisted data (𝑝𝑡 ) would be in an incon-
sistent state with its corresponding metadata. This means
that the secure memory hardware would have no way to
distinguish a hash mismatch due to corruption or lack of
crash consistency as the metadata would incorrectly reflect
the persisted state (𝐶𝑡−1, 𝐻𝑡−1, 𝑇𝑡−1). Maintaining crash con-
sistent security metadata along with the associated data as
part of the persistence model is the essential challenge for
secure SCM.
To provide crash consistency, the secure memory proto-

col could instead persist all values that are written to the
metadata cache directly to memory. In doing so, the caching
policy can be referred to as a write-through cache, as op-
posed to its typical writeback nature. This scheme, termed
strict metadata persistence, is crash consistent because each
of 𝑝𝑡 ,𝐶𝑡 , 𝐻𝑡 , and 𝑇𝑡 are persisted directly and atomically, so
all values in memory are in a crash consistent state at all
times. However, this scheme is not realistic, as it can lead to
steep performance overheads (up to 25𝑋 ) at runtime.
An alternative approach, dubbed leaf metadata persis-

tence [82], addresses the performance issue by taking a lazy
approach to crash consistency. That is, only 𝑝𝑡 , 𝐻𝑡 , and𝐶𝑡 are
persisted directly at runtime. The tree nodes 𝑇𝑡 are written
to the volatile metadata cache and only written back to mem-
ory on eviction (i.e., they are not written-through directly).
After a crash, at system recovery, each of the inner nodes
of the integrity tree are recomputed from the hashes of its
leaves (i.e., the counters). If the computed tree root matches
the stored tree root, then the system can be safely rebooted.
However, this recovery procedure is pessimistic because all
inner nodes of the tree are assumed to be stale/untrusted,
and recovery will be worse as memory capacities continue
to grow beyond the scale of current SCM devices. These two
extreme baselines describe an inherent trade-off between

runtime performance overhead and recovery time. That is, per-
formance overhead is reduced as crash consistency models
become lazier, but at the cost of increasingly unreasonable
recovery times.

The current state-of-the-art navigates this trade-off space,
and can largely be categorized as being either a static [10,
65, 82] or dynamic [4–6, 19, 26, 42, 56, 76, 85] negotiation
of performance overhead due to crash consistency and re-
covery time. Static approaches work well to strictly reduce
the overhead due to maintaining the crash consistency of
secure memory metadata [82], reducing the work required at
recovery time [10], or partitioning hybrid untrusted device
semantics [65], but these approaches miss out on potential
performance benefits by treating all addresses the same. Dy-
namic approaches, on the other hand, explicitly track applica-
tion behavior to ensure that “hot regions” of memory benefit
from having shorter paths through the integrity tree to per-
sist values [26, 56], maintain an auxiliary “fast tree” in which
frequently accessed values can be directed to a more relaxed
crash consistency protocol [6, 76], or add auxiliary struc-
tures to further protect the metadata cache [4, 5, 19, 42, 85].
A limitation of these approaches, however, is that hot region
tracking in hardware is difficult, and is dependent on ap-
plication behaviors. Furthermore, these approaches tend to
come at the cost of hardware complexity, a third component
in this trade-off space that hasn’t been emphasized to the
same extent as performance or recovery.
We believe that considering the cost of hardware com-

plexity is important in terms of the performance scalability
and security of secure memory. If the space for these de-
vices occupies too much trusted space (i.e., on-chip), there
will be less space for other devices like the last level cache,
thereby causing more fetches to go to untrusted SCM and
further binding application performance to the performance
of secure memory.
In this paper, we propose A Midsummer Night’s Tree

(AMNT) 1, a “tree within a tree” metadata persistence pro-
tocol that provides integrity-protected SCM with a low run-
time overhead and a bounded recovery mechanism. AMNT’s
design goals are to achieve a crash recovery scheme with
low runtime overheads, bounded recovery times, and main-
taining limited area overheads both on-chip and in mem-
ory. AMNT achieves these goals by implementing a hybrid
metadata persistence protocol that is adaptive to workload
characteristics at runtime.
AMNT works from the insight that certain “hot” regions

of physical memory may be accessed with more regularity,
whereas an application may never access other regions. We
leverage this insight by implementing a hot-region track-
ing mechanism in which a small region in memory gets to

1In William Shakespeare’s play A Midsummer Night’s Dream, the Mechani-
cals perform a play called “The Most Lamentable Comedy and Most Cruel
Death of Pyramus and Thisbe,” which is known as a “play within a play.”
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benefit from a lazy metadata persistence scheme. As a re-
sult, only a small and bounded amount of memory will be
stale/untrusted at the time of a crash, and the amount of
metadata to recover is similarly small. In addition, AMNT
gives a system administrator the ability to dictate the toler-
able recovery time after a crash by selecting, in BIOS, the
maximum stale data size (defined by the level at which the
subtree root is placed). In this paper, we demonstrate that
this insight holds true for several applications with varying
characteristics. For adversarial cases, we turn to software to
modify behavior at the application layer to better take advan-
tage of more tightly bounded physical regions of memory,
which minimizes AMNT’s physical area overhead.

We make the following contributions:

• We present AMNT, a dynamic hybrid metadata persistence
scheme for secure SCMs that performs hot region tracking
to adapt to in-memory behaviors at runtime.

• We introduce AMNT++, an optional hardware-software
co-design physical page allocator that acts as an addition
to AMNT in order to improve the likelihood of an in-use
page to be tracked in the hot region.

• We show how AMNT uses 96 bytes of volatile on-chip
space and 64 bytes of non-volatile on-chip space, which is
agnostic to memory and metadata cache size.

• We demonstrate how a system administrator can bound
the recovery time using our proposed approach to achieve
desired performance goals.

2 Background
Efficient techniques have been researched for designing tra-
ditional (volatile) secure main memory. However, new secu-
rity challenges arise with storage class memory, which also
affects runtime performance and recovery.

2.1 Traditional Secure Main Memory
A traditional secure memory system provides both confiden-
tiality and integrity verification for data in memory. In order
to provide confidentiality of data in memory, state-of-the-art
secure memory schemes rely on counter-mode encryption
(CME), which uses a counter and address as input to an AES
engine that produces a one-time pad. To encrypt plaintext
data, the one-time pad is XOR’ed with the data to produce
the ciphertext. To decrypt that data, the same one-time pad is
XOR’ed with the ciphertext to produce the plaintext. To bal-
ance cache efficiency and storage overhead, each 64B block
has a unique minor counter (7 bits), and each 4KB page has a
unique major counter (8 bytes). Together, the major and mi-
nor counters ensure that CME provides each block a spatially
and temporally unique encryption key while minimizing the
cost of a counter overflow.
Integrity protection is accomplished by computing and

storing a hash on a data write. To provide strong security

guarantees the hash used is a keyed hash message authen-
tication code (HMAC). When data is fetched from memory,
the hardware can confirm that it has not been corrupted by
comparing a newly computed HMAC against the previously
stored HMAC. In the event that the stored HMAC does not
match the newly computed one, the processor simply re-
boots to restart from a “safe” state. The HMAC alone cannot
provide full integrity protection due to its inability to detect
replay attacks. For example, an attacker may observe old
data and HMAC, and replace legitimate values with stale
values that still verify.

To provide protection from replay attacks, secure memory
systems use a Bonsai Merkle Tree (BMT) [58], which is a mod-
ified Merkle Tree (a tree of hashes) that protects the integrity
of the encryption counters [47, 58] (depicted in Figure 1).
The BMT consists of counter hashes (leaves) that are hashed
together to form the next-level node (parent). This process
is repeated recursively until a single node remains (i.e., the
root of the tree). To establish the root of trust, the root of
the tree must always be stored on-chip, as this is the trusted
boundary. The BMT is an efficient way of constructing and
storing an integrity tree as it reduces the tree’s memory re-
quirement [7, 8, 28]). Furthermore, the BMT root is small
and unique to the state of the entire underlying memory, so
it allows for trusted verification with very little on-chip area
overhead.

In order to verify an untrusted block of data coming from
memory against the BMT, the ancestral path of the data
through the tree (i.e., counter, tree nodes, root) must be
fetched, and the hashes must be recomputed and compared
against the stored values. If each computed hash matches the
stored hash up to the root (trusted value), then the integrity
of the data is authenticated. Similarly, updating a data value
requires updating the nodes in the ancestral path in the BMT
to reflect the state of the new data.
To reduce the integrity verification latency, most prior

work assumes that security metadata (integrity tree, encryp-
tion counters and data HMACs) is kept in on-chip caches [27,
40, 41, 44, 59–61, 66, 67, 70–72, 78–80]. Doing so introduces
a two-fold optimization. First, like data caches, recently ac-
cessedmetadata can be re-accessed with lower access latency.
Second, nodes cached on-chip are members of the trusted
compute base, so they too can act as roots of trust, reduc-
ing the integrity verification path. The implication of this
phenomenon is that the performance overhead of secure
memory protocols is largely tied to the efficacy of the secure
memory metadata cache in that it significantly reduces the
number of metadata fetches required to authenticate data
in memory. With the growing memory footprint of applica-
tions, the secure memory metadata cache hit rate decreases,
requiring more memory accesses and tightly binding appli-
cation performance to the secure memory system.
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Bonsai Merkle Trees come in two forms: General BMTs
and SGX-style BMTs. General BMTs describe a BMT struc-
ture where nodes are the concatenated hashes of their chil-
dren (like that in Figure 1). SGX-style trees have counters
embedded in each node throughout the tree, concatenated
with a hash of its parent. In this form the hash is computed
using the Galois-counter hashing mode [28] with the counter
from the parent. This work assumes the General BMT format.
However, the proposed protocol can be used in an SGX-style
BMTwith small modifications to take advantage of protocols
that target this format, such as Anubis [85] and Osiris [82].

2.2 Secure SCM
Storage class memories (SCMs) describe a system based on
emerging technologies in whichmainmemory is non-volatile.
These devices are appealing in that they promise near-DRAM
latency with the persistence properties of long-term storage
devices. As a result, they are a natural candidate for data
storage applications where performance is bound by disk
accesses. These types of applications use main memory to en-
force persistent semantics. Unlike traditional DRAM-based
memories, data in SCM will persist through a crash (i.e., its
state is retained without power). Thus, SCM systems face the
challenge of ensuring the crash consistency of secure mem-
ory metadata. When values are updated in on-chip volatile
caches, their values become stale in main memory due to
its non-volatility. Barring additional action, in the event of
a crash, the up-to-date values in cache will be lost, leaving
behind stale values in non-volatile memory and rendering
the program unrecoverable on reboot forgoing the benefits
of SCMs.
Various software libraries (e.g. [17, 21, 34, 54, 75]) and

hardware extensions (e.g. [49, 84]) provide the programmer
sufficient control to avoid data inconsistency problems and
ensure application data is crash consistent after a power
failure. Like application data, security metadata (i.e., HMACs,
counters, and the BMT) must also be crash consistent to
ensure that data can be authenticated after a crash. Unlike
application data, securememorymetadata is not accessible to
the application, requiring the on-chip memory controller to
enforce its persistence. An implication of this phenomenon
is that the root of the BMT must always reflect the state
of data in main memory, and updates to the state and the
root must be atomic. Furthermore, the root of the BMT must
be stored in a non-volatile on-chip register in order to be
trusted through a crash.

2.3 Metadata Persistence Strategies
In general, strategies for ensuring metadata is usable after a
crash fall on two extremes. A strict metadata persistence strat-
egy ensures that all BMT values are consistent with the state
of the data in memory at all times — on a crash, all metadata
is guaranteed to be stored in a non-volatile device and can be
used for integrity verification. However, this method exhibits

Figure 1. Bonsai Merkle Tree (BMT). Inner tree nodes are
the concatenation of the child hashes.

high runtime overhead. On a data write, each node in the
ancestral path of the BMT must be updated in the on-chip
metadata cache and written-through to main memory. While
this technique is expensive at runtime, recovery is trivial, as
all metadata is immediately available on restart.
By contrast, a leaf metadata persistence strategy, while

improving runtime performance, significantly increases re-
covery time. In this strategy, only the BMT leaf (i.e., counter)
and root updates are done atomically with a data write. The
rest of the security metadata is updated lazily on a writeback
from the metadata cache. On system failure, all inner BMT
nodes must be assumed to be stale in SCM, and must be
recomputed. In order to recompute the BMT nodes, BMT
leaves must be fetched and their hashes computed. Inner-
BMT nodes are composed of the keyed hashes of their chil-
dren, which makes the computation of a node in the BMT
dependent on the fetch of each of its children. The data de-
pendent nature of BMTs limits the number of productive
parallel memory fetches to BMT sibling nodes, and implies
that a large number of bursts (proportional to memory size)
must be performed in order to recompute all of the inner
BMT nodes. As such, recomputation can last billions of cy-
cles and spans all of secure memory metadata, which, for
SCM, may run into the terabytes. Once recomputed, the BMT
hashes are compared to the root, which is stored securely
and persistently on-chip.
Prior art Osiris [82] further relaxes the leaf metadata

persistence protocol by introducing a “stop-loss” persistent
metadata cache for BMT leaves. The protocol persists leaves
after every 𝑛 data updates to ensure that they can never be
more stale than the stop-loss frequency. As a result of the
persistence relaxation, full BMT recovery in Osiris is slower
than in leaf metadata persistence. Prior art suggested stati-
cally partitioning the persistence policy of metadata based
on its tree level [10] or its location in volatile or non-volatile
memory [65]. However, to the best of our knowledge, there
is no work that proposes a dynamic persistence scheme.

Another state-of-the-art technique, Anubis [85], takes an
approach that tracks the addresses currently residing in the
metadata cache—only these addresses need to be recomputed
at recovery time. It tracks this information by “shadowing”
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these addresses in a new structure in memory, called the
“shadow table.” This shadow table tracks updates to cached
metadata nodes in order to have a precise view of which
metadata are stale. Instead of performing whole tree recon-
struction, this protocol corrects only the stale values in mem-
ory at recovery time. However, the slow path of this ap-
proach occurs on every metadata cache miss, which means
its performance is directly tied to an application’s metadata
cache locality. This technique is also a movement away from
reducing the spatial overhead of secure memory [58, 60, 73].

Other prior work, leverage the insight that the length of a
persist path may be adjusted in accordance with the relative
hotness of some set of addresses. ProMT [6] and Bo-Tree [76]
propose using indirection towards a “fast tree” outside of
the global tree if addresses are deemed to be hot enough.
ASSURE [56] proposes a single Dynamic Modifiable Merkle
Tree that changes location based on the hotness of a subtree.
Along these lines, Bonsai Merkle Forest [26] reduces the
overhead of strict persistence by storing frequently accessed
subtree roots in a non-volatile on-chip cache. To determine
which nodes qualify, counters are added to the the volatile
metadata cache lines, and nodes in the persistent root set (i.e.,
non-volatile metadata cache) are either “pruned” or “merged”
depending on the counter state.

3 Threat Model
Our assumed threat model trusts on-chip values and con-
siders everything else untrusted [43, 71]. The off-chip com-
ponents (i.e. memory, disk, I/O) are vulnerable to passive
(snooping) and active (splicing and replay) physical attacks,
from both legitimate and illegitimate users. Our proposed
work is focused on protecting in-memory data in a system
that uses an SCM device. We assume the attacker has phys-
ical access to the system and can run any legal program
to exploit potential off-chip physical device vulnerabilities.
Similar to prior work [5, 25, 26, 82, 85], protection against
information leakage via side-channel attacks is out-of-scope
for our proposed defense mechanism.

4 A Midsummer Night’s Tree
The proposed solution, A Midsummer Night’s Tree (AMNT),
is a secure SCM protocol that balances a reasonable run-
time overhead with controllable recovery times and mini-
mal hardware overhead. AMNT achieves its goals by using
dynamic hybrid metadata persistence strategies within the
same BMT [58].

4.1 “A Tree Within a Tree”
Wework from the assumption that a small number of contigu-
ous addresses in physical memory are frequently accessed
(i.e., “hot”). Given this assumption, we propose AMNT, which
protects a small region of physical memory with a fast per-
sistence protocol while most addresses are persisted strictly

Figure 2. A Midsummer Night’s Tree. Red nodes implement
strict persistence. Blue nodes implement leaf persistence.

to keep the work required at recovery time low. AMNT is
a dynamic metadata persistence protocol that tracks hot re-
gions of physical memory within a subtree of the underlying
BMT in order to adapt to changing in-memory hotness at
runtime. The subtree implements a leaf persistence strat-
egy, where tree nodes are assumed to be stale at the time
of a system failure (blue nodes in Figure 2). The rest of the
BMT implements strict persistence to minimize recovery
time after a crash (red nodes in Figure 2). Given that a small
contiguous region of addresses are frequently accessed, we
make updating them fast. Implementing strict persistence
outside of the subtree, while slow at runtime, will not occur
often, minimizing the impact on overall performance and
reducing the work required at recovery time.
Implementing the AMNT protocol involves splitting the

BMT into the main tree with strict metadata persistence
(slow runtime, fast recovery) and a subtree with leaf meta-
data persistence (slow recovery, fast runtime). The subtree
root, situated at an internal BMT node, is placed in an on-chip
non-volatile register; its descendants are expected to contain
frequently-accessed data. The fast subtree register allows for
data authentications to quickly determine their persistence
protocol. Our approach makes data updates within the sub-
tree much faster—the associated tree node writes only need
to be updated in the metadata cache. In contrast, if a data
update occurs outside of the subtree, it will need to wait for
all BMT nodes on the ancestral path to be written-through
to persistent memory.

Given the metadata persistence strategy, all values outside
the subtree root in the BMT are not stale at the time of a crash.
To recover the BMT, AMNT only needs to recompute nodes
inside the subtree; recovery time depends on the subtree size
determined by the subtree root level. System administrators
can control recovery time by configuring the subtree root
level in the BIOS, and we offer insight into the trade-off
between recovery time and runtime overhead in Section 6.

4.2 Hot Region Tracking
The AMNT protocol assumes the subtree root resides at a
particular level of the BMT configured in the BIOS. Any
node can become the subtree root at this level depending
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on application behavior in memory (i.e. the subtree root
can move horizontally in the tree). Each node at this level
protects a contiguous physical address space, termed the
subtree region. In order to efficiently determine the most
frequently accessed subtree region, AMNT makes use of a
lightweight history buffer.
The history buffer has 𝑛 entries and tracks the 𝑛 most

recent memory writes. Each entry has a subtree index (iden-
tified by the index of the node within the subtree level) and
a 𝑙𝑜𝑔2𝑛 counter. On a data write, the subtree index of the cor-
responding data address is updated by scanning the history
buffer for that index and incrementing the counter. If the
node becomes the most frequently accessed, swapping the
node with the head element ensures the head of the buffer
always refers to the most frequently used subtree region (the
largest counter). While updating the history buffer can be
done in parallel with the initial counter fetch (all authenti-
cations need to fetch the encryption counter), the history
buffer is not fully sorted to minimize complexity. In our ap-
proach, the head element is guaranteed to be the maximum.
After 𝑛 data updates to memory (64 by default), the head
of the buffer is selected as the new subtree root. After the
next subtree root is established, the counters in the buffer
get zeroed out and the tracking starts again.

When transitioning from subtree𝑇 to𝑇 ′, all inner integrity
nodes of𝑇 must be persisted before𝑇 ′ can implement the leaf
persistence protocol in order to preserve the crash consis-
tency and security guarantees. Note that the only ancestral
paths from subtree 𝑇 that need to be written to memory are
those originating from modified (dirty) data. We can quickly
determine which nodes need to be updated in memory by
scanning the dirty bits in the metadata cache. Only nodes
in the metadata cache that fall within the subtree will have
their dirty bits set as all other metadata blocks are written-
through to memory. The path from𝑇 to the root must always
be persisted on movement.
The history buffer is a lightweight method to track the

most frequently used regions of memory to select the best
subtree root. Each entry in the history buffer requires at most
𝑙𝑜𝑔2𝑛 bits for the region’s index and an additional 𝑙𝑜𝑔2𝑛 bits
for the counter, resulting in 𝑛 ∗ (2𝑙𝑜𝑔2𝑛) additional bits. For a
subtree at level 3 (64 possible subtree regions), the additional
number of bits is 768, requiring an additional 96 bytes of
on-chip area. Thus, we find that in practice, operations such
as scanning the history buffer to increment the frequency
counter associated with a subtree region are inexpensive
(two cache accesses) relative to memory access latency. Once
found, the logic to update the buffer is a simple add and
comparator that updates the head of the buffer based on
if the target counter is larger than the head’s counter. In
the event of a tie, the current subtree root stays at the head
of the buffer to avoid a subtree movement. Given that the
updating the history buffer and transitioning the subtree are
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Figure 3.Memory accesses per address in single program
and multiprogram workloads.

not critical to the authentication of data, they can occur out
of the critical path of data authentication.

5 AMNT++
AMNT is predicated on the assumption that a small, contigu-
ous address range in physical memory is protected by the
fast subtree. However, while this assumption may hold true
for a single application, it may not in a realistic scenario (i.e.
multiprogram environment). Figure 3a shows the number of
memory accesses per physical address in the lbm benchmark
from the SPEC CPU benchmark suite, whereas Figure 3b
shows the number of memory accesses per physical address
when running two programs (perlbench and lbm) in parallel.
As evidenced by the figure, multicore systems that run mul-
tiple applications prove the assumption driving AMNT may
not exist in practice. To address this limitation, we consider
a protocol that has “per-core subtrees” to track hotness, but
such a solution would result in complex and large hardware
requirements for devices with hundreds of cores. Instead,
we propose a hardware-software co-design to keep hardware
complexity low and modify application behavior from the
operating system’s memory management unit to bias alloca-
tion of physical pages towards highly available subtrees in
order to maximize potential subtree locality.
To increase the effectiveness of AMNT, all applications

should ideally work in the same subtree region whenever
possible to increase subtree locality. Consolidating frequent
memory accesses into a single subtree can be an important
performance optimization, which we attempt to maximize
through lightweight modifications to the physical page allo-
cator in the operating system (OS).
In Linux, allocating physical memory is a distinct proce-

dure from allocating memory at the application level. The-
oretically, cross-page locality may be unlikely given that
physical pages will be allocated according to a binary buddy
allocation scheme and where “random” pages are reclaimed
by the OS over time. This allocation makes it difficult to rea-
son about where two virtual pages are in physical memory
relative to each other.
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Table 1. System configuration.
Security Configuration

BMT 8-ary integrity nodes
64-ary counters

Metadata Cache 64kB, 2-cycle latency
AMNT 64 writes per interval

Subtree Level: 3, 768 bit history
buffer, 128 bit dirty path bitmap

DDR-based PCM Configuration
Capacity 8GB PCM
Latency 305ns read [35], 391ns write [31]

In order to further increase in-memory physical locality,
we modify the buddy allocation from the Linux operating
system [2]. Our modified OS achieves this locality by re-
ordering the free area to have the chunks within the most
common free subtree region at the head of the linked list.
Physical pages are allocated from a data structure called
free_areas (i.e., an array of linked lists), where each linked
list is composed of “chunks” of physical memory. The size
of each chunk depends on the index of the linked list in the
array (e.g., chunks in a linked list at index 0 of the free_area
are 20 pages; chunks at index 1 are 21 pages). When an allo-
cation request for a single page is received, the physical page
allocator fetches the first item from the free_area linked
list at index 0, and returns it to the application. When the
linked list at index 𝑖 is empty, and the OS needs to allocate a
physical page, it will attempt to find a chunk at index 𝑖 + 1. If
it finds a chunk at 𝑖 + 1, it splits that chunk into two chunks
of size 2𝑖 pages and returns one to be allocated while adding
the other one to the linked list at index 𝑖 .

In our modified version of the buddy allocator, we modify
the linked list structure by prioritizing chunks that are phys-
ically close to one another and placing these at the head of
the linked list. As physical memory is reclaimed by the OS,
it attempts to add chunks to the linked list at the appropriate
index of the free_area depending on the chunk size. In the
AMNT++ modification, the linked list is reordered to place
chunks within the subtree region at the head of the linked
list. This approach makes each individual allocation as fast as
the standard physical allocator by taking the restructuring of
the linked list out of the critical path of a physical allocation.

The AMNT++ restructuring function is called during the
OS physical page reclamation procedure, leaving it out of the
critical path of a page allocation. The restructuring function
first scans each linked list to count how many chunks fall
under each subtree region. When the OS finishes scanning
the list, it selects the region with the greatest number of
chunks (the subtree region with the most free chunks) and
then moves all the chunks for that region to the front of a
temporary biased linked list (not in the free_area struct).
Once the OS is done with the restructuring, the OS replaces
the linked list with the new biased version.

The design decision to bias the allocator towards physical
pages at the granularity of subtree regions is intentional. The
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Figure 4. Normalized cycles in single program PARSEC
workloads.

AMNT++ protocol biases the free_list towards pages in
the subtree region, so that the OS does not have to perform
these exhaustive searches when allocating pages. Given that
the locality of interest is in terms of the integrity tree nodes
coverage (e.g. at level 3 the coverage is 128MB for an 8GB
memory and scales with increased memory size), achieving
this locality is a reasonable task, even in a fragmented system.
As a result, the benefit of AMNT++ is high without being
overly intrusive on the execution of the OS and application.

6 Evaluation
Wefirst evaluate AMNTon the PARSEC benchmark suite [11]
version 3.0 with the simlarge inputs in gem5 [12], a cycle
accurate processor simulator. The processor configuration
includes a single core with a 32kB data L1 cache, a 48kB
instruction L1 cache and 1MB L2 cache. We configure the
processor with intentionally small on-chip caches to stress
the memory system and show the overheads of the secure
memory hardware. The memory system configuration is
shown in Table 1. The secure memory hardware includes a
64kB metadata cache with an 8-level BMT to remain consis-
tent with Intel SGX’s configuration [29].
We choose to use PARSEC as the primary means of eval-

uation due to its diversity of workloads and labeling of the
beginning and end of the region of interest. The latter is
important—determining the region of interest in benchmark
suites without labeled regions of interest is typically done
by running a profiling tool, like SimPoint [53]. These tools
determine the region of interest based on microarchitectural
characteristics of the workload, and the application is run
from this point for a set number of instructions. However,
we cannot compare AMNT and AMNT++ using this method-
ology as the modified OS results in a different number of
instructions, requiring different points in the program to
execute the same region of the application.

Throughout the evaluation we compare the proposed ap-
proaches (AMNT and AMNT++) against the leaf metadata
policy and the strict persistence policy. In addition, we also
compare the proposed approaches against various protocols

28



ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA Thomas et al.

body and fluid

swap and stre
am

x264 and freq
0.0

0.5

1.0

1.5

2.0

No
rm

al
ize

d 
cy

cle
s

3.
11

3.
11

leaf
strict

anubis
bmf

amnt
amnt++
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proposed in the literature, anubis and bmf, which we imple-
mented based on their design descriptions [26, 85]. Results
labeled as amnt show the proposed protocol without the
modified operating system, and amnt++ show AMNT with
the modified operating system.

6.1 Single Program Analysis
On average, AMNT has a 16% performance overhead relative
to the volatile secure memory scheme and AMNT++ has a
10% performance overhead. Figure 4 shows the cycles for
each configuration normalized to the volatile secure memory
results. Leaf and strict persistence have 8% and 2.39𝑋 perfor-
mance overhead respectively. AMNT effectively negotiates
the trade-off between leaf and strict persistence, achieving its
design goal of having the near-leaf performance overhead.

On the other hand, Anubis [85] largely benefits from leaf
persistence, but incurs a slow-path case on a metadata cache
miss. For workloads that have bad metadata cache efficacy
(i.e., canneal), Anubis results in large performance overhead,
2.4𝑋 compared to the volatile secure memory system. can-
neal has 30.4% metadata cache hit rate. In contrast, AMNT’s
performance is directly dependent on the application’s spa-
tial locality, as opposed to cache efficacy, and as a result is
able to lower canneal’s overhead down to less than 0.1%.

6.2 Multiprogram Analysis
As described in Section 5, running a single program may not
fully stress the underlying protocol in AMNT as the single
program’s address space will be the only one exhibiting lo-
cality in memory. Thus, in this section we use multiprogram
workloads to approximate real-world behaviors in which
the memory system is subject to the interference due to the
interaction of multiple processes. In order to perform such
an evaluation, we configure our environment with combina-
tions of programswith temporarily similar regions of interest
from the PARSEC benchmark suite. The multiprogram eval-
uation methodology is consistent with prior work [74]. To
choose the pairs of multiprogram workloads, we selected
benchmarks whose region of interest appeared at the most

similar times to ensure that the regions of interest of each
benchmark is evaluated in parallel. These workloads are:
bodytrack and fluidanimate, swaptions and streamcluster, and
x264 and freqmine. To ensure that the evaluation always cov-
ers both benchmarks’ regions of interest, we start measuring
when the second benchmark reaches the beginning of its
region of interest, and stop the simulation when the first
benchmark reaches the end of its region of interest. The pre-
sented results come from running both region of interests in
parallel. The simulator configuration for the multiprogram
analysis includes two cores, each with a private 32kB data L1
cache, 48kB instruction L1 cache, and 128kB L2 cache. Both
cores share a 1MB L3 cache.
AMNT++ is effective at improving AMNT performance.

Figure 5 shows the performance normalized to the volatile
secure memory setting for all the approaches for the three
pairs of multiprogram workloads (including prior work and
AMNT and AMNT++). AMNT++ counteracts the multipro-
gram behavior that impacts the efficacy of AMNT. For ex-
ample, the bodytrack and fluidanimate workload display an
example when applications may impact their mutual spatial
locality. In this scenario, AMNT++ can make a difference by
reordering the physical pages accordingly and increasing
subtree hit rate from 91% to 97%. As a result, AMNT++ perfor-
mance overhead is reduced from 8% (AMNT) to less than .1%
compared to leaf persistence (the best performing approach).
Note that the performance overhead of AMNT in the single
program experiments for bodytrack and fluidanimate are less
than .1% and 2.1% respectively.
The swaptions and streamcluster workload and the x264

and freqmine workload are not memory intensive, and as a
result the performance overhead is negligible across both
approaches. One could imagine a theoretically adversarial
case in which the subtree bounces back and forth between
subtree regions, especially with distinct address spaces for
multiple processes. Our evaluation finds that these cases
do not occur in practice. In the study of single program
workloads, we find that the subtree root moves 0.3% of data
accesses on average (3 subtree root movements for every
1000 data memory accesses). In multiprogram workloads,
this occurs 0.1% of data accesses, which implies no significant
difference in memory behavior.

6.3 Subtree Sensitivity Analysis
As described in Section 4, the AMNT subtree level can be
configured in the BIOS so that the hardware can be modified
for varying workload characteristics. To build an intuition
about these workload characteristics, we present a sensitiv-
ity study of storing the subtree at varying levels under the
multiprogram workloads. As these configurations are inten-
tionally designed to constrain the efficacy of AMNT, we also
use this section to demonstrate the efficacy of AMNT++ at
changing application behavior to improve subtree hit rates.
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Figure 6. Normalized cycles in multiprogram PARSEC work-
loads varying AMNT subtree level.

Figure 6 shows performance impact of varying the AMNT
subtree root level with and without the modified operating
system (AMNT++ and AMNT), and Figure 7 shows the sub-
tree hit rates for the same configurations. As the subtree root
level increases (i.e., moves closer towards the leaves), it pro-
tects less data thereby constraining its efficacy. For example,
in the bodytrack and fluidanimate workload, the subtree hit
rate improves by at least 5% when the subtree root is placed
between levels 3 and 7 with AMNT++ compared to AMNT.
On the other hand, workloads like swaptions and streamclus-
ter and x264 and freqmine, the runtime performance is not
bound by the secure memory hardware and as a result the
performance impact is less evident. This result demonstrates
that AMNT++ is able to improve the hot region tracking of
the underlying hardware without needing to complicate the
hardware in a multiprogram environment.

6.4 The Cost of AMNT++
In traditional systems evaluation, modifying the operating
system can be viewed as an extreme measure as it impacts all
applications running on the system, and may incur unavoid-
able overheads throughout the system. Given that AMNT
requires new hardware, the concern over potential adoption
is less pertinent, as using a modified operating system on a
new system is less burdensome. We evaluate the PARSEC
multiprogram workloads with and without the operating
systems modifications in AMNT++ to evaluate the runtime
overhead of the modified operating system and quantify how
intrusive it is. To perform this evaluation, we use the single
program and multiprogram configurations where appropri-
ate.

Table 2 describes the impact of the modified OS on applica-
tion behavior. The normalized performance column reflects
the number of cycles to run the multiprogram workload
with the modified OS over the number of cycles with the
unmodified OS. The impact of the modified OS is negligible
on the overall performance. This result is due to the fact that
the physical reclamation of pages is an infrequent operation,
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Figure 7. Subtree hit rates for multiprogram PARSEC work-
loads varying AMNT subtree level.

and the modifications are mostly transparent to the progress
of the application.

On the other hand, the number of additional instructions
of the OS modification is relatively small. The second column
of Table 2, the instruction overhead, reflects the additional
number of instructions in the modified OS compared to the
unmodified OS. On average across the PARSEC benchmark
suite, the instruction overhead of AMNT++ is 1.96%.

Given that the number of additional instructions are small
and the impact on performance overhead is small, we con-
clude that any speedup of AMNT++ is due to the increased
locality of the application, improving the overall efficacy of
the on-chip cache hierarchy. The reason for the additional in-
structions not impacting performance is that the reclamation
process is typically off the critical path (i.e., when physical
pages are reclaimed) by design.

6.5 Multithread Analysis
We evaluate AMNT on the SPEC CPU 2017 benchmark
suite [13] to perform multithreaded analysis consistent with
prior art [5, 10, 25, 82, 85]. We run the speed benchmarks
with ref inputs, and we fast-forward to a region of interest as
determined by SimPoint [53] in the benchmark before sim-
ulating 500 million instructions. As done in prior work, we
use a four core simulation with a 32kB data L1 cache, 48kB
instruction L1 cache, 512kB L2 cache, and 8MB L3 cache.
Figure 8 shows the normalized cycles of the SPEC CPU

2017 benchmarks over a volatile secure memory system
which does not account for the persistent state of the meta-
data. AMNT reduces runtime overhead by as much as 41%

Table 2. Impact of the modified operating system in multi-
program workloads.

Normalized Performance Instruction Overhead
body and fluid 0.992 1.004
swap and stream 0.967 1.021
x264 and freq 1.013 1.01

30



ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA Thomas et al.

pe
rlb

en
ch gc
c

mcf
ca

ctu
BS

SN lbm
om

ne
tpp wrf

xa
lan

cb
mk

po
p2

de
ep

sje
ng

im
ag

ick lee
la na
b

ex
ch

an
ge

2
fot

on
ik3

d xz

gm
ea

n

0

1

2

No
rm

al
ize

d 
cy

cle
s

3.
60

25
.2

3.
78

5.
04

24
.6

6.
8

6.
7

7.
4

7.
2

3.
49

3.
42

leaf strict amnt anubis bmf

Figure 8. Runtime comparison of AMNT, Anubis, and BMF protocols for the SPEC 2017 CPU benchmarks normalized to
writeback secure memory protocol. Lower is better.

and by 13% on average compared to the state-of-the-art, Anu-
bis [85]. Compared to the leaf and strict persistence baselines,
AMNT has a runtime overhead of less than 2% compared
to leaf persistence, and up to an 8X reduction in overhead
relative to strict persistence (shown in Figure 8).
AMNT has the biggest impact on write-intensive appli-

cations. Write-intensive workloads (e.g., xz, lbm, deepsjeng)
suffer from the strictest persistent mechanisms, as they place
writes on the critical path of application execution. For xz,
the most write memory intensive benchmark, AMNT results
in 32% runtime overhead while Anubis has 41% overhead
and BMF has a 7𝑋 overhead. AMNT reduces the runtime
overhead as it uses leaf persistence semantics on the hot
regions of the programs, while keeping the recovery time
bounded to a predefined amount. Read-intensive applica-
tions are largely optimized by volatile on-chip caches and
are unaffected by the metadata persistence model. However,
for mechanisms that add complex calculation for memory
reads (such as Anubis and BMF), the persistence model still
adds to the runtime overhead. For example, AMNT exhibits
negligible overhead versus leaf in cactuBSSN and mcf be-
cause they are mostly read memory-intensive benchmarks.
Yet, Anubis and BMF both have significant overhead. Anubis
suffers from costly metadata cache misses and BMF simply
resembles the behavior of the strict performance protocol
resulting in high performance overhead. In contrast, AMNT
improves performance overhead as it optimizes metadata
cache behavior.

6.6 Hardware Overhead
Spatial overheads for secure memory should be minimized
as on-chip area is in high demand for various hardware op-
timizations across a multitude of workloads. For example,
if secure memory hardware occupies on-chip space for the
LLC, then the application will incur more LLC misses and
be further bound by secure memory. Furthermore, applica-
tions are becoming more memory intensive, placing more

Table 3. Hardware overheads of the state-of-the-art for a
64kB metadata cache. Note that BMF overheads is metadata
cache size dependent and it requires an additional 6 bits of
volatile capacity per cache line.

NV On-Chip Vol. On-Chip In-Memory
BMF 4 kB 768 B -

Anubis 64 B 37 kB 37 kB
AMNT 64 B 96 B -

emphasis on the importance of caching values in the larger
components of the chip (i.e. LLC). Finally, trends in secure
memory have moved towards reducing the in-memory spa-
tial overhead of secure memory, so storing more security
metadata in memory is undesirable [60, 73, 79].
We compare the on-chip volatile and non-volatile over-

heads separately as these may be composed of different tech-
nologies (SRAM vs. Flash). The hardware area overheads for
Anubis, BMF and AMNT are listed in Table 3.We assume that
the on-chip root of the BMT must reside in on-chip Flash to
conform to the threat model which keeps the root on-chip at
all times for all three mechanisms. In BMF, the non-volatile
on-chip space consists of an additional non-volatile metadata
cache used to store the subtree roots (4kB by default in that
work). The volatile on-chip space requires an additional 6
bits per cache line for the frequency counters in addition
to the metadata cache. For a 64kB metadata cache, which
holds 1024 64B cache lines, the frequency counters amount
to 768B.
In Anubis, the non-volatile on-chip space is occupied by

the additional root required to track the shadow Merkle Tree
(64B). The volatile on-chip space is composed of both the
metadata cache and, optionally, the shadowMT cache (37kB).
Area overhead in both of these prior works is a function

of memory size. In BMF, a bigger metadata cache will result
in more space for frequency counters, or new workloads
might demand more subtrees to be tracked for performance.
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Table 4. Recovery times (in ms) for the different protocols
as a function of memory size.

2.00TB 16.00TB 128.00TB BMT stale %
leaf 6,222.21 49,777.78 398,222.21 100%
strict 0 0 0 0%
Anubis 1.30 1.30 1.30 fixed
Osiris 50,666.67 405,333.32 3,242,666.64 100%*
BMF 0 0 0 0%

AMNT L2 777.77 6,222.21 49,777.78 12.5%
AMNT L3 97.22 777.77 6,222.21 1.56%
AMNT L4 12.15 97.22 777.77 0.2%

Our implementation of Anubis include the shadow table in a
distinct on-chip cache for a 64kB metadata cache to remain
consistent with [29], and wemodel the non-volatile metadata
cache in BMF as a distinct on-chip cache with a non-volatile
metadata cache proportional to the volatile metadata cache
size (4kB).

In contrast, one of AMNT’s goals is to limit the additional
hardware components both on-chip and in-memory. Like
Anubis, AMNT has an additional non-volatile register on-
chip to track the root of the fast subtree. The volatile on-chip
space includes a 768-bit history buffer, and the metadata
cache. The 37kB volatile shadow cache in Anubis is much
bigger in capacity than the volatile history buffer required
for AMNT. The 4kB non-volatile subtree root cache in BMF
requires a significantly greater non-volatile on-chip resource
compared to the single non-volatile on-chip register required
in AMNT to store the subtree root. AMNT achieves its design
goal of limiting additional hardware components on-chip
and in memory. In addition, as discussed in the next section,
AMNT’s performance is agnostic to other features, such as
metadata cache size and memory size.

6.7 Recovery
The recovery process requires both the fetch of counter val-
ues from memory and the computation of the hashes of
data-independent regions. For example, nodes within a level
(i.e., siblings or cousins in a BMT) are data independent,
however since a parent node cannot be computed without
knowing the value of its children, parents and children have
a data dependent relationship in hash recomputation. To re-
lieve this data dependency, the re-computed hash values for
a level are written back to memory before the next level can
start the hash computation. Seeing as the hash computation
is both fast and pipelined, we assume that the recovery time
is bound by the memory bandwidth. We note that the split
of reads and writes in the recovery workload is a ratio of
8:1 (reads:writes) as eight children are to be fetched in order
to compute a parent hash (which will be written back to
memory). A single Optane DIMM supports around 4 GB/s
of total bandwidth when subjected to this mixed read/write

sequential workload [1], of which around half of this band-
width (2 GB/s) is dedicated to reads. Assuming a six-channel
machine [31, 35], this provides a total read bandwidth, at
recovery, of 12 GB/s to memory, which is the essential per-
formance bottleneck for recovery. We use this bandwidth
to generate the data in Table 4, which shows the time it
takes to recover each of the baseline and state-of-the-art
configurations after a system failure.
Unlike prior approaches, recovery time in AMNT scales

with the level in which the subtree root is placed and is
reconfigurable. For example, with the AMNT subtree root
configured at level 3 of the BMT, it has a slower recovery time
than Anubis [85] (as shown in Figure 4). In the event that a
service provider cannot tolerate long periods of downtime,
AMNT can be re-configured with a subtree root closer to
the leaves. For instance, with the subtree root configured at
level 4 for a 2TB memory the recovery time is 0.01 seconds
(see Table 4).

7 Related Work
7.1 Secure Memory
Secure memory is an active area of research, with significant
improvements to the original secure memory design over
the last two decades. The state-of-the-art secure memory
solutions combine one-time-pads (OTP) and counter-mode
encryption done in hardware [8, 28, 58, 71, 79]. For integrity
verification, state-of-the-art include the use of modified Bon-
sai Merkle Trees (BMTs) for performance, fault tolerance
and area optimizations. In Morphable Counters, Saileshwar
et.al. [60] look to further reduce the area overhead of the
integrity tree by introducing novel mechanisms for having
a multi-arity tree that can be adapted based on the secu-
rity and performance needs of the system. Synergy [61] is
a mechanism that combines properties of secure memory
along with Error Correcting Codes (ECC) in memory to com-
pact the amount of memory overhead required to store the
data HMACS. Most of these techniques are orthogonal to
the proposed work and can be implemented in conjunctions
with AMNT.

7.2 Hardware for SCM
Hardware for storage class memory, and in particular, for en-
forcing crash-consistency of data, has had two major themes
in the literature: memory persistency and persistent trans-
actions. The earlier theme focused on minimal hardware
primitives for enforcing ordering of data updates into persis-
tent memory [22, 36, 39, 49], broadly termed memory persis-
tency [51]. The latter theme explored the support of trans-
actional updates to persistent memory within the architec-
ture [15, 37, 68, 77, 84], in the style of hardware transactional
memory [30]. Battery-backed caches [62] provide new chal-
lenges and opportunities for application persistence [81, 83],
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and the persistence of securitymetadata [4, 26, 32], but know-
ing how much battery is required for data-dependent flush-
ing remains an open issue, and can further complicate hard-
ware overheads.

7.3 Secure SCM
Anubis [85], much like AMNT, provides low run-time over-
head and fast recovery. However, Anubis takes a fundamen-
tally different approach to crash consistency, and enforcing
this protocol has implications on runtime behaviors and over-
heads. Anubis tracks the metadata address currently residing
in the volatile state (i.e., in the metadata cache) in persistent
memory. This region of memory, dubbed a “shadow table”,
essentially creates a log of all potentially stale metadata val-
ues in the persistent state at the time of a crash. Thus, any
update to the cache state (misses, evictions, and writebacks)
require updating the state of the in-memory shadow table.
However, because this table resides in untrusted memory, it
too needs to be protected by an auxiliary “shadow Merkle
tree” to preserve its integrity. Thus, updates to the shadow
table also result in updates to the auxiliary “shadow Merkle
tree.” While this protocol results in low runtime overhead in
most cases, it makes the case of a metadata cache miss more
expensive. Anubis works from the observation that updating
this table is infrequent because the metadata cache tends to
exhibit good locality. We further note in our evaluation that
updating the shadow table needs to be atomic with updat-
ing the tree state, and there may be multiple shadow table
updates on a single authentication (due to multiple misses
in the metadata cache). Furthermore, it requires caching the
entire shadowMerkle Tree on-chip to avoid even more mem-
ory persists per data access. By contrast, the AMNT protocol
trades off tracking of the stale nodes for minimal area over-
heads while still bounding the recovery time. Furthermore,
AMNT is not bound by the hit rate of the metadata cache.
Instead, it is dependent on a hot region tracking mechanism,
in which the complexity is offloaded to software.

Bonsai Merkle Forest (BMF) [26] is a protocol designed to
dynamically reduce the leaf-to-root write path for frequently
accessed nodes. To do so, BMF extends the persistent regis-
ter used to store the BMT root into a non-volatile metadata
cache to store several roots of frequently accessed values
(dubbed the “persistent root set”). BMF determines which
BMT nodes qualify to be stored in the persistent root set, and
tracks accesses frequency counters for the cached blocks in
the non-volatile metadata cache. On a pre-determined inter-
val, BMF uses these access frequency counters to “prune” a
frequently accessed root into its most frequently accessed
children or “merge” colder roots into their parent node. This
mechanism ensures that all nodes in the BMT are covered by
a persistent root, which is an important correctness property
for this approach. However, this property also implies that it
is infeasible to perform a hybrid metadata persistence strat-
egy. As a result, it suffers from the limitations of whichever

crash consistency policy it implements. Unlike BMF, AMNT
does not assume full leaf coverage of a fast subtree, so it can
improve runtime overhead without jeopardizing fast recov-
ery. AMNT’s protocol does not entail incremental changes to
track hot nodes, and as a result exhibits better performance
than BMF. Furthermore, AMNT does not require buffers of
non-volatile memories on-chip, to cache the large number
of roots required for full leaf coverage as BMF does.
Osiris’s [82] method of persistence hinges on reducing

memory accesses when updating the tree in favor of cache
updates, only persisting integrity tree leaves to memory
every 𝑛 updates, where 𝑛 is a set interval. Persist Level Par-
allelism [25] focuses on fast integrity tree updates and ex-
plores the benefits of having parallel updates of the BMT
under strict conditions that guarantee correct crash recover-
ability. However, these works are not dynamic to changing
application behavior and as a result do not see the benefits in
terms of recovery time in the case of Osiris nor normal case
runtime overhead in the case of Persist Level Parallelism.

Other works that have proposed using a fast subtree can be
classified into two works that leverage indirection [6, 76] and
those that use data addresses to determine its membership or
non-membership in the fast subtree [56]. AMNT uses data
addresses to determine membership in the fast subtree proto-
col. This design choice is an advantage over approaches that
use indirection for two reasons: (1) approaches that leverage
indirection cannot begin until some information is fetched
that determines which authentication protocol to use, and
(2) the logic controlling this indirection leads to significant
on-chip area and in-memory storage overheads (additional
caches, in-memory queues, etc. [31, 57]). Assure describes
a protocol where a single subtree is tracked to reduce the
authentication and update path length for frequently ac-
cessed data [56]. However, this work does not target multiple
persistence strategies. AMNT intentionally addresses this
non-trivial question, and results in performance benefits.

Some prior works consider multiple persistence protocols
in secure memory to benefit performance [10, 65]. For exam-
ple, Triad-NVM describes a protocol in which entire levels
of the tree conform to a particular persistence protocol [10].
Such a behavior is similar to leaf persistence, where leaves
and some number of ancestral levels of the leaves are written-
through to main memory. AMNT similarly implements mul-
tiple persistence strategies, but determining which strategy
to use is done dynamically based on application behavior.
OMT describes a protocol for hybrid embedded volatile and
non-volatile memories, that leverages a single integrity tree
with different strategies for data in different devices [65].
AMNT abstracts well to a hybrid SCM-DRAM machine as it
does not require significant protocol or hardware changes.
AMNT protects SCM, and a traditional BMT protects DRAM.
This solution only requires an additional (volatile) register
for the BMT and knowledge at the memory controller of the
SCM/DRAM physical address partition. Furthermore, AMNT
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dynamically leverages leaf metadata persistence in the most
frequently accessed SCM region.

8 Conclusion
Storage class memory (SCM) offers high density, non-volatile
storage with dramatically faster speeds than traditional stor-
age systems. However, this non-volatility creates new se-
curity challenges. In this paper, we present A Midsummer
Night’s Tree (AMNT), a novel hybrid persistent BonsaiMerkle
Tree (BMT) protocol for integrity-protected non-volatile
SCM. AMNT improves performance overhead by up to 41%
compared to the state-of-the-art approach while providing
fast and configurable recovery times that are a function of
the level of the subtree root rather than the memory size.

9 Acknowledgment
We thank the anonymous reviewers for their helpful com-
ments. This work was supported by NSF grant #1909715, NSF
grant #2239373 (CAREER), and a grant from Google through
the exploreCSR program.

A Artifact Appendix
A.1 Abstract
This artifact includes the implementation of AMNT, and
other prior art in secure memory in gem5 v22.0.0.2; and the
OS modifications for AMNT++ in Linux v4.14.

A.2 Artifact check-list (meta-information)
• Algorithm: We propose A Midsummer Night’s Tree, a fast
subtree tracking mechanism for Secure SCMs. We optimize
the protocol by implementing a lightweight OS modification
in the physical page allocator called AMNT++.

• Program: We use gem5 v22.0.0.2 for simulation. The code
modifications can be found in src/mem/mee/amnt.{hh,cc}.
The directory src/mem/mee has the implementation of the
baseline protocol and other prior works. The modified OS
(AMNT++) can be found in the linux-build directory.

• Compilation: To build gem5, once inside the main
gem5 directory run the following command: scons
build/ARM/gem5.opt -j ’nproc’. Note ’nproc’ can
be replaced with a smaller number of cores to use
for compilation. To build the modified Linux kernel
(optional), once inside the linux-build directory run
the following command where 𝑛𝑝𝑟𝑜𝑐 is replaced by
the number of available cores on the machine: make
ARCH=arm64 CROSS_COMPILE=aarch64-linux-gnu-
gem5_defconfig && make ARCH=arm64
CROSS_COMPILE=aarch64-linux-gnu- -j ’nproc’.

• Howmuch disk space required (approximately)?: 72GB.
• How much time is needed to prepare workflow (ap-
proximately)?: Approximately 1 hour.

• How much time is needed to complete experiments
(approximately)?: 6-48+ hours per test, depending on the
benchmark. For long running tests, they can be constrained
to a more reasonable runtime by specifying a consistent
maxinsts for all configurations in a benchmark.

• Publicly available?: Yes.
• Archived (provide DOI)?: 10.5281/zenodo.10795547

A.3 Description
A.3.1 How to access. The artifact can be downloaded
from https://doi.org/10.5281/zenodo.10795547.

A.3.2 Hardware dependencies. Each experiment requires
single core (ISA agnostic) and about 8GB of RAM. Given the
long running requirements of each experiment, we suggest
running experiments for each benchmark and each proto-
col in parallel with as many cores as available in the target
machine.

A.3.3 Software dependencies. Gem5 works best on
Ubuntu, and is largely unsupported on other OSes.

A.4 Installation
Unzip the provided zip files such that the decompressed
dist and checkpoints directories are subdirectories of the
unzipped gem5 directory. Then, compile the simulator from
the provided source in the gem5 directory.
$ wget https://zenodo.org/records/10795547/files/gem5.zip
$ unzip gem5.zip
$ wget

https://zenodo.org/records/10795547/files/checkpoints.zip↩→
$ wget https://zenodo.org/records/10795547/files/dist.zip
$ wget

https://zenodo.org/records/10795547/files/main_results.zip↩→
$ wget

https://zenodo.org/records/10795547/files/parse_results.zip↩→

$ unzip checkpoints.zip
$ unzip dist.zip
$ unzip main_results.zip
$ unzip parse_results.zip
$ mv checkpoints gem5/
$ mv dist gem5/
$ mv main_results gem5/
$ mv parse_results.py gem5/

$ sudo apt install build-essential git m4 scons zlib1g
zlib1g-dev libprotobuf-dev protobuf-compiler
libprotoc-dev libgoogle-perftools-dev python3-dev
python3

↩→
↩→
↩→
$ cd gem5
$ scons build/ARM/gem5.opt -j 4

Note, compiling gem5 with scons will print a benign warn-
ings concerning libpng and HDF5 C++ libraries.

A.5 Evaluation and expected results
To run the experiments use the provided run_benchmark.sh
script to run each secure memory protocol for each bench-
mark. The output from each simulation is stored in the
stats.txt file associated with the output, and can be cleanly
parsed by calling python3 parse_results.py to recreate
the main result of the paper (Figure 4).
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The run_benchmark.sh takes in six inputs:
1. The type of operating system to be used: modified (for

amnt++) or unmodified.
2. The benchmark suite to run: parsec or parsec_multiprog.
3. The name of the benchmark to be run on the simulator.
4. The type of run to be run: ParsecSP-HW, ParsecSP-

HWSW (for amnt++), ParsecMP-HW, or ParsecMP-
HWSW (for amnt++).

5. The number of instructions to simulator: suggested, 1
billion.

6. The protocol to simulate : leaf, strict, anubis (prior
work), bmf (prior work), amnt (use benchmark type to
specify amnt++).

The run_benchmark.sh script can be run with the −ℎ op-
tion to see the list of arguments that it excepts and an expla-
nation for each. For example, to run blackscholes:
$ bash run_benchmark.sh unmodified parsec blackscholes

ParsecSP-HW 1000000000 leaf↩→
$ bash run_benchmark.sh unmodified parsec blackscholes

ParsecSP-HW 1000000000 strict↩→
$ bash run_benchmark.sh unmodified parsec blackscholes

ParsecSP-HW 1000000000 anubis↩→
$ bash run_benchmark.sh unmodified parsec blackscholes

ParsecSP-HW 1000000000 bmf↩→
$ bash run_benchmark.sh unmodified parsec blackscholes

ParsecSP-HW 1000000000 amnt↩→
$ bash run_benchmark.sh modified parsec blackscholes

ParsecSP-HWSW 1000000000 amnt↩→

Running this for each benchmark produces all of the out-
put required to recreate the results in Figure 4 of the original
manuscript.
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