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Calibration and Characteristics of an
Electrowetting Laser Scanner

Wei Yang Lim , Mo Zohrabi, Juliet T. Gopinath , Senior Member, IEEE, and Victor M. Bright, Fellow, IEEE

Abstract—We present a calibration method to correct
for fabrication variations and optical misalignment in a
two-dimensional electrowetting scanner. These scanners are
an attractive option due to being transmissive, nonmechani-
cal, having a large scan angle (±13.7◦), and low power con-
sumption (µW). Fabrication imperfections lead to non-uniform
deposition of the dielectric or hydrophobic layer which results
in actuation inconsistency of each electrode. To demonstrate
our calibration method, we scan a 5 × 5 grid target using a
four-electrode electrowetting prism and observe a pincushion
type optical distortion in the imaging plane. Zemax optical
simulations verify that the symmetric distortion is due to the
projection of a radial scanning surface onto a flat imaging
plane, while in experiment we observe asymmetrical distortion due to optical misalignment and fabrication imperfections.
By adjusting the actuation voltages through an iterative Delaunay triangulation interpolation method, the distortion is
corrected and saw an improvement in the mean error across 25 grid points from 43 µm (0.117◦) to 10 µm (0.027◦).
Schematic of a four electrode electrowetting laser scanner used to generate a 25-point grid target.

Index Terms— Calibration, electrowetting, laser scanner, scanning characteristic.

I. INTRODUCTION

LASER scanning technologies have been widely studied
and adopted in optical imaging systems that include

light detection and ranging (LiDAR) [1]–[3], optical coher-
ence tomography (OCT) [4], microscopy [5]–[7], and optical
displays [8]. Depending on the application, mechanical scan-
ners such as micro-electro-mechanical systems (MEMS) mir-
rors [1], [2] and galvanometric mirrors [9], or non-mechanical
scanners operating using spatial light modulators [10], liquid
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lenses [11], liquid crystals [12], and acousto-optical modula-
tors [13] have been employed. Despite the various scanning
technologies, the choices are limited due to the weight and size
requirements. One example is in the brain imaging of awake
animals, using a head-mounted microscope [14]. The weight of
these systems must be less than 4 g for mice, and the size of the
entire package has to be small (less than ∼10 × 10 mm2) in
comparison to the size of the animal [5]–[11]. Electrowetting-
based scanners present an attractive alternative for simplifying
and miniaturizing optical systems [15]–[18]. They operate
based on tilting a single liquid-liquid surface reducing the opti-
cal footprint compared to single rotational axis galvanometric
mirror [19]. Additionally, the scanner operates in transmission
which reduces the optical system complexity, generates large
scanning angle of ±13.7◦ [20], has >100 Hz scanning fre-
quency for mm scale devices, while consuming µW of power
draw during operation.

Electrowetting is a phenomenon where the contact angle
of a liquid is altered by applying an external electric
field [21]–[24]. Typically, in an electrowetting device, an elec-
tric field is applied between a conductive electrode and
a conductive polar liquid, separated by a dielectric layer
to prevent unwanted electrochemistry [25]–[27]. Although
the commonly used dielectric layer (Parylene) is slightly
hydrophobic, to increase the liquid initial contact angle and
actuation range [26], [28], [29], an additional hydrophobic
coating such as Teflon or Cytop is applied on the surface.
Two immiscible liquids, a polar liquid and a non-polar liquid,
are typically chosen to provide a refractive index contrast
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and reduce the voltage requirements. Moreover, the densities
of these liquids can be selected such that the Bond number
� 1, where surface tension dominates over gravitational or
acceleration forces, resulting in a device being insensitive to
gravitational distortions. An optical electrowetting device can
be in the form of a planar substrate [30], [31] or a vertical
device geometry [16], [32], [33]. In the simplest vertical geom-
etry implementation, a single sidewall electrode symmetrically
alters the curvature of the liquid-liquid interface which results
in an electrically tunable lens [32], [34]–[36]. Multiple side
wall electrodes enable independent control of the contact angle
of the liquid meniscus with device walls. For beam steering,
a minimum of two electrodes are required to generate a tilt of
the meniscus for one-dimensional scanning [16]–[37], whereas
devices with at least four electrodes are needed for two-
dimensional scanning [18]. The addition of more electrodes
increase the control over the liquid-liquid interface enabling
optical aberration correction applications [38], [39].

Despite the advantages of electrowetting devices, they are
impacted by variations in fabrication, such as differences
in dielectric coating thickness, electrode size variations, and
hydrophobic layer non-uniformity. Dielectric thickness varia-
tions, for example, affect the actuation voltages between drive
electrodes, which induce additional curvature on the tilting
liquid-liquid interface. These effects are further exacerbated
with the fabrication of multiple electrodes. Gaps between actu-
ating electrodes in a multielectrode electrowetting prism create
regions of no actuation. Depending on the gap size relative to
the size of the device, an optical distortion is manifested across
the vicinity or throughout the entirety of the liquid interface.
Contact angle measurements while accurate in characterizing
the focal power of a single electrode electrowetting lens, are
ineffective in predicting the scanning angle of multielectrode
configurations because of the non-planar liquid-liquid inter-
face. Consequently, evaluating the scan angle by treating the
liquid-liquid interface as a planar surface [17], [37], [40], in a
cylindrical geometry yields inaccuracies.

This paper investigates the effects of variations in fab-
rication tolerances and demonstrates a calibration proto-
col. We characterized a four-electrode electrowetting prism,
by performing a two-dimensional scan of a 25-point grid
target. The effects of fabrication variation on the grid target
were modeled, by solving the Young-Laplace equation in
conjunction with optical design software (Zemax). Finally,
we demonstrated an algorithm which successfully compen-
sated position shift errors in a two-dimensional laser scanner
through a closed-loop iterative method. The calibration algo-
rithm can be implemented to accommodate for the geometrical
distortion, minor optical and fabrication variations, and to
provide repeatable scanning with a mean error of 10 µm from
the target position.

II. MATERIALS AND METHODS

The electrowetting prism used for these studies is based on
a cylindrical 4-mm inner diameter glass tube, capped with
a patterned annular ground electrode window on one end
and a transparent glass window on the other. The ground
electrode provides electrical connection to the polar liquid,

while an Indium Tin Oxide (ITO) coated on the inner walls
of a cylindrical glass tube wall functions as the opposing
electrode. A 3.7 µm Parylene HT dielectric layer and a Cytop
hydrophobic coating layer separate the two electrodes. The
thickness of the dielectric layer chosen enabled the device
to actuate consistently up to 200 V [20] with a dielectric
breakdown voltage calculated at 780 V. The construction of
the electrowetting prism begins with the fabrication of the
patterned ground window and cylindrical glass tube. The
patterned ground window was fabricated through a two-mask
layer photolithography process, using a 3” glass wafer. A layer
of 300 nm gold and an adhesion layer of 20 nm titanium was
sputtered and patterned with a lift off process. Next, a layer
of SU-8 photoresist was patterned to separate the ground and
vertical electrodes. Individual circular patterned glass windows
were then cut using a CO2 laser cutter. To fabricate the
cylindrical glass tube, a 3-D printed shadow mask to create
the wall electrode separations necessary for prism actuations,
was fitted into a borosilicate tube. The uncovered areas of the
tube were sputter-coated with ITO to create the vertical wall
electrodes. A layer of Parylene HT was deposited with chem-
ical vapor deposition at Specialty Coating Systems, followed
by dip coating a hydrophobic layer (10 % Cytop CTL-809M)
at a rate of 1 mm/s.

The two finished parts were then assembled using an
ultraviolet (UV)-curable epoxy (Norland UVS-91) and cleaned
with an isopropanol alcohol (IPA) and deionized water (DI)
rinse (Fig. 1a). The ground and vertical electrodes were electri-
cally connected to a printed circuit board (PCB) using a silver
epoxy. DI water and 1-Phenyl-1-cyclohexene (PCH) were
chosen as the electrowetting liquids due to their high refractive
index contrast, close densities, and fast response [20]. Finally,
the device was filled with two liquids before the device was
encapsulated using an optical glass window.

A. Experimental Setup

A collimated continuous wave 650 nm laser, with a
1.2 mm beam diameter (full width half maximum, FWHM)
was used. The beam was passed through an adaptive
lens to focus the spot directly onto the complemen-
tary metal-oxide semiconductor (CMOS) camera sensor
(Chameleon CM3-U3-13Y3M-CS) (Fig. 2). The four elec-
trode electrowetting device was inserted before the CMOS
camera for beam steering. The focusing lens was positioned
75 mm from the electrowetting device’s liquid-liquid menis-
cus, whereas the CMOS camera was 21 mm from the elec-
trowetting device. Throughout the experiment, the optical
elements were maintained at the same position and the variable
lens kept at the same focusing power. Voltage points were
generated using a 32-channel analog output voltage Data
Acquisition system (DAQ) (NI-PCIe 6738) and amplified to
the required root-mean-square (RMS) value using an 8-channel
amplifier (OKO Bipolar HV amplifier).

B. Electrowetting Prism Actuation

A sinusoidal voltage function at 3 kHz with zero voltage
offset was used to drive the electrowetting prism. The initial
contact angle of the liquid-liquid interface with the device
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Fig. 1. (a) Cross sectional image of an electrowetting prism. Voltage is applied on the vertical electrode and the ground electrode in electrical
contact with the deionized water (DI) water. Parylene HT and SU-8 both were used as dielectric layer, while the Cytop functioned as a hydrophobic
layer to increase initial contact angle with sidewall. At ‘flat’ voltage, Vflat, the contact angle of the liquid interface with the device wall is 90◦. By tilting
the meniscus (liquid-liquid interface) around the flat voltage, beam steering occurs with minimal aberrations. (b) Top view of a four-electrode prism.
Opposing electrodes are actuated in sync to achieve scanning in a single direction.

Fig. 2. Schematic of the experimental setup for beam steering calibration
using the four electrode electrowetting prism. A 1.2 mm beam diame-
ter (FWHM) was focused onto the CMOS camera and steered using the
electrowetting prism. Beam centroids were determined by projecting the
intensity profile into its axial components and fitting them to a Gaussian
function. The computer calculates the voltage and sends an analog
output using a DAQ and an amplifier. The four-electrode prism was used
to image a 25-point calibration grid.

sidewall at rest was reported to be 173◦ with a contact
angle-voltage curve which can be tuned to 60◦ at 170 V as
measured in a previous study [20]. When all the electrodes
are symmetrically actuated to reach a 90◦ contact angle,
the associating voltage is referred to as the flat voltage
(Vflat). Steering the prism requires two opposing electrodes to
generate a tilt through a difference in voltages. Ideally, the two
opposing electrodes will work in tandem, generating opposing
contact angles on each side (such as 80◦-100◦) around the 90◦
contact angle keeping the liquid-liquid interface flat and thus
minimizing the optical aberrations induced. To achieve beam
steering, we actuated the device around a bias voltage (Vbias)

and introduced a voltage difference (Vscan). As an example,
a line scan in the x-scan direction for a four-electrode prism,
would have the voltage of electrode 2 = Vbias+ Vscan and
electrode 4 = Vbias - Vscan with electrodes 1 and 3 at their
flat voltage. By coupling electrodes 1 and 3, and electrodes
2 and 4, we formed two-individual axis for a two-dimensional
beam scan.

III. RESULTS AND DISCUSSION

A. Four-Electrode Electrowetting Prism Grid Scan

For two-dimensional beam steering, the electrowetting
prism was actuated with ± 10 Vscan at intervals of 5 V on
the two axes around 70 Vbias, creating 25 points that form a 5
× 5 grid. Due to the size of the CMOS sensor, the voltage
was limited to ±10 Vscan or ∼ ± 2.4◦ of scanning angle.
At each voltage point, a time delay of 3 s was used to allow
the liquid meniscus to settle to an equilibrium state before the
beam spot was captured. The time delay was chosen based
on the synchronization timings between the output DAQ and
the camera, whereas the liquid response time was ∼100 ms
[20]. The beam centroids were determined by projecting the
intensity profile into its axial component and fitting them to a
gaussian function. Beam centroids were then normalized with
the average maximum distance along the primary axes, rotated,
and re-centered with respect to the position at flat voltage (see
Fig. 3).

Fig. 3 illustrates the results of two-dimensional scanning
of a 5 × 5 grid using a four-electrode prism with each grid
cell division representing 400 µm. The imaged grid shows
a distortion which increased radially from the optical center
(illustrated with the red dashed lines) with the maximum
deviation of 119 µm on the corners. Across the 25 points,
the mean error from the normalized grid was measured at
43 µm with a standard deviation of 27 µm. In repeated
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Fig. 3. Two-dimensional grid scanning using a four electrode electrowet-
ting prism actuated with ±10 Vscan on 5 V intervals. The experiment
was repeated and shown with different markers. Distortion of the grid
(illustrated with the dashed line) was seen more prominent further from
the optical center and along the diagonal [(−1,1) and (1,−1)]. Beam
position captured on the CMOS camera is rotated, re-centered, and
normalized using the maximum scan distance of the primary axis. Each
grid cell represents 400 µm in length.

experiments shown with the different markers in Fig. 3,
the similar asymmetrical distortion was observed with a
more prominent skewness along the diagonal [(-1,1) and
(1,-1)]. Because the electrowetting prism functions by
rotating the liquid interface, the distortion can be attributed
to the projection of the radial scanning surface onto a flat
sensor surface. This distortion is similar to a pincushion
type geometrical distortion and commonly reported in laser
spot scanner systems [41]–[44]. In classical pincushion,
the distortion is radially dependent with a symmetrical
elongation of the corners of a square. In the case of
electrowetting scanner shown in Fig. 3, the distortion is
asymmetrical which indicates the presence of additional
optical distortions in the system. One possibility of the
asymmetry is from the unequal actuation voltages due to
the fabrication yielding an offset in the center of rotation.
Additionally, the induced liquid interface curvature from the
gap separation between the electrodes can affect scanning
along diagonals (Fig. 1b) leading to the asymmetry. The effect
will be enhanced with optical misalignment in the system.

B. Liquid Surface Simulations Results

To evaluate the effect of the electrowetting prism in two-
dimensional beam steering, we modeled the optical setup using
Zemax optical design software. The liquid-liquid interface
of the four-electrode electrowetting prism was simulated by
solving Young-Laplace equation [45]–[48]. The equation is
derived from energy minimization, and correlates the capillary
pressure, surface tension, and principle radii of curvature of the
interface between the two liquids. The solution of this equation
represents an equilibrium state of the two-liquid interface.
The partial differential equation (PDE) toolbox in MATLAB

Fig. 4. (a) Schematic of the beam steering setup modeled in Zemax
with an electrowetting prism device. A tunable lens is placed before the
electrowetting prism (not shown). The focal length of this lens is optimized
to generate a focus spot for the scanning beam at the imaging plane,
21 mm from the liquid-liquid meniscus. Outgoing beams with different
colors represent scanning configurations for contact angles of [80◦ 90◦
100◦ 90◦], [85◦ 90◦ 95◦ 90◦], [90◦ 90◦ 90◦ 90◦], [95◦ 90◦ 85◦ 90◦], and
[100◦ 90◦ 100◦ 80◦]. Each value corresponds to one of the electrodes
on the four-electrode electrowetting prism. (b) Example of the simulated
liquid-liquid interface surface, by solving Young-Laplace’s equation, for
the contact angle configurations of [80◦ 90◦ 100◦ 90◦] and [85◦ 90◦
95◦ 90◦].

was implemented to solve the Young-Laplace equation for
the 4-mm inner diameter four-electrode electrowetting prism.
The steady-state contact angles with the device sidewall were
experimentally determined to be 173◦ with no applied voltage
for DI water and PCH liquids combination [20]. Previously,
we have validated the simulated surfaces for multielectrode
electrowetting device by comparing results to a full 3D com-
putational fluid dynamics simulation based on Laminar two-
phase flow in COMSOL Multiphysics [6], [49].

Fig. 4(a) shows the schematic of the Zemax model based on
the experimental conditions. The simulated liquid-liquid inter-
face was fitted to 15 Zernike polynomials and the correspond-
ing Zernike coefficient were imported to Zemax. A tunable
lens was placed before the electrowetting prism (not shown)
to generate a focused spot at the imaging plane. The imaging
plane was positioned 21 mm from the liquid-liquid meniscus.
The liquid-liquid interface was simulated for 25 contact angle
configurations to generate a 5 × 5 grid pattern. The 5-voltage
configuration that generated a one-dimensional scan along
the primary axis (x- or y-axis) is presented in Fig. 4 (a).
For a one-dimensional scan, two of the opposite electrodes
were kept at 90◦, while the contact angles of the other two
electrodes were varied between 80◦ to 100◦ degree with
step of 5 degrees. Our choice of contact angles generated
a ±2.4◦ scan along x and y coordinates. Two examples of
the simulated liquid-liquid interface are shown in Fig. 4(b)
for contact angles of [80◦ 90◦ 100◦ 90◦], [85◦ 90◦ 95◦ 90◦],
respectively.

Fig. 5(a) depicts the centroids of the focused spots at
the imaging plane for 25 configurations with contact angle
variations from 80◦ to 100◦ with a step of 5 degrees. In our
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Fig. 5. (a) Centroids of the focused spot at the imaging plane for the
25 simulated contact angle configurations. In this case, the electrowet-
ting prism is aligned on the optical axis. Pincushion type geometrical
distortion such as is present in the grid image. (b) The electrowetting
prism is offset from the optical axis by 0.5 mm in both x and y direction.
The resulting simulated asymmetrical induced skewness on the distortion
resembled the pattern observed in the experiment.

case, scanning along the x- or y-direction only used two
electrodes along those direction, whereas scanning along diag-
onal direction involved all four electrodes. The centroids are
normalized with respect to the maximum distance along the
primary axis (x and y). The spot diagram centroid exhibits
geometrical deformation similar to a pincushion type distortion
reported in the other laser scanner studies [41]–[44]. The red
dashed lines were drawn at the edge of the grid scan to clarify
the pincushion type effect [see Fig. 5(a)]. The optical distortion
is a result of focusing to a radial scanning surface and imaging
this onto a flat surface. In effect, the image is magnified
toward the periphery as seen here. A surface with only tilt
was also simulated in place of the liquid-liquid meniscus to
contrast the effects from the scanning projection on a planar
surface. Scanning with all four electrodes did not add any
significant distortion to the image as the initial curvature of the
scanning surface was minimal. The origin of the geometrical
distortion is thereby synonymous with other laser scanners.

To further understand the two-dimensional scanning pattern
observed in the experiment, we offset the electrowetting prism
significantly with respect to the optical axis by 0.5 mm in both
x and y directions. The centroids of the focused spots at the
imaging plane were plotted in Fig. 5(b). The distortion was
skewed toward one direction due to the asymmetry introduced
by the electrowetting prism. This confirms our experimental
observation that electrowetting prism misalignment can cause
asymmetrical distortion in the imaging plane. In addition, any
fabrication imperfections can result in dissimilarity between
the four electrodes. Such an asymmetry in the operating device
produces a skewed distortion in the imaging plane. One can
effectively compensate for these interdependences as well as
fabrication shortcomings by varying the applied voltages on
each electrode iteratively (by varying the contact angles) which
is explored in the following section.

C. Correction Algorithm

Although the distortion can be minimized through the
refinement of the fabrication processes, it is more effective
to compensate through individual calibration of the devices.
As the response time of the electrowetting system is limited
by the liquid dynamics, around 100 ms when actuated from
rest [20], algorithms which require large amount of iterations
before converging on a solution would be time inefficient.
We explored a linear interpolation method to compensate
for the distortions in the four-electrode prism through volt-
age adjustments. A closed loop system was implemented by
collecting the beam position using the CMOS camera and
actuating the device using a PCIe analog output DAQ on a
computer.

To setup the electrowetting scanner for the calibration,
a computer was used to send the actuation voltages and
read positional data of the beam using the CMOS camera.
A 5 × 5 grid target was generated to estimate the error
from the distortions and serve as the initial datapoints used
for interpolation. The correction algorithm calculates the
necessary voltage using a linear interpolation method based
on the Delaunay triangulation method. An example of the
interpolation method is illustrated in Fig. 6. The method uses
the voltages of nearest neighboring points to interpolate a
new voltage [‘•’ marker in Fig. 6(a)]. In the next iteration,
the database is updated, and the new voltage mesh becomes
finer, improving the accuracy of its prediction shown in
Fig. 6(b). Starting from a corner, the algorithm optimizes the
error for each point of the 5 × 5 grid. Two separate voltage
meshes were used for each axis of scanning. At the end of
each iteration, positional error from the target coordinates was
reevaluated to determine whether the error was within the
specified margins of 10% of the grid or 40 µm. If the error falls
outside the predefined margin, the process is iterated until the
solution converges, after which the algorithm moves to the next
neighboring point. Since the speed of the calibration process
is limited by the liquid dynamics, this method is chosen to
minimize the travel of the liquid meniscus, reducing the time
required for oscillation dampening. In the scenario where the
target position laid beyond any existing data point, especially
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Fig. 6. (a) Illustration of the calibration algorithm optimizing the error of a single point. The ‘×’ markers indicate the target position, ‘�’ markers
indicate the points generated in the initial 5×5 grid, and the ‘•’ markers indicate the iterations attempts. The algorithm optimizes the target point by
using a linear Delaunay triangulation method to interpolate voltage values from the nearest neighboring ‘�’ points. (a) The first iteration interpolates
using the voltages from the initial grid points generating a new point within the boundary. (b) In the second iteration, the interpolation uses the two of
the ‘�’ points and the ‘•’ from the first iteration instead. With a finer mesh of datapoints, the algorithm converges to a solution after a few iterations.
On average, 22 points out of the 25 points converge to within the 10% (40 µm) error during the first attempt with a total of 31 iterations to reach a
solution.

Fig. 7. The initial uniformly voltage spaced grid (o markers) versus a
scan after the correction algorithm (× markers) has been applied. Mean
position error across the 25 grid points was calculated to have reduced
from 43 µm to 10 µm.

for large distortions at the edge of the grid, a random point
was generated within the maximum boundary of a unit cell to
assist the algorithm in the next interpolation.

The algorithm used a list of datapoints consisting of the
initial 25-point grid and the iteration attempts to generate
a final uniformly spaced grid (shown in Fig. 7). On aver-
age, ∼22 points out of the 25-grid points across three tests
converged to within 40 µm or 10% of the distance of a
single grid in the first iteration. The geometric distortion
and the asymmetric skewness were successfully corrected
with the mean error across the entire grid reduced from
43 µm (0.117◦) to 10 µm (0.027◦) and a standard deviation
improvement from 27 µm to 5 µm. The standard deviation in
an uncalibrated device was larger due to the presences of opti-
cal misalignment, fabrication inaccuracies, and geometrical
distortions. Optical misalignment and fabrication variability

asymmetrically enhance the steering angle in one direction,
while reducing the opposing direction which increased the
spread of the measurement. Although efforts have been made
to optically align the device below the offset conditions
used in the simulations, the distortion remains evident in the
scan pattern indicating possible fabrication variability. The
improvement of the standard deviation reaffirms the calibration
algorithm as an effective alternative in compensating for
experimental and fabrication variability. Final accuracy and
precision of the device will be determined by effects such as
charge trapping within the dielectric layer [22], [50], [51] or
surface roughness [52] which introduce contact angle tuning
hysteresis.

An average of 31 total iterations was required across the
three repetitions before all 25 points converged to within 10%
error. It was observed that most of the exceptions were situated
on the boundary of the grid, which lacked neighboring data
points to accurately estimate the correct voltage. In scenarios
where the solution failed to converge, the cause was found
to be associated with non-uniform coating of the hydrophobic
layer. This led to a localized pinning of the liquid meniscus
which distorted all neighboring interpolation values. With a
functional device without any local pinning effects, the final
uniformly spaced grid target was achieved through a minor
voltage adjustment of 0.543 V across the three runs to com-
pensate for the distortions. The voltage required to actuate
the device over time did not experienced significant drift
over the course of the experiment. Repeated measurements
with a purified PCH solution with a constant voltage in an
uncalibrated one-dimensional scan saw less than 0.08◦ drift at
large steering angles of ±8◦ in a time span of 40 minutes.

When the calibration algorithm was repeated using a tighter
calibration error margin of 20 µm, a significant increase in the
iterations was observed with most points failing to converge.
The calculated error in each iteration oscillated above the
error threshold and in some cases diverged from the target
solution. Since the calibration error margin is approaching
the precision of the measurement, the calibration algorithm
encounters issues with the overfitting of the data.
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IV. CONCLUSIONS

We have demonstrated a calibration algorithm for an elec-
trowetting laser scanner which can produce a repeatable
two-dimensional scan which reduced mean positional errors
across 25 points from 43 µm (0.117◦) to 10 µm (0.027◦)
in a calibrated device. Two-dimensional scanning using a
four-electrode prism of a 25-point grid pattern revealed
a pincushion type optical distortion often seen in a two-
dimensional laser scanner. Liquid surface simulation coupled
with Zemax showed that the distortion was induced as an
artifact of projecting a focused radial scanning surface onto
a flat imaging surface. The asymmetry of the distortion from
the experimental data was caused by the combination of the
optical alignment and non-equal actuations of electrodes due
to fabrication variances. Finally, the geometric distortion, opti-
cal misalignment, and fabrication variance were successfully
corrected using minor voltage adjustments based on a linear
interpolation method of the neighboring voltages.
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