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Abstract. Climate models are complex mathematical models designed by meteorologists, geo-

physicists, and climate scientists to simulate and predict climate. Given temperature predictions

from the top 20 climate models worldwide, and over 100 years of historical temperature data, we
track the changing sequence of which model currently predicts best. We use an algorithm due to

Monteleoni and Jaakkola that models the sequence of observations using a hierarchical learner,

based on a set of generalized Hidden Markov Models (HMM), where the identity of the current
best climate model is the hidden variable. The transition probabilities between climate models

are learned online, simultaneous to tracking the temperature predictions. On historical data, our

online learning algorithm’s average prediction loss nearly matches that of the best performing
climate model in hindsight. Moreover its performance surpasses that of the average model predic-

tion, which was the current state-of-the-art in climate science, the median prediction, and least
squares linear regression. We also experimented on climate model predictions through the year

2098. Simulating labels with the predictions of any one climate model, we found significantly im-

proved performance using our online learning algorithm with respect to the other climate models,
and techniques.

1. Introduction

The threat of climate change is one of the greatest challenges currently facing society. With
the increased threats of global warming, and the increasing severity of storms and natural disasters,
improving our understanding of the climate system has become an international priority. This system
is characterized by complex and structured phenomena that are imperfectly observed and even more
imperfectly simulated. A fundamental tool used in understanding and predicting climate is the use of
climate models, large-scale mathematical models run as computer simulations. Geophysical experts,
including climate scientists and meteorologists, encode their knowledge of a myriad of processes into
highly complex mathematical models. One climate model will include the modeling of such processes
as sea-ice melting, cloud formation as a function of increased pollution in the atmosphere, and the
creation, depletion and transport of many atmospheric gases. These are just a few of the processes
modeled in one model; each climate model is a highly complex system.

In recent years, the magnitude of data and climate model output is beginning to dwarf the rela-
tively simplistic tools and ideas that have been developed to analyze them. In this work, we demon-
strate the advantage of a machine learning approach, over the state-of-the-art in climate science, for
combining the predictions of multiple climate models. In addition to our specific contributions, we
encourage the broader study of climate informatics, collaborations between climate scientists and
machine learning researchers in order to bridge this gap between data and understanding.

The global effort on climate modeling started in the 1970s, and the models have evolved over
time, becoming extremely complex. There are currently about 20 laboratories across the world
whose climate models inform the Intergovernmental Panel on Climate Change (IPCC), a panel
established by the United Nations in 1988, that was recognized for its work on climate change with
the 2007 Nobel Peace Prize (shared with former US Vice President Al Gore). Work done to improve
the utilization of global climate model predictions would be very significant to the next IPCC report.
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Currently there is very high variance among the predictions of these 20 models. This may stem
from a variety of reasons. Each was designed from first principles by a different team of scientists,
and thus the models differ in many discretization assumptions, as well as in some of the science
informing each process modeled. It was observed however, that while the variance is high, the
average prediction over all the models is a more consistent predictor (over multiple quantities, such
as global mean temperature, performance metrics, and time periods), than any one model [32, 33].

Our contribution is an application of a machine learning algorithm that produces predictions that
match or surpass that of the best model for the entire sequence. We use online learning algorithms
with the eventual goal of making both real-time and future predictions. Moreover, our experimental
evaluations reveal that, given the non-stationary nature of the observations, and the relatively short
history of model prediction data, a batch approach has performance disadvantages. Our algorithm
achieves lower mean prediction loss than that of several other methods, including prediction with
the average over model predictions. This is an impactful result because to date, the average of all
models’ predictions was believed to be the best single predictor of the whole sequence [32, 33].

Related work in Machine Learning and Data Mining. There are a few other applications
of machine learning and data mining to climate science. Data mining has been applied to such
problems as mining atmospheric aerosol data sets [31, 30], analyzing the impacts of climate change
[20], and calibrating a climate model [6]. Clustering techniques have been developed to model
climate data [38]. Machine learning has been applied to predicting the El Niño climate pattern [21],
and modeling climate data [39]. In another work, machine learning and data mining researchers
proposed the use of data-driven climate models [23]. There has also been work on integrating neural
networks into global climate models [19, 18].

We are not aware of applications, beyond our own, of machine learning to the problem of tracking
global climate models. Our work builds on our preliminary results which have been workshopped
with colleagues in both machine learning and climate science [26, 27, 28]. We apply the Learn-α
algorithm of Monteleoni and Jaakkola [25] to track a shifting sequence of temperature values with
respect to the predictions of “experts,” which we instantiate in this case with climate models. That
work extends the literature on algorithms to track a sequence of observations with respect to the
predictions of a set of experts, due to Herbster and Warmuth [15], and others.

2. The problem of tracking climate models

2.1. Climate models. A fundamental tool used in predicting climate is the use of large-scale
physics-based models of the global atmosphere/ocean/cryosphere system. As illustrated in Figure 1,
these General Circulation Models (GCMs) simulate the basic processes seen in observations, such
as cloud formation, rainfall, wind, ocean currents, radiative transfer through the atmosphere etc.,
and have emergent properties, such as the sensitivity of climate to increasing greenhouse gases, that
are important to making any climate forecasts [36]. It is important to note that unlike the use of
the term model in machine learning, here we denote systems of mathematical models, that are not
data-driven. These complex systems are composed of individual mathematical models of each of
the processes mentioned, among others. The models are based on scientific first principles from the
fields of Meteorology, Oceanography, and Geophysics, among others.

There are a number of challenges in using these models. First, the simulated climate in each
model has biases when compared to real world observations. Second, the internal variability seen in
these models (more colloquially, the “weather”) is not synchronized to the weather in the real world
(these models are quite different from the models used for numerical weather prediction on multi-day
time scales), and indeed can be shown to have a sensitive dependence to initial conditions (i.e. it is
chaotic). Third, each of the models has a different sensitivity to external drivers of climate (such
as human-caused increases in greenhouse gases and aerosols, large volcanic eruptions, solar activity
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Figure 1. Global climate model (schematic due to [1]).

etc.), which is wide enough to significantly affect future projections.1 Fourth, while robust responses
of the modeled climate can be derived from imposing these external drivers of climate, knowledge
of those drivers in the past can be uncertain. Thus evaluating the quality of multi-decadal climate
projections is fraught with uncertainty.

Any simulation of these models is made up of two elements, the externally forced “climate” signal
and the stochastic “internal climate variability.” The former can be estimated quite effectively by
generating multiple simulations from one individual model, where each simulation has an indepen-
dent and uncorrelated realization of the internal variability. The real world can be considered as
a single realization of its internal variability along with an (uncertain) signal caused by external
climate drivers mentioned above. Thus, detection of a climate change and its attribution to any
particular cause needs to incorporate the uncertainties in both the expected signal and the internal
variability [35].

For projections of future climate, there are three separate components to the uncertainty [14].
First is the scenario uncertainty: the fact that we do not have future knowledge of technological,
sociological or economic trends that will control greenhouse gas and other emissions in the future.
Given the inertia of the economic system, this uncertainty is small for the next couple of decades,
but grows larger through time. The second component of the uncertainty is associated with internal
variations of the climate system that are not related to any direct impact of greenhouse gases etc.
Such variability is difficult to coordinate between the models and the real world, and the degree to
which it is predictable is as yet unclear. This component is large for short time periods but becomes
less important as the externally driven signal increases.

1In climate science terminology, a climate model projection denotes a simulation for the future given a particular

scenario for how the external drivers of climate will behave. It differs from a prediction in that a) the scenario might
not be realized, and b) only the component of the climate that is caused by these external drivers can be predicted
while the internal variability cannot be. Thus projections are not statements about what will happen, but about what
might happen. However we will also use the term prediction interchangeably.
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The third component, and the one that this paper focuses on, is the uncertainty associated with
the models themselves. The relative importance of this is at its maximum between roughly 20 and
50 years into the future (long enough ahead so that the expected signal is stronger than the internal
variability, but before the uncertainty in the scenarios becomes dominant). The source of model
uncertainties might be incorrect or incomplete physics in the models, or systematic issues that arise
in the discretization of the model grids.

There are currently around 20 groups around the world that develop such models and which
contribute to the standardized archives that have been developed and made available to outside
researchers. The Coupled Model Intercomparison Project version 3 (CMIP3) archive was initially
developed to support the IPCC 4th Assessment Report (published in 2007) [37], but has subsequently
been used in over 500 publications and continues to be a rich source of climate simulation output.

2.2. Related work in Climate Science. The model projections for many aspects of climate
change are robust for some quantities (regional temperature trends for instance), but vary signifi-
cantly across different models for other equally important metrics (such as regional precipitation).
Given those uncertainties, climate researchers have looked for simple ways to judge model skill so
that projections can be restricted (or weighted towards) models with more skill [16, 17, 35]. Any
attempt at model ranking or weighting must include justification that the choices are meaningful for
the specific context. One approach is to make a “perfect model” assumption (i.e. that one model is
the “truth”) and then track whether a methodology trained on the “true” model over a calibration
interval can continue to skillfully track that simulation in the forecast period. Work on this prob-
lem and related discussions was recently the subject of an IPCC Expert Meeting on Assessing and
Combining Multi-Model Climate Projections, where we presented our preliminary results [27].

A number of studies have looked at how the multi-model ensemble can be used to enhance
information over and above the information available from just one model. For instance, the simple
average of the models’ output gives a better estimate of the real world than any single model [32, 33].
This is surprising because the models are not a random selection from a space of all possible climate
models, but rather an interdependent ensemble. Indeed, the reduction in root mean square errors
plateaus after about 10 models are included in the average and does not follow the 1/

√
n path one

would expect for truly random errors. This behaviour can be expected if the individual models are
statistically indistinguishable from the “truth,” rather than an independent estimate of the truth
plus some error [4]. Finally, more sophisticated ensemble methods are being explored, for instance
in the case of regional climate models (see e.g. [34] and references therein).

2.3. Tracking climate models. Given the current assumption that the multi-model mean is the
best estimate of climatology, it has often been implicitly assumed that the multi-model ensemble
mean is also the best projection for the future. However, while this has not been demonstrated
in either practice or theory, it has nonetheless become the default strategy adopted by IPCC and
other authors. Other approaches have been tried (using skill measures to create weights among
the models, creating emulators from the model output that map observables to projections), but
rigorous support for these approaches, or even a demonstration that they make much difference, has
so far been patchy.

In this work, we use machine learning on hindcasts from the CMIP3 archive and over 100 years of
observed global mean temperature anomalies, to demonstrate an algorithm that tracks the changing
sequence of which model currently predicts best. A hindcast is a model simulation of a past period
for which we have a good idea how the external drivers changed; it is not a replication of the
specific weather that occurred. Our algorithm attains lower mean prediction loss than predicting
with the average over model predictions. This is an impactful result because to date, the average of
all models’ predictions was believed to be the best single predictor of the whole sequence [32, 33].
We also demonstrate the utility of the algorithm when trained on future climate model projections,
using any one model’s predictions to simulate the observations.
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Figure 2. Top figure: a. The Learn-α algorithm of [25]. The α-experts are Fixed-
Share(α) algorithms from [15]. Bottom figure: b. The generalized Hidden Markov
Model corresponding to the algorithms of [15].

3. Algorithms

We apply the Learn-α algorithm of Monteleoni and Jaakkola [25] to track a shifting sequence of
temperature values with respect to the predictions of “experts,” instantiated as climate models. This
is an online learning algorithm, which is useful in this setting because the eventual goal is to make
both real-time and future predictions. A large class of online learning algorithms have been designed
for the framework in which no statistical assumptions are made about the sequence of observations,
and algorithms are evaluated based on regret: relative prediction loss with respect to the hindsight-
optimal algorithm in a comparator class (e.g. [22, 15]; there is a large literature, see [8] for a thorough
treatment). Many such algorithms, designed for predicting in non-stationary environments, descend
from variants of an algorithm due to Herbster and Warmuth [15], which is a form of multiplicative
update algorithm. Their Fixed-Share algorithm tracks a sequence of observations with respect to a
set of n experts’ predictions, by updating a probability distribution pt(i) over experts, i, based on
their current performance, and making predictions as a function of the experts’ predictions, subject
to this distribution. The authors proved performance guarantees for this algorithm with respect to
the best k-segmentation of a finite sequence of observations into k variable-length segments, and
assignment of the best expert per segment.

As illustrated in [25], this class of algorithms can be derived as Bayesian updates of an appropri-
ately defined Hidden Markov Model (HMM), where the current best expert is the hidden variable.
(Despite the Bayesian re-derivation, the regret analyses require no assumptions on the observations.)
As shown in Figure 2b, equating the prediction loss function (for the given problem) to the negative
log-likelihood of the observation given the expert, yields a (generalized) HMM, for which Bayesian
updates correspond to the weight updates in the Fixed-Share algorithm, when the transition matrix
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Algorithm Learn-α for Tracking Climate Models
Input:

Set of climate models, Mi, i ∈ {1, · · · , n} that output predictions Mi(t) at each time t.
Set of αj ∈ [0, 1], j ∈ {1, · · · ,m}: discretization of α parameter.

Initialization:
∀j, p1(j)← 1

m
∀i, j, p1,j(i)← 1

n
Upon tth data observation, yt:
For each i ∈ {1 . . . n}:

Loss[i] ← (yt −Mi(t))2

For each j ∈ {1 . . .m}:
LossPerAlpha[j] ← − log

∑n
i=1 pt,j(i) e−Loss[i]

pt+1(j)← pt(j)e−LossPerAlpha[j]

For each i ∈ {1 . . . n}:
pt+1,j(i)←

∑n
k=1 pt,j(k) e−Loss[k] P (i|k;αj)

Normalize Pt+1,j

PredictionPerAlpha[j] ←
∑n

i=1 pt+1,j(i)Mi(t+ 1)
Normalize Pt+1

Prediction ←
∑m

j=1 pt+1(j) PredictionPerAlpha[j]

Figure 3. Algorithm Learn-α, due to [25], applied to tracking climate models.

is simply (1−α) for self-transitions, and α/(n−1) for transitions to any of the other (n−1) experts.
The parameter α ∈ [0, 1] models how likely switches are to occur between best experts.

In [25, 29] it was shown theoretically and empirically that the wrong setting of α for the sequence
in question can lead to poor performance. The authors derived upper and lower regret bounds (with
respect to Fixed-Share using the hindsight-optimal α) for this class of online learning algorithms.
They provided an algorithm, Learn-α, that learns this parameter online, simultaneous to performing
the original learning task, and showed that it avoids the lower bound and yields better performance
guarantees: regret is logarithmic, as opposed to linear, in the number of predictions. Learn-α uses a
hierarchical model shown in Figure 2a, with a set of meta-experts: sub-algorithms that are instances
of Fixed-Share. Each sub-algorithm of Learn-α runs Fixed-Share(αj), where αj , j ∈ {1, · · · ,m},
forms a discretization of the α parameter. At the top of the hierarchy, the algorithm learns the
parameter α, by tracking the meta-experts. In order to learn the best fixed value of α, a similar
model is used, with self-transition probabilities of 1.

Figure 3 shows our application of the algorithm Learn-α to the problem of tracking climate
models. The experts are instantiated as the climate models; each model produces one prediction per
unit of time, and we denote the true observation at time t, by yt. The algorithm is modular with
respect to loss function; we chose squared loss since it is a simple loss, useful in regression problems.

Regret-optimal parameter discretization. We use a discretization procedure for the pareme-
ter α given in [25] which optimizes the regret bound. The input to the procedure is T , the desired
number of iterations of online learning. Since the regret-optimal discretization is a function of T ,
we use a different set of α values for past data than for model prediction data that starts in the
past and continues into the future. Recent work has further studied the issues of discretizing an
analogous parameter for similar algorithms [13].

4. Data and Experiments

4.1. Data. We ran experiments with our application of the Learn-α algorithm on historical temper-
ature data from 1900 through 2008 as well as the corresponding predictions of 20 different climate
models, per year. It is important to emphasize that climate models are not data-driven models
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Figure 4. Top figure: a. Observations and model predictions through 2008. Bot-
tom figure: b. Model predictions through 2098. The black vertical line separates
past from future.

but rather complex mathematical models based on geophysical and meteorological principles. In
particular they are not “trained” on data as is done with machine learning models. Therefore it is
valid to run them predictively on past data.

Both the climate model predictions, and the true observations, are in the form of global mean
temperature anomalies. (The model predictions are from the CMIP3 archive [2], and the temperature
anomalies are available from NASA [3].) A temperature anomaly is defined as the difference between
the observed temperature and the temperature at the same location at a fixed, benchmark time.
Anomalies are therefore measurements of change in temperature. When studying global mean
temperature, it is useful to use anomalies, because, while temperatures vary widely over geographical
location, temperature anomalies typically vary less. For example, at a particular time it might be
80◦F in New York, and 70◦F in San Diego, but the anomaly from the benchmark time might be 1◦F
in both places. Thus there is lower variance when temperatures anomalies are averaged over many
geographic locations, than when using temperatures. The data we use has been averaged over many
geographical locations, and many times in a year, yielding one value for global mean temperature
anomaly per year. (In this case the benchmark is averaged over 1951-80; one can convert between

7



benchmark eras by subtracting a constant.) Figure 4 shows the model predictions, where the thick
red line is the mean prediction over all models, in both plots. The thick blue line indicates the true
observations.

We also ran experiments using climate model projections into the 21st century, as we had model
predictions through 2098. In this case, we used any one model’s predictions as the quantity to
learn, based only on the predictions of the remaining 19 models. The motivation for the future
simulation experiments are as follows. Future climates are of interest, yet there is no observation
data in the future, with which to evaluate machine learning algorithms. Furthermore, given the
significant fan-out that occurs among model predictions starting after 2009 and increasing into the
future (see Figure 4b), it may no longer make sense to predict with the mean prediction; that is, the
average prediction diverges over time from most individual model predictions. However, we do want
to be able to harness the predictions of the climate models in forming our future predictions. Given
these reasons, and the climate science community’s interest in the “perfect model” assumption, we
evaluated algorithms on predicting the labels generated by one climate model, using the remaining
models as input.

Further data details. While some models produced predictions slightly earlier than 1900, this
was not the case with all models. The earliest year at which we had predictions from all 20 models
was 1900. Some climate models have only one simulation run available in the data, while others have
up to 7. We obtained similar results to those we report below by training on the average over runs
of each model, however climate scientists do not view that scenario as an actual simulation. Thus
we arbitrarily picked one run per model, for each of the 20 models, as input to all the algorithms.

The climate models contributing to the CMIP3 archive include those from the following labo-
ratories: Bjerknes Center for Climate Research (Norway), Canadian Centre for Climate Modelling
and Analysis, Centre National de Recherches Météorologiques (France), Commonwealth Scientific
and Industrial Research Organisation (Australia), Geophysical Fluid Dynamics Laboratory (Prince-
ton University), Goddard Institute for Spaces Studies (NASA), Hadley Centre for Climate Change
(United Kingdom Meteorology Office), Institute of Atmospheric Physics (Chinese Academy of Sci-
ences), Istituto Nazionale di Geofisica e Vulcanologia (Italy), Institute of Numerical Mathematics
Climate Model (Russian Academy of Sciences), Model for Interdisciplinary Research on Climate
(Japan), Meteorological Institute at the University of Bonn (Germany), Max Planck Institute (Ger-
many), Meteorological Research Institute (Japan), National Center for Atmospheric Research (Col-
orado), among others.

4.2. Experiments and results. In addition to Learn-α, we also experimented with the following
algorithms: simply predicting with the mean prediction over the experts, doing so with the median
prediction, and performing batch linear regression (least squares) on all the data seen so far. The
regression problem is framed by considering the vector of expert predictions at a given year as the
example, and the true observation for that year as the label. Batch linear regression has access to
the entire past history of examples and labels.

The four future simulations reported use labels from 1) giss model e r run4, 2) mri cgcm2 3
2a run5, 3) ncar ccsm3 0 run9, 4) cnrm cm3 run1. The labeling runs for the future simulations
were chosen (over all runs of all models) to represent the range in past performance with respect to
average prediction loss. 1) is the best performing model, 4) is the worst, 3) attains the median, and
2) performs between 1) and 3), at the median of that range. For each simulation, the remaining 19
climate models’ predictions are used as input.

In Table 1, we compare mean loss on real-time predictions, i.e. predictions per year, of the
algorithms. This is a standard evaluation technique for online learning algorithms. Several of the
algorithms are online, including Learn-α and the techniques of simply forming predictions as either
the mean or the median of the climate models’ predictions. (For the future simulations, the annual
mean and median predictions are computed over the 19 climate models used as input.) Least
squares linear regression operates in a batch setting, and cannot even compute a prediction unless
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Algorithm: Historical Future Sim. 1 Future Sim. 2 Future Sim. 3 Future Sim. 4
Learn-α Algorithm 0.0119 0.0085 0.0125 0.0252 0.0401

σ = 0.0002 σ = 0.0001 σ = 0.0004 σ = 0.0010 σ = 0.0024

Linear Regression* 0.0158 0.0051 0.0144 0.0264 0.0498
σ = 0.0005 σ = 0.0001 σ = 0.0004 σ = 0.0125 σ = 0.0054

Best Expert 0.0112 0.0115 0.0286 0.0301 0.0559
σ = 0.0002 σ = 0.0002 σ = 0.0014 σ = 0.0018 σ = 0.0053

Average Prediction 0.0132 0.0700 0.0306 0.0623 0.0497
σ = 0.0003 σ = 0.0110 σ = 0.0016 σ = 0.0055 σ = 0.0036

Median Prediction 0.0136 0.0689 0.0308 0.0677 0.0527
σ = 0.0003 σ = 0.0111 σ = 0.0017 σ = 0.0070 σ = 0.0038

Worst Expert 0.0726 1.0153 0.8109 0.3958 0.5004
σ = 0.0068 σ = 2.3587 σ = 1.4109 σ = 0.5612 σ = 0.5988

Table 1. Mean and variance of annual losses. The best score per experiment is
highlighted. *Linear Regression cannot form predictions for the first 20 years (19
in the future simulations), so its mean is over fewer years than all the other algo-
rithms.

the number of examples it trains on is at least the dimensionality, which in this case is the number
of experts. We also compare to the loss of the best and worst expert. Computing the identity of
“best” and “worst,” with respect to their prediction losses on the sequence, can only be done in
hindsight, and thus also requires batch access to the data. (For the future simulations, the identity
of the best and worst at predicting the labels generated by one climate model is determined from the
remaining 19 climate models). We test batch linear regression using this method as well, computing
its error in predicting just the current example, based on all past data. Note that although all
examples are used for training, they also contribute to error, before the label is viewed, so this
online learning evaluation measure is comparable (but not identical) to a form of test error (in the
batch setting). In particular, this “progressive validation” error was analyzed in [5], which provided
formal bounds relating it, as well as k-fold cross-validation error, to standard batch holdout error,
in certain settings.

Learn-α’s peformance, with respect to the average over all model predictions, is a break-through;
as that was the current state-of-the-art. As shown in Table 1, in every experiment, Learn-α suffers
lower mean annual loss than predicting using the average over all model predictions. Furthermore,
Learn-α surpasses the performance of the best expert in all but one experiment (Historical), in which
its performance nearly matches it. Similarly, Learn-α surpasses the performance of least squares
linear regression in all but one experiment (Future Simulation 1), in which its performance is still
close. Learn-α’s outperformance of batch linear regression on almost all experiments suggests that
weighting all historical data equally (as does linear regression) produces worse predictions of the
present observation, than using a weighting that focuses more on the recent past (as Learn-α does
implicitly). This helps lend validity to the use of online learning algorithms in the climate change
prediction domain.

Remark. An interesting result is that on historical data, the best climate model outperforms
the average prediction over climate models. This appears to contradict the related work in climate
science [32, 33]. Reichler and Kim [32] were concerned with performance dominance across multiple
metrics, as opposed to just prediction loss on global mean temperature anomalies, and thus there is
no contradiction. Reifen and Toumi [33] consider model prediction runs from the same archive as
we do, however their experimental set-up differs. Predictions from 17 models are evaluated through
1999, with respect to a different set of observation data. Regardless of the finding that in our setting
there is a model that performs better than the average, the “best” expert cannot be used as a
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Figure 5. Batch evaluations. Plot of mean test error on the remaining points,
when only the first T are used for training. Right plot zooms in on T ≥ 40 (x-axis).

prediction technique in practice, since knowledge of which model performs best requires observation
of the entire data set, a scenario that is impossible in a future prediction problem.

4.3. Batch comparison of the learning algorithms. Since least squares linear regression is a
batch algorithm, here we provide a batch-like comparison of the two machine learning algorithms.
Because this data is measured over time, there is importance in its ordering, and thus it is not
appropriate to use standard cross-validation with multiple folds. Instead we use the first part of the
data as the training data, and the remaining data for testing, for various values of the split location,
from 20 to 100. We chose this range for the possible splits because least squares linear regression
needs at least the number of training points as the dimensionality (20 in this case, the number of
climate models), in order to compute a classifier, and there are only 109 years of historical data.

Figure 5 shows that for most values of the split between training data and test data, Learn-α
suffers lower mean test error. The one split on which this does not hold (100), contains only 9 points
in the test set, so both measurements have high variance; indeed the difference in mean test error
at T = 100 is less than one standard deviation of Learn-α’s test error (σ = 0.0185). These results
suggest that the non-stationary nature of the data, coupled with the limited amount of historical
data, poses challenges to a näıve batch algorithm. Just as the results in Table 1 suggest that
weighting all historical data equally produces worse predictions of the present observation than a
weighting that focuses more on the recent past, in this batch-like evaluation setting, Figure 5 reveals
that a similar conclusion also holds for predictions into the future. That is, as far as annual global
mean temperature anomalies are concerned, the present (or recent past) appears to be a better
predictor of the future than the past.

4.4. Learning curves. Here we provide learning curves for Learn-α, plotted against the best and
worst experts in hindsight, and the average over expert predictions, which was the previous bench-
mark. These experiments generated the statistics summarized in Table 1. Figure 6 plots the squared
error between predicted and observed annual mean temperature, by year from 1900 to 2008. Learn-α
suffers less loss than the mean over model predictions on over 75% of the years (82/109).

The learning curves from the future simulation experiments, Figures 7-8, demonstrate that Learn-
α is very successful at predicting one model’s predictions for future predictions up to the year 2098.
This is notable, as the future projections vary widely among the climate models. In each of the
four future simulations, the (blue) curve indicating the worst model (with respect to predicting the
model in question) varies increasingly into the future, whereas our algorithm (black) tracks, and in
fact surpasses, the performance of the best model (green). Including these simulations, in 10 future
simulations that we ran, each with a different climate model providing the labels, Learn-α suffers
less loss than the mean over the remaining model predictions on, 75%-90% of the years.
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Figure 6. Squared loss between predicted and observed global mean temperature
anomalies. The bottom plot zooms in on the y-axis.

4.5. Weight evolution. We also provide plots of the evolution of the weights on climate models,
and internal sub-algorithms, as they were learned by Learn-α in the historical data experiment.

Figure 9a illustrates how the Learn-α algorithm updates weights over the sub-algorithms, in-
stances of the Fixed-Share(α) algorithm running with different values of α. The Learn-α algorithm
tracks the best fixed value of the α parameter, so as the plot shows, one alpha consistently receives
an increasing fraction of the weight. The α value that received the highest weight at the end was
the smallest, which was 0.0046 for the historical data experiments.

Figure 9b illustrates how a Fixed-Share sub-algorithm (in this case α = 0.0046) updates weights
over the climate models. The algorithm predicts with a linear combination of the climate model
predictions. As opposed to tracking the best fixed climate model, or linear combination, the linear
combination of climate models changes dynamically based on the currently observed performance of
the different climate models. The climate model which received the highest weight at the end was
giss model e r run4, which is also the best performing expert on the historical data set.

5. Discussion and Future Work

The exciting challenge begged by our encouraging results, is how to track climate models when
predicting future climates. The current state-of-the-art tracking methods still rely on receiving true
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Figure 7. Future Simulation 1: Tracking the predictions of one model using the
predictions of the remaining 19 as input, with no true temperature observations.
Black vertical line separates past from future. Bottom plot zooms in on y-axis.

observations, with which to evaluate the models’ predictions. Our goal is to design algorithms
that can track models in unsupervised, or semi-supervised settings. The analysis poses challenges
however; providing (standard) regret bounds for the fully unsupervised setting is likely impossible,
and we are not aware of any related work. We can also consider a semi-supervised learning setting
[10]. There is some literature on regret analyses of semi-supervised online learning; [9, 7] consider the
special case of active learning. Another related setting is that of imperfect monitoring, in which the
learner has access to partial feedback, but not the true observations, e.g. [24]. One approach that
we have shown to be feasible in practice (see Figures 7-8), is to view expert predictions themselves
as partial feedback, in order to design semi-supervised algorithms. We can also turn to the batch
setting, when one-time predictions are needed, given past data. However our preliminary experiments
with batch linear regression do not surpass the performance of our online technique. Noting that
predictions are sometimes only requested for certain benchmark years, (e.g. 2020, 2050, 2100), it
may be worth considering a transductive model, and experimenting with methods for transductive
regression [11, 12].
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Figure 8. Top: Future Sim 2, Middle: Future Sim. 3, Bottom: Future Sim. 4.
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Figure 9. Weight evolution. Top figure: a. Algorithm’s weights on α-experts.
Bottom figure: b. Best α-expert’s weights on experts (climate models).

In summary, our results advance the state-of-the-art in the climate science community, with re-
spect to combining climate model predictions. Our methods are applicable to any quantity predicted
by a set of climate models, and we plan to use them for predicting at smaller regional scales, and
shorter times scales, as well as predicting other important climate benchmarks, such as carbon diox-
ide. In addition to our specific contributions, we hope to inspire future applications of machine
learning to improve climate predictions and to help answer pressing questions in climate science.
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