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MULTI-OBJECTIVE REINFORCEMENT
LEARNING FOR LOW-THRUST TRANSFER DESIGN

BETWEEN LIBRATION POINT ORBITS

Christopher J. Sullivan*, Natasha Bosanac†,
Alinda K. Mashiku‡, and Rodney L. Anderson§

Multi-Reward Proximal Policy Optimization (MRPPO) is a multi-objective rein-
forcement learning algorithm used to construct low-thrust transfers between pe-
riodic orbits in multi-body systems. Previous implementations of MRPPO have
relied on a predefined reference transfer to successfully train each policy. In this
paper, an algorithmic modification labeled the ‘moving reference’, is introduced
to autonomously construct these reference trajectories during training. With this
modification, MRPPO is used to recover various low-thrust transfers between two
periodic orbits in the Earth-Moon circular restricted three-body problem to solve
a multi-objective optimization problem. These results are then compared with
the solutions recovered via a gradient descent optimization scheme to validate the
performance of MRPPO with the moving reference modification.

INTRODUCTION

Infusing autonomy into the trajectory design process may reduce the workload of human analysts
and operators during mission concept development, and potentially enable a wide variety of mission
concepts for spacecraft operating within multi-body systems. In multi-body systems, many exist-
ing approaches to trajectory design rely heavily on input from an expert trajectory designer: from
a dynamical systems based method for initial guess construction to classical optimization meth-
ods.1–6 However, designing a transfer in a multi-body system may be a time consuming process
with the geometry of any initial guesses or governing parameters that are selected by an analyst
often impacting the local basin of convergence and success of these numerical methods.1, 2 These
limitations are particularly significant in multi-objective optimization problems with competing ob-
jectives and constraints, and in scenarios with little insight into the complex and diverse solution
space. Motivated by these challenges, members of the astrodynamics community have recently be-
gun to explore the use of reinforcement learning (RL) in constructing a framework for autonomous
trajectory design in multi-body systems.

Reinforcement learning has previously been employed to autonomously construct a variety of
transfers in multi-body systems.7–14 One commonly used state-of-the-art RL algorithm, Proximal
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Policy Optimization (PPO), trains a policy to recover locally optimal behavior in unknown dynam-
ical environments for a single objective function.15 Multi-Reward Proximal Policy Optimization
(MRPPO), developed by Sullivan and Bosanac, uses PPO as a foundation within a multi-objective
framework to simultaneously train multiple policies, each maximizing unique objective functions
using information gained from the experiences of all agents.9 Due to this architecture, MRPPO
retains the beneficial convergence properties of PPO in chaotic environments, while also reducing
the computational time required to recover distinct components of the solution space in a multi-
objective optimization problem.9, 12–14, 16 However, standard implementations of PPO and MRPPO
have been observed in our previous work to struggle to converge on complex transfers between
two periodic orbits without a predefined initial guess or reference trajectory; such limitations are
consistent with the challenges of using RL for complex path planning in a broader array of disci-
plines.9, 10, 17–20 This observation motivates the algorithmic modification presented in this paper.

An algorithmic modification, labeled the ‘moving reference’, is constructed to enable the au-
tonomous generation of reference trajectories during training of MRPPO. As observed in our previ-
ous work, reference trajectories often serve as valuable guides for training policies to recover trans-
fers between two periodic orbits; without a reference trajectory, training in both PPO and MRPPO
may fail to produce successful policies.9, 10 As constructed, the moving reference modification re-
quires no initial guess to be defined prior to training and enables the best trajectories generated
throughout training for each policy to serve as the moving reference until a better trajectory is gen-
erated. Using MRPPO with the moving reference modification enables the design of transfers in
high-dimensional, multi-objective solution spaces.

This paper focuses on exploring the moving reference modification within MRRPO to design
low-thrust transfers for SmallSats in the Earth-Moon system; both extending and addressing some
limitations of earlier implementations of MRPPO. This algorithmic modification is demonstrated
in the context of transfers between distinct libration point orbits, specifically transiting from an L1

northern halo orbit to an L2 southern halo orbit, in the Earth-Moon circular restricted three-body
problem (CR3BP). Once the periodic orbits, spacecraft parameters, and reward function are defined,
MRPPO with the moving reference modification autonomously recovers solutions without any ad-
ditional information required from a trajectory designer nor machine learning expert. Applying
MRPPO with the moving reference modification to a multi-objective optimization problem and bal-
ancing competing objectives, such as flight time and propellant mass usage, results in the recovery
of a subset of the multi-objective solution space. Additionally, the validity of the results generated
by MRPPO with the moving reference modification is examined in this paper via a comparison to
the nearby local optima recovered using gradient descent optimization. Then, the solution spaces
developed by both methodologies are analyzed to validate the results produced by MRPPO with the
moving reference modification.

DYNAMICAL MODEL

Often in preliminary trajectory design, approximate dynamical models are used to reduce the
complexity of the design space while still retaining the fundamental dynamical properties of the
system. For instance, the CR3BP may be used to approximate the motion of a spacecraft under
the gravitational influences of two larger primary bodies such as the Earth and Moon. The equa-
tions of motion for the CR3BP may be modified to include additional accelerations imparted by a
spacecraft’s propulsion system. In this paper, the low-thrust CR3BP equations of motion are used
to model the motion of a low-thrust-enabled spacecraft in cislunar space.
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Circular Restricted Three-Body Problem

The CR3BP is used to model the natural motion of a spacecraft in the Earth-Moon system sub-
ject to the gravitational influences of the two primary bodies. This autonomous dynamical model
approximates the motion of the primaries, with masses M1 and M2 respectively, modeled as point
masses following circular orbits about their mutual barycenter. In this model, a rotating frame,
(x̂, ŷ, ẑ), is defined using the primaries: the x̂ axis is directed from the Earth to the Moon, the ẑ
axis is defined with the orbital angular momentum vectors of the primaries, and the ŷ axis is defined
to form a right-handed triad.21 Parameters are typically nondimensionalized via the characteristic
quantities l∗,m∗, and t∗.21 Table 1 displays the characteristic quantities for the Earth-Moon CR3BP
used in this paper. Nondimensionalizing the position, velocity, time, and mass quantities typically
reduces the potential for poor conditioning in numerical integration, facilitates a smoother training
process for neural networks, and enables comparisons between distinct multi-body systems. Then,
the nondimensionalized state of the spacecraft is defined as x̄ = [d̄T , v̄T ]T where d̄ = [x, y, z]T and
v̄ = [ẋ, ẏ, ż]T are the position and velocity vectors in the rotating frame with respect to the barycen-
ter of the system. Additionally, the mass ratio of the system, a quantity that significantly influences
the solution space in the CR3BP, is defined as µ = M2/(M1 +M2).21 Using these definitions, the
equations of motion that govern the motion of a spacecraft in the CR3BP are written as

ẍ− 2ẏ =
∂U∗

∂x
ÿ + 2ẋ =

∂U∗

∂y
z̈ =

∂U∗

∂z
(1)

where the pseudo-potential function is U∗ = (1/2)(x2 +y2)+(1−µ)/d1 +µ/d2 and the distances
from the spacecraft to Earth and the Moon are, respectively, d1 =

√
(x+ µ)2 + y2 + z2 and d2 =√

(x− 1 + µ)2 + y2 + z2.21 In this dynamical model, a constant of integration, denoted the Jacobi
constant exists and is equal to CJ = 2U∗ − ẋ2 − ẏ2 − ż2.21 The Jacobi constant is valuable for
describing the relative energy between natural solutions to the CR3BP and also the states along a
maneuver-assisted transfer.

Table 1: Earth-Moon CR3BP characteristic quantities.22

Parameter Value
Characteristic length, l∗ 384,400 km
Characteristic time, t∗ 375,132 s
Characteristic mass, m∗ 6.0477× 1024 kg
Mass ratio, µ 1.2151× 10−2

Fundamental solutions to the CR3BP include equilibrium points, periodic orbits, and hyperbolic
invariant manifolds. Five equilibrium points, denoted L1-L5, exist in the CR3BP with each possess-
ing nearby periodic orbit families of varying energy levels and inclinations.22 In the Earth-Moon
system, L1 and L2 are of particular interest due to their proximity to the Moon and the periodic
orbit families that emanate from the points.23 Two families of periodic orbits, the L1 northern halo
orbit family and L2 southern halo orbit family, each have members that offer extensive coverage
of the lunar surface and supply constant line-of-sight with the Earth.23 In this paper, a variety of
low-thrust transfers are constructed from an L1 northern halo orbit to an L2 southern halo orbit with
Jacobi constants of 3.15 and 3.11, respectively, within the multi-objective solution space associated
with propellant mass usage and flight time.
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Incorporating Low-Thrust Acceleration into the CR3BP

Spacecraft equipped with low-thrust propulsion systems may induce additional accelerations in-
fluencing their motion within the multi-body system. To account for the low-thrust acceleration, the
CR3BP equations of motion are modified and a fourth differential equation is added to model the
propellant mass usage. In this paper, the spacecraft is assumed to be equipped with a single variable
thrust, constant specific impulse engine whereby the thrust direction is expressed in the Earth-Moon
rotating frame. The nondimensional acceleration imparted by the low-thrust engine is written in the
Earth-Moon rotating frame as

ā =
Tt∗2

1000ms/cm0l∗

(
ũxx̂+ ũyŷ + ũz ẑ

)
= axx̂+ ayŷ + az ẑ (2)

where T is the thrust magnitude, m0 is the initial wet mass of the spacecraft in dimensional units,
ms/c is the mass of the spacecraft nondimensionalized by the initial wet mass, and ¯̃u = [ũx, ũy, ũz]

T

is the thrust direction vector. The mass flow rate equation is incorporated into the equations of
motion to reflect the propellant mass usage of the spacecraft. With the low-thrust engine activated,
the equations of motion for the low-thrust-enabled CR3BP are written as

ẍ− 2ẏ =
∂U∗

∂x
+ ax ÿ + 2ẋ =

∂U∗

∂y
+ ay z̈ =

∂U∗

∂z
+ az ṁs/c =

−T |¯̃u|t∗

Ispg0m0
(3)

where Isp is the specific impulse, |¯̃u| is the magnitude of the thrust vector, and g0 = 9.81 m/s2 is the
gravitational acceleration at the surface of the Earth.22 These four differential equations are used to
model the dynamics of a low-thrust-enabled spacecraft in the Earth-Moon CR3BP.

DEEP REINFORCEMENT LEARNING

Recently, RL algorithms have been successfully applied in a variety of applications to solve
complex, high-dimensional optimizations problems, including within the astrodynamics commu-
nity.7–14, 24–30 A majority of these RL applications train neural networks, which act as universal
function approximators, to learn optimal behavior via mapping actions, denoted as ūt, to states, rep-
resented by s̄t, that maximize a set of objectives within an unknown environment.31 Additionally,
neural networks are able to learn the complex, high-dimensional state-action relationships within
an environment much more robustly and efficiently than traditional RL techniques.32 The neural
networks are parameterized by a number of hidden layers and hidden nodes, each with weights, bi-
ases, and activation functions. In this investigation, the Rectified Linear Unit (ReLU) is selected as
the activation function while the weights and biases of each connection within the neural networks
are encapsulated within the parameter vector, θ̄, which is updated throughout training. Often, the
neural networks are initialized without any knowledge of the environment or objectives; as a result,
they may recover optimal behavior without biasing from a human designer. However, neural net-
works with two or more hidden layers are typically limited to recovering a local minima rather than
the global minima for a set of objectives.33, 34 These objectives are encapsulated within the reward
function which mathematically determines the instantaneous reward of any state-action pair within
the environment.35 Then, the goal of RL algorithms is to train the neural networks to maximize the
expected total reward within the environment for a single trajectory.36 To do so, state-of-the-art RL
algorithms are constructed using neural networks that control one or more agents within the envi-
ronment.37 The agents explore the environment and collect state-action-reward experiences that are
used to update the neural networks.38, 39 Using this formulation, RL algorithms may be applied to
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a variety of applications including optimization problems where traditional optimization techniques
cannot be applied to uncover optimal behavior or where significant human input is required.31, 40

State-of-the-art RL algorithms often incorporate an actor-critic structure to train two neural net-
works to uncover locally optimal behavior within the environment. In an actor-critic structure,
learning is separated into two distinct components: (a) the actor maps optimal actions to every state
in the environment, denoted as the policy function π(s̄t, ūt), and (b) the critic estimates the value
function, denoted as V π(s̄t), for every state in the environment.41 The value function determines
the expected discounted cumulative reward for every state in the environment and is computed as

V π(s̄t) = E
[ ∞∑
t=0

γtrt(s̄t, ūt, s̄t+1)

]
(4)

where γ denotes the discount factor which reduces the influence of future rewards and rt(s̄t, ūt, s̄t+1)
represents the reward function for the state and action at time t and the state at time t+ 1.42 Using
two distinct structures to learn the optimal behavior simplifies the learning process and leads to
more robust convergence properties compared to singular structure methods such as policy iteration
or value iteration methods.41 Additionally, while many function approximators exist, neural net-
works have demonstrated advantageous performance across many applications; thus, they are used
in this paper to construct the actor and the critic. While actor-critic structures with neural networks
are often used as the basis for learning the optimal policy and value functions, there are a variety of
algorithms available for training the networks.

PPO is one RL algorithm that has demonstrated strong performance and favorable convergence
properties in chaotic environments.16, 43 PPO trains a single policy to maximize the total reward re-
turned for an environment and reward function while limiting the size of updates from destabilizing
the networks by enforcing a soft constraint within an objective function.15 This objective function is
composed of three elements: (1) a clipped objective that limits the influence of highly rewarding or
penalizing state-action pairs from over correcting the networks, (2) a value error term that computes
the error in the estimation of the value function, and (3) an entropy term that encourages exploration
in the environment.15 The clipped objective is defined as

LCLIPt (θ̄j) = Êt[min(Rt(θ̄j)Ât, clip(Rt(θ̄j), 1− ε, 1 + ε)Ât)] (5)

where

Rt(θ̄j) =
πθ̄,j(ūt|s̄t)
πθ̄,j−1(ūt|s̄t)

(6)

is the standard definition of the probability ratio between the old and new policies such that ratios
near unity correspond to small changes in the policy, ε denotes the clipping parameter controlling
how far the new policy may deviate, and Âπt is the estimated advantage function.15 The advantage
function uses Generalized Advantage Estimation (GAE) to evaluate how beneficial a state-action
pair is based on the expected and returned rewards and is calculated as

Âπt (s̄t, ūt) =

∞∑
`=0

(γλ)`∂t+` (7)

where
∂t = rt(s̄t, ūt, s̄t+1) + γV π(s̄t+1)− V π(s̄t) (8)
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is the estimated advantage of action ūt and λ is defined as the GAE factor which influences the
bias-variance trade-off within the estimated advantages.36 The clipped objective is combined with
the value error and entropy components to create the objective function used in PPO and written as

LCLIP+V F+S
t (θ̄j) = Êt[LCLIPt (θ̄j)− c1L

V F
t (θ̄j) + c2S[πθ̄,j ](s̄t)] (9)

where LV Ft (θ̄j) = (V est
θ̄

(s̄t) − V act
t )2 is the squared value error term, S[πθ̄,j ](s̄t) denotes the en-

tropy term, and c1 and c2 are scalar coefficients for the value error and entropy terms, respectively.15

To train the networks to optimize this objective function, the AdamW optimizer is selected, which
offers improved convergence performance compared to the traditionally used Adam optimizer by
incorporating a weight decay term in the update to the neural networks.44 Then, using PPO as a
foundation, MRPPO constructs a multi-objective framework that trains multiple policies simultane-
ously while still retaining PPO’s beneficial convergence properties in chaotic environments.9

Multi-Reward Proximal Policy Optimization

MRPPO is a multi-objective framework that leverages PPO to train multiple policies, each with a
distinct reward function, simultaneously by sharing state-action propagation data generated by one
policy with every other policy. Sharing state-action pairs across policies enables the same amount
of environmental data to be used to train multiple policies. This structure significantly reduces
the computational time and effort required to generate a variety of solutions in a multi-objective
solution space. Specifically, MRPPO trains N policies denoted [π1 . . . πN ], each controlling Ki

independent agents in the environment, to maximize unique objective prioritizations defined via
the corresponding reward functions [r1,t . . . rN,t]. In each case, the policies aim to maximize the
total reward generated for their assigned reward functions by learning the state transitions, system
dynamics, and locally optimal behavior. Once the state-action propagation data is generated for
the policies, each policy feeds the data through its unique reward function to produce state-action-
reward experiences that are used to update the policy. Figure 1 depicts the architecture of MRPPO
along with the flow of information through the system whereby N policies in blue each control
Ki agents in red, state-action pairs are propagated within the dynamical model to generate the
next state, the propagation information is stored in the shared memory in pink, and finally at the
update phase to the networks, the entire set of state-action pairs from all policies are input to each
reward function to generate the unique state-action-reward experiences. However, due to the limited
machine precision available and the statistical nature of certain actions, the objective function used
by PPO must be adjusted for MRPPO to enable a smooth training process.

State-action-reward experiences are used to update the networks encoding the policies by evalu-
ating the objective function. However, since policies become more exploitative throughout training
as the policies learn more information about the environment and objectives, certain actions un-
dertaken by other policies may become highly statistically unlikely. This effect is compounded
by limited floating point precision leading to the probability ratio defined in Eq. (6) approaching
infinity. To negate this effect, the policy ratio for policy πθ̄,i,j is redefined as

Ri,t(θ̄i,j) = πθ̄,i,j(ūt|s̄t)− πθ̄,i,j−1(ūt|s̄t) (10)

whereby ratios near zero now correspond to small changes between the old and new policies.45, 46

Then, the clipping objective from Eq. (5) must be redefined to enforce ratios near zero via

LCLIPi,t (θ̄i,j) = Êt[min(Ri,t(θ̄i,j)Âi,t, clip(Ri,t(θ̄i,j),−ε, ε)Âi,t)] (11)
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Figure 1: Conceptual representation of MRPPO illustrating N policies with assigned reward func-
tions ri,t(s̄t, ūt) commanding Ki agents in a common dynamical model.

MRPPO is implemented in PyTorch, an open-source machine learning library.47 Additionally,
MRPPO retains PPO’s favorable convergence properties and robustness to hyperparameter selec-
tion.9, 16, 43 Table 2 displays the hyperparameters and construction parameters used in this paper.
Specifically, a grid search exploration by Sullivan and Bosanac in combination with tuning in a
distinct trajectory design scenario is used to select these hyperparameters.9, 16, 43 Additionally, both
MRPPO and PPO are both robust to hyperparameter selection compared to other state-of-the-art
RL algorithms.9, 16, 43 Using this set of hyperparameters, probability ratio, and clipping objective
for MRPPO enables multiple policies to be trained simultaneously without the threat of destabiliza-
tion due to limited machine precision.

Table 2: MRPPO hyperparameter and construction parameter values.

Quantity Value
Update Phases 500
Environmental Steps, τ 4096
Epochs, E 5
Mini Batches, M 4
Discount Factor, γ 0.95
GAE Factor, λ 0.9
Value Function Coefficient, c1 0.5
Entropy Coefficient, c2 1× 10−3

Quantity Value
Clipping Parameter, ε 2× 10−2

Initial Learning Rate, lr 1× 10−3

Actor Hidden Layers 2
Actor Nodes per Hidden Layer 64
Critic Hidden Layers 1
Critic Nodes per Hidden Layer 1024
Activation Function ReLU
Agents per Policy 4

Moving Reference Modification

An algorithmic modification, labeled the ‘moving reference’, is constructed to enable the au-
tonomous generation of reference trajectories during training of MRPPO. As observed in previous
work, reference trajectories often serve as valuable guides for training policies to recover trans-
fers between two periodic orbits; without a reference trajectory, training in both PPO and MRPPO
may fail to produce successful policies.9, 10 The moving reference modification is defined by the
following steps during the training of each policy:

1. Generate a trajectory for policy Pi
2. Evaluate as reference trajectory for policy Pi

• If first trajectory: set as the current reference trajectory for policy Pi
• Else: compare to existing reference trajectory for policy Pi and replace if better
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Figure 2: Updating the reference trajectory throughout training in a transfer design scenario.

Determining whether a new trajectory supplies a better reference may depend on the properties
of interest, e.g., via criteria defined in the phase space, evaluation of the reward function, etc. In
this paper, reference trajectories are initially selected based on their closest approach to the final
periodic orbit over several time steps and, at later updates, based on a combination of the flight time
and propellant mass usage. Specifically, once the average distance for the 10 closest states falls
below 10,000 km, reference trajectories are then selected based on maximizing L =

∑tF
t=1−4 −

cm∆mt where cm is the propellant mass usage coefficient assigned to each policy. Of course,
using a single reference trajectory for each policy influences the geometry of solutions from other
departure locations along the periodic orbit; addressing this limitation is the focus of ongoing work.
Figure 2 illustrates the moving reference concept during training to recover transfers between two
periodic orbits. Each policy produces a unique reference trajectory corresponding to the distinct
objective prioritization assigned to the policy through the reward function. As constructed, the
moving reference modification requires no initial guess to be defined prior to training and enables
the best trajectories generated throughout training for each policy to serve as the reference until a
better trajectory is generated.

RECOVERING LOW-THRUST TRANSFERS USING MRPPO

MRPPO with the moving reference modification is used to recover low-thrust transfers in the
Earth-Moon CR3BP without the need for a predefined reference trajectory or initial guess. In this
paper, four policies are initialized without any a priori knowledge of the environment nor objectives
and are trained to guide a low-thrust-enabled SmallSat from an initial periodic orbit to a final peri-
odic orbit. Then, these four policies are evaluated to uncover a subset of the propellant mass usage
and flight time trade space.

Trajectory Design Scenario

A sample trajectory design scenario is defined for a low-thrust transfer between two periodic or-
bits in the Earth-Moon CR3BP. In this scenario, the initial periodic orbit is a low-energy L1 northern
halo orbit whereas the final orbit is a higher-energy L2 southern halo orbit; a scenario previously ex-
plored in our past work due to the significant interest surrounding these transfer types.10, 23 Table 3
presents initial conditions and characteristics of the periodic orbits. Due to the difference in energy
between the orbits, maneuvers are required to complete a transfer in the CR3BP. Furthermore, the
low-thrust transfers are expected to resemble the invariant manifold structures that emanate from
both orbits and admit a gradual increase in energy along the transfer.10, 48
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Table 3: Nondimensional characteristics of the selected initial and final periodic orbits.

Orbit x y z ẋ ẏ ż Period CJ

L1 Northern Halo 0.8687 0 -0.0451 0 -0.1881 0 2.7614 3.15
L2 Southern Halo 1.1676 0 -0.1029 0 -0.1973 0 3.3216 3.11

Spacecraft Properties and Initial Conditions

The agents in the environment are modeled as ESPA-class SmallSats with an initial wet mass
of 180 kg equipped with a single variable thrust, constant specific impulse engine with full control
over thrust direction in the Earth-Moon CR3BP.49 The maximum available thrust of the engine is
Tmax = 0.15 N while the specific impulse is assumed as Isp = 3000 s, both within the capabili-
ties of current or near-future low-thrust engines.49, 50 During training, the initial conditions for the
spacecraft are randomly drawn from along the initial periodic orbit and perturbed in both position
and velocity components. The induced perturbations are drawn from a Gaussian distribution with
zero mean and a standard deviation of 10−3 nondimensional units for both the position and veloc-
ity. However, when evaluating the trained neural networks, a common set of 1,000 perturbed initial
conditions is used to facilitate more equivalent comparisons between the policies. This perturbed
initial condition formulation reflects off-nominal conditions and enables the networks to experi-
ence a wider array of environmental information surrounding the initial periodic orbit. Once the
spacecraft are initialized and initial conditions are drawn, the networks generate actions and gather
state-action-reward experiences used to update the policies.

State and Action Definitions

Once an initial condition is selected for an agent, the spacecraft information is used to form a
state vector that is input to the neural networks to generate an action. The state vector for the neural
networks is defined in this paper as a 15× 1 vector written as

s̄t = [d̄Tt , v̄
T
t ,ms/c,∆d̄

T
t ,∆v̄

T
t , κ, t]

T (12)

In this state formulation, d̄t and v̄t denote the absolute state of the spacecraft in the Earth-Moon
CR3BP; ms/c is the nondimensionalized spacecraft mass; ∆d̄t and ∆v̄t represent the relative states
of the spacecraft measured with respect to the initial orbit, final orbit, or reference trajectory; κ
signifies whether the relative states are measured with respect to the initial orbit, final orbit, or
reference trajectory, and t is the current time step. Specifically, the relative states are measured
with respect to the closest dynamical structure or reference trajectory in position space unless the
spacecraft is within 10,000 km of the final orbit. Then, the final orbit is used to prevent chattering
in the relative states between a reference trajectory and final orbit. Then, κ corresponds to how the
relative states are measured and is set as -1, 0, or 1 for the initial orbit, reference trajectory, or final
orbit, respectively. This state formulation provides the networks information about the spacecraft
and enables the trained networks to draw locally optimal actions for the spacecraft.

Once the current state is input to the neural networks, the actor neural network generates an action
that aims to maximize the long-term reward in the environment. The action vector is a 4× 1 vector
written as ūt = [ux, uy, uz, uT ] where the first three components determine the thrust direction and
the fourth component determines the thrust magnitude. The first three components are normalized
to produce the thrust direction vector, ¯̃u, used in Eq. (2). Then, to produce an actionable thrust
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magnitude, T , for Eq. (2), the thrust magnitude component, uT , is scaled using

T = Tmax

(
tanh(uT ) + 1

2

)
(13)

using the hyperbolic tangent function first to constrain the thrust component to be between -1 and 1
and then normalized to ensure that the thrust magnitude is between 0 and Tmax. Once a state-action
pair is generated, the spacecraft is propagated forward in time using the low-thrust-enabled CR3BP
equations of motion for a time step of ∆t = 6× 10−2 nondimensional time units, or approximately
6 hours. State-action pairs are continually generated along a single trajectory until a termination
condition is activated and the spacecraft is reset.

Reward Function Formulation

Using MRPPO with the moving reference modification, each policy possesses a distinct reward
function that significantly influences the resulting behavior of the policy. In this paper, the reward
functions are structured to incentivize the policies to guide the spacecraft from the initial orbit to
the final orbit by approximately following the generated reference trajectories while also reducing
propellant mass usage. The reward functions are structured based on whether the spacecraft is
closest to the initial orbit, final orbit, or reference trajectory. However, if the spacecraft is within
10,000 km of the final orbit, then the specification defaults to select the final orbit configuration.
The general reward function formulation for this trajectory design scenario is written as

rt(s̄t, ūt) =


−8− 10|∆d̄t+∆t| − |∆v̄t+∆t| − cm(ms/c,t −ms/c,t+∆t) + Ω Initial Orbit
−4− 10|∆d̄t+∆t| − |∆v̄t+∆t| − cm(ms/c,t −ms/c,t+∆t) + Ω Reference
−100|∆d̄t+∆t| − 10|∆v̄t+∆t| − cm(ms/c,t −ms/c,t+∆t) + Ω Final Orbit

(14)

where cm denotes the mass coefficient which scales the penalty on propellant mass usage and Ω is
the bonus or penalty associated with the termination conditions. The coefficients on the state dis-
continuity terms are selected to encourage the policies to stay close to the initial orbit and reference
trajectory. However, when the policies approach the final orbit, the coefficients are increased to
incentivize convergence to the final orbit. This formulation enables the policies to learn to follow
the dynamical structures within the system while also encouraging the targeting the final orbit.

Scaling the penalty on propellant mass usage enables the recovery of a variety of solutions within
the flight time and propellant mass usage trade space. The four policies trained on this trajectory
design scenario are assigned mass coefficients of cm = [0, 83.33, 166.66, 250] whereby a higher
mass coefficient corresponds to a higher penalty on propellant mass usage. However, unlike in a
conventional optimization problem, the reward function cannot be set to maximize the final mass or
to have too high of a mass coefficient because the policies would then be incentivized to not perform
any actions and stay along the initial orbit.

Once a termination condition has activated corresponding to the end of a trajectory, a bonus or
penalty is applied depending on whether the trajectory converged upon the final orbit. In this sce-
nario, four termination conditions are defined: (1) the spacecraft is within 5× 10−3 in position and
velocity of the closest state in position space of the final halo orbit and Ω = 1000, (2) the maximum
number of time steps, 150, is reached and Ω = 0, (3) the spacecraft strays over 12,500 km from
the initial orbit, final orbit, and reference trajectory and Ω = −1000, and (4) the spacecraft enters
within 5 Moon radii and Ω = −1000. These penalties discourage the spacecraft from departing the
system or impacting the Moon while the bonus rewards convergence to the final orbit.
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NONLINEAR CONSTRAINED OPTIMIZATION

Once locally optimal solutions are recovered using MRPPO, the solutions are compared to those
generated by a classical optimization technique. This comparison is used to assess the results of
MRPPO and compare the solution spaces uncovered by the two methodologies. Since most opti-
mization techniques require an initial guess, the solutions developed by MRPPO serve as the initial
guess prior to optimization. In this paper, a multiple shooting algorithm in combination with fmin-
con in MATLAB© is used to explore whether the solutions generated by MRPPO lie close to locally
optimal solutions.51 The characteristics of the initial guess, including the low-thrust propagation
time, maximum available thrust, and thrust vector formulation, are consistent between the MRPPO
and fmincon implementations, but the limitations of fmincon prevent a completely equivalent im-
plementation.51 Namely, fmincon requires the objective function and constraints to be continuous
and possess continuous first order derivatives. Then, the objective function for fmincon must be
reformulated to solely maximize the final mass while state and action continuity is enforced via
constraints. While the recovered solution spaces are expected to be slightly different, the compari-
son facilitates insight into the validity of the solution space recovered by MRPPO with the moving
reference modification.

Free Variables

A multiple shooting algorithm is used to constrain the solutions that are optimized using fmin-
con. The free variable vector describes two distinct components of the trajectory: (1) a low-thrust
segment based on a reference trajectory produced by MRPPO and (2) a coast segment along the
final periodic orbit. These segments are discretized into multiple arcs that are described by nodes
located at their initial states. The initial node is defined at the perturbed initial condition of the
reference trajectory. However, only the action components for this node, ū1, are included as free
variables in the free variable vector. Then, all proceeding low-thrust nodes are written as N̄LT,i≥2 =[
x, y, z, ẋ, ẏ, ż,ms/c, ux, uy, uz, T

]T . For the final orbit coast segment, the position, velocity, and
propagation time are all included as free variables and written as N̄C = [x, y, z, ẋ, ẏ, ż,∆t]T . Un-
like the coast nodes, the free variables for the low-thrust nodes do not include the propagation time
to facilitate a more direct comparison to the MRPPO formulation and ensure a consistent flight time.
Finally, the entire free variable vector is written as X̄ =

[
ū1, N̄LT,2, . . . , N̄LT,n, N̄C,1, . . . N̄C,q

]T .
where n denotes the number of low-thrust arcs and q is the number of coast arcs along the final peri-
odic orbit. This free variable vector formulation is equivalent to the MRPPO with moving reference
modification implementation.

Equality Constraints

Unlike the MRPPO implementation where soft constraints are typically incorporated via penalties
in the reward function, hard constraints are explicitly defined and satisfied by the optimal solutions.
The constraint vector for this trajectory design scenario is formulated to ensure full state conti-
nuity between all nodes, mass continuity between low-thrust nodes, and unity magnitude for the
thrust direction for each low-thrust node. Full state continuity is enforced via c̄i = x̄i,t+∆t − x̄i+1,t

where i includes all nodes except for the final node. The full state continuity constraint for the
final node to ensure insertion into the final orbit is written as c̄F = x̄p+n,t+∆t − x̄IC,F where
x̄IC,F is set equal to the initial condition vector for the final orbit specified in Table 3. Similarly,
the mass continuity constraints for the low-thrust nodes are defined as ∆mi = mi,t+∆t − mi+1,t

while the thrust direction vector constraints for the low-thrust nodes are written as Ui = u2
i,x +

11



Figure 3: Free variable vector and constraints consisting of low-thrust and coast segments.

u2
i,y + u2

i,z − 1. Then, the entire constraint vector is written using these components as F̄ (X̄) =

[c̄1, . . . c̄F ,∆m1, . . . ,∆mn, U1, . . . , Un]T . Figure 3 depicts a free variable vector constructed us-
ing the results from MRPPO where spherical markers denote the initial state of a node, red arcs
correspond to low-thrust nodes, blue arcs represent coast nodes, and constraints are noted between
each node connection. These constraints are used to ensure that the solution recovered by fmincon
is continuous in the state, mass, and thrust directions to within a specified tolerance.

Initial Guess

Each initial guess for the free variable vector used in fmincon is formulated using a reference
trajectory developed by MRPPO. The low-thrust nodes are straightforwardly converted from each
moving reference trajectory into low-thrust nodes for the corresponding initial guess. For the final
orbit coast nodes, the final low-thrust node is naturally propagated forwards in time until the trajec-
tory intersects the x-axis. This natural trajectory is then discretized into a specified number of coast
nodes to form the final segment of the initial guess supplied to the optimization scheme in fmincon.

Objective Function

Once the initial guesses have been constructed, they are input to fmincon to generate locally
optimal trajectories. However, fmincon requires that both the constraints and objective function be
continuous and possess continuous first-order derivatives.51 While the constraint vector formulation
satisfies these requirements, the reward function defined for this trajectory design scenario is discon-
tinuous and violates the requirements of fmincon. Thus, a distinct but comparable objective function
is specified for use in fmincon to maximize the final mass of the spacecraft as J = −mn,t+∆t for
a fixed flight time. Then, the recovered solutions necessarily are part of a distinct multi-objective
solution space compared to the solutions recovered by MRPPO.

Optimization Method

Finally, fmincon possesses multiple optimization techniques that may be used to recover lo-
cally optimal solutions.51In this paper, Sequential Quadratic Programming (SQP) is used due to
the demonstrated effectiveness of this method in a variety of trajectory design scenarios.1, 52, 53 SQP
methods formulate the optimization problem as a quadratic programming problem whereby solu-
tions are iteratively updated until an optimal solution is found.54 Additionally, SQP algorithms may
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handle nonlinear constraints and do not require the initial guess to be feasible prior to generating an
optimal solution.54

RESULTS

MRPPO with the moving reference modification is used to train four policies that recover low-
thrust transfers between halo orbits in the Earth-Moon system. The four policies are assigned dis-
tinct reward functions to encourage the policies to uncover a distinct solutions within the multi-
objective solution space. Once four policies are trained, the reference trajectories associated with
each policy are used to construct initial guesses that are subsequently input to the optimization prob-
lem solved via fmincon. The resulting solution spaces from both methodologies are used to validate
the results produced by MRPPO with the moving reference modification.

Transfers Recovered via MRPPO

Four policies are trained using MRPPO with the moving reference modification to construct trans-
fers for low-thrust-enabled SmallSats between halo orbits in the Earth-Moon system. Specifically,
policy P1 has no penalty on propellant mass usage while policy P4 is assigned the highest penalty on
propellant mass usage to encourage a variety of solutions within the multi-objective solution space.
Once trained, both the policies and resulting reference trajectories for each policy are evaluated to
uncover a subset of solutions within the propellant mass usage and flight time trade space. Fig-
ures 4a and 4b depict the reference trajectories developed by Policies 1 and 4 respectively, where
the initial orbit is denoted by a black dashed arc, the final orbit by a solid black arc, and the reference
trajectories are represented by dotted black arcs. While the trajectories may possess similar geome-
tries, Figs. 5a and 5b demonstrate that the Jacobi constant and thrust magnitude profiles of each
reference trajectory differ reflecting increases in the propellant mass usage penalty. Specifically,
policy P1 produces a higher thrust magnitude throughout the beginning of the transfer correspond-
ing to an increase in the energy of the spacecraft. Conversely, policy P4 produces negligible thrust
and coasting until the spacecraft approaches the vicinity of the final periodic orbit. Policies P2 and
P3 exhibit intermediary behavior with smaller levels of thrust than P1 but larger than P4. Addi-
tionally, since the policies are only trained to enter within a 5 × 10−3 hypersphere in position and
velocity around the final orbit, a small difference in the Jacobi constant is evident. These reference
trajectories are selected from the best trajectories generated during the training phase of the policies
and serve as guides for the policies to construct transfers between the orbits.

The trained policies are evaluated on a common set of 1,000 perturbed initial conditions to fa-
cilitate direct comparisons between the policies. Figures 6a and 6b depict the 1,000 evaluation
trajectories constructed by policies P1 and P4 respectively, and shaded in a variety of hues to aid in
differentiation between the transfers. Both policies produce transfers that resemble the generated
reference trajectories prior to converging on the final orbit. Additionally, the propellant mass usage
and flight time is calculated for each evaluation trajectory. Figure 7a portrays the propellant mass
usage and flight time values for each evaluation trajectory as circles and reference trajectory as di-
amonds constructed by each policy. The resulting trade space demonstrates a clear trend across the
policies whereby propellant mass usage decreases at the expense of an increase in flight time as the
propellant mass usage penalty increases. Similarly, Fig. 7b focuses on the propellant mass usage
and flight time for each reference trajectory mirroring the trend in the evaluation trajectories. The
reference trajectories for each policy accordingly correspond to the best trajectories generated and
serve as a valuable basis for the initial guesses used in the optimization scheme.
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(a) Policy 1 (b) Policy 4

Figure 4: Reference trajectories developed using MRPPO with the moving reference modification.

(a) Jacobi Constant (b) Thrust Magnitude

Figure 5: Characteristics of the reference trajectories generated by each policy during training.

Transfers Recovered via Classical Optimization

The results autonomously generated by MRPPO with the moving reference modification are used
to construct initial guesses for optimization in fmincon . Recall, the objective function for this
optimization scheme is not equivalent to but only similar to the reward function used in MRPPO
to train the policies. Then, fmincon with SQP is used to recover a distinct solution space. Figure 8
displays the propellant mass usage and flight time trade spaces recovered by SQP using the initial
guesses constructed by MRPPO with the moving reference modification. In the figure, MR denotes
the solutions recovered by MRPPO with the moving reference modification while SQP represents
solutions recovered using fmincon with SQP. SQP recovers transfers with lower propellant mass
usage than the transfers recovered by MRPPO. However, except for policy P1 which has no incentive
to decrease propellant mass usage, the difference in propellant mass usage is minimal and decreases
as the flight time increases. The differences in propellant mass usage may be attributed to the
differences in implementations: (1) the methodologies are recovering distinct but related solution
spaces and (2) MRPPO is only required to enter the vicinity of the periodic orbit while fmincon must
target it to within a nondimensional tolerance of 1E-10. Both approaches develop related solution
spaces and demonstrate that as the flight time increases, the required propellant masses for both
local minima approach similar values.
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(a) Policy P1 (b) Policy P4

Figure 6: Evaluation trajectories generated by policies trained using MRPPO with the moving
reference modification.

(a) Evaluation and reference trajectories (b) Reference trajectories

Figure 7: Propellant mass usage and flight time for the evaluation trajectories and reference
trajectories generated by policies trained using MRPPO with the moving reference modification.

Examining the solutions produced by both algorithms enables the validation of the results pro-
duced by MRPPO with the moving reference modification. Figure 9 depicts two transfers associated
with policy P1: (a) the initial guess constructed using the policies trained by MRPPO and (b) the
optimized transfer using SQP. In these figures, the red arcs correspond to low-thrust nodes while
the blue arcs denote coast nodes. The geometry of the two transfers closely resemble one another
with small differences in the solutions produced by fmincon due to the differences in the implemen-
tations. Additionally, Fig. 10 illustrates the two transfers associated with policy P4 which is trained
with a higher penalty on propellant mass usage. Both optimized transfers possess geometries that
closely resemble the initial guesses developed by MRPPO with the moving reference modification.
This demonstrates the benefit of using MRPPO with the moving reference modification to construct
initial guesses whose geometries are approximately retained when input to an optimization scheme
with a related objective function. Further, Figs. 11 and 12 depict the thrust magnitude and direction
profiles associated with the MRPPO and fmincon transfers for policies P1 and P4, respectively. In
these figures, the thrust magnitude profile associated with P1 is altered by fmincon to resemble a
bang-bang like profile with additional changes to the thrust direction. These changes may be due
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Figure 8: Solution spaces via optimization recovered from initial guesses developed by MRPPO
with the moving reference modification.

(a) Initial Guess (b) Sequential Quadratic Programming Transfer

Figure 9: Low-thrust transfers associated with policy P1 from an L1 northern halo orbit to an L2

southern halo orbit in the Earth-Moon system.

to the differences in the objective functions between the two methodologies. However, the thrust
profile for policy P4 is negligibly altered by fmincon. The results produced by the optimization
scheme suggests that the results generated by MRPPO with the moving reference modification lie
close to the local optima in the multi-objective solution space. While SQP may recover transfers
with a lower propellant mass usage for transfers with lower flight times, the difference in propellant
mass usage decreases as the flight time increases. These results validate the results produced by
MRPPO by demonstrating that the recovered solution space closely resembles a related solution
space uncovered using a traditional optimization scheme.

CONCLUSION

In this paper, the moving reference modification is incorporated into the MRPPO framework to
enable policies to construct low-thrust transfers in a multi-body system without an initial guess from
a human trajectory designer. Policies are trained to guide a low-thrust-enabled SmallSat from an L1

northern halo orbit to an L2 southern halo orbit in the Earth-Moon system without an initial guess
and subject to distinct objective prioritizations. By developing low-thrust transfers in a chaotic
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(a) Initial Guess (b) Sequential Quadratic Programming Transfer

Figure 10: Low-thrust transfers associated with policy P4 from an L1 northern halo orbit to an L2

southern halo orbit in the Earth-Moon system.

(a) Policy P1 (b) Policy P4

Figure 11: Thrust magnitude profiles for low-thrust transfers from an L1 northern halo orbit to an
L2 southern halo orbit in the Earth-Moon system.

multi-body environment without a predefined reference trajectory, the time and effort required of a
human trajectory designer is greatly reduced. Additionally, the policies trained by MRPPO uncover
locally optimal solutions within the multi-objective solution space, specifically focusing on the flight
time and propellant mass usage trade space.

The reference trajectories generated by MRPPO with the moving reference modification are
leveraged as initial guesses in an optimization algorithm to validate the solution space produced
by MRPPO. The trajectories are optimized using MATLAB’s fmincon to solely maximize the final
spacecraft mass, a distinct multi-objective solution space from that recovered by MRPPO with the
moving reference modification. The recovered solution spaces from both approaches demonstrate
comparable properties including similar propellant mass usages for a defined flight time. The results
generated by fmincon with SQP confirm and validate the solution space produced by MRPPO with
the moving reference modification while also evidencing the benefits of using MRPPO to construct
low-thrust transfers in multi-body systems.
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(a) Policy P1 (b) Policy P4

Figure 12: Thrust direction profiles in the Earth-Moon rotating frame for low-thrust transfers from
an L1 northern halo orbit to an L2 southern halo orbit.
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