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USING MOTION PRIMITIVES TO DESIGN
LIBRATION POINT ORBIT TRANSFERS

IN THE EARTH-MOON SYSTEM

Thomas R. Smith* and Natasha Bosanac†

Motion primitives offer a summary of the diverse and complex solution space
within a multi-body system. In this paper, sets of motion primitives, as well as
their corresponding regions of existence, are leveraged to facilitate rapid identi-
fication of suitable trajectory segments for initial guess construction. To develop
a continuous solution from an initial set of primitives, a constrained optimization
approach that leverages a direct collocation scheme is formulated to compute libra-
tion point orbit transfers in the Earth-Moon circular restricted three-body problem.
This primitive-based initial guess construction strategy limits the analytical burden
on a human designer and supports rapid trajectory design.

1 INTRODUCTION

Constructing an initial guess for a trajectory in a multi-body system is critical in enabling and
assessing the feasibility of a specific itinerary. The initial guess often serves as the starting point
for developing a solution that satisfies a variety of mission constraints and/or a desired optimality
criterion. However, both robotic and human spacecraft are more frequently operating in the chaotic
regimes of multi-body systems where conic solutions cannot be pieced together with either impul-
sive or low-thrust maneuvers to develop an initial guess.1, 2 Leveraging the dynamics of a multi-body
system enables the design of more complex trajectories, but suffers from the absence of general an-
alytical expressions to describe the solution space. Motivated by this need, data mining techniques
are used in this paper to construct motion primitives that are leveraged as the fundamental building
blocks for initial guess construction.

Data mining involves extracting knowledge from a large set of data.3 In the context of a multi-
body environment, the dataset is composed of trajectories in the nonlinear dynamical system. In a
simplified model of a multi-body system, fundamental solutions such as libration points, families of
periodic orbits, families of quasi-periodic orbits, and hyperbolic invariant manifolds govern motion
throughout the system. Recently, Smith and Bosanac have used clustering algorithms to construct
sets of motion primitives that summarize families of periodic orbits and hyperbolic invariant mani-
folds in the Earth-Moon circular restricted three-body problem (CR3BP).4, 5 A motion primitive is
defined as the most representative solution in a cluster of trajectories. Periodic orbits are summa-
rized based on geometry, stability, and energy while hyperbolic invariant manifolds are summarized
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based on geometry. The resulting motion primitives are valuable for initial guess construction to
reduce the burden on a human designer and enable rapid trajectory design.

The focus of this paper is to develop a strategy to employ motion primitives in initial guess
construction to further advance rapid trajectory design strategies.1, 6, 7 Visualizing a large set of
trajectories may be overwhelming and difficult for a human to process in a high-dimensional space.8

Therefore, a summarizing set of motion primitives supplies a more manageable representation of the
available solutions from a family of trajectories. However, it is also vital to retain information about
the corresponding cluster associated with each motion primitive, i.e. its region of existence, for use
in constructing an initial guess. Selecting a motion primitive for use in the initial guess construction
process identifies the general type of desired trajectory in a specific region of the system, but a
slightly different trajectory may be desired within its region of existence.

Effectively storing the region of existence associated with a motion primitive enables the use of
motion primitives for rapid trajectory design. Previously, the concepts of curve boxplots and tra-
jectory funnels have been developed to summarize trajectories in the vicinity of a reference path
in a dynamical system; curve boxplots have been leveraged to summarize and analyze paths in
neuroimaging, hurricane forecasting, and fluid dynamics applications while trajectory funnels have
been leveraged for robust robotic motion planning through a complex environment.8, 9 Fundamen-
tally, both of these concepts leverage a discrete approximation of the reachable sets throughout an
environment around a reference path for analysis and/or motion planning. Inspired by these ap-
proaches and similar to the clustering approach used to construct a set of distinct motion primitives
from a large set of trajectories, k-means clustering is employed to develop an efficient and effec-
tive discrete approximation of the region of existence associated with a motion primitive as a set
of representative trajectories and parameter bounds. The description strategy is explored for both
periodic orbits as well as general nonperiodic trajectories along a hyperbolic invariant manifold to
capture irregular cluster boundaries. With this description strategy, the simplified summarization of
the solution space in a multi-body system is leveraged for initial guess construction.

To construct an initial guess for a trajectory, a qualitative itinerary is first established including the
desired type of initial orbit, the general transfer geometry, and the type of final orbit. A qualitative
itinerary supplies the foundation for focusing the initial exploration of the solution space on specific
regions of the dynamical system. Based on the desired itinerary, various motion primitives that
resemble the desired qualitative properties of the trajectory are selected to construct a rough initial
guess. Design parameters of interest often include geometry, stability, and energy. The visualization
of each motion primitive and its region of existence reduces the burden on the human analyst when
selecting initial trajectory segments and facilitates a rapid exploration of the desired regions of the
diverse solution space.

Based on the selection of initial primitives, an end-to-end initial guess may contain significant
discontinuities but a similar type of continuous and/or smooth trajectory may be desired. To refine
the initial guess and produce a continuous solution, this paper explores a constrained optimization
approach that leverages a direct collocation scheme due to its robustness with respect to the quality
of the initial guess.10 Previously, Bosanac formulated a constrained optimization problem using dis-
crete variational mechanics to generate periodic orbit solutions that closely resemble the geometry
and desired behavior of the initial guess.11 Furthermore, collocation schemes have been employed
to robustly and effectively correct end-to-end trajectories in multi-body systems for a variety of ap-
plications.12–14 This paper outlines a collocation targeting approach using Legendre-Gauss-Lobatto
nodes, explores the development of an objective function to effectively quantify the resemblance
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between two trajectories, and investigates using constrained optimization to produce a continuous
initial guess that resembles an initial set of selected trajectory segments. To demonstrate the pro-
posed initial guess construction strategy, multiple planar transfers are constructed between an L1

and L2 Lyapunov orbit as well as a spatial transfer between an L1 and L2 northern halo orbit in the
Earth-Moon CR3BP. The primitive-based transfer design approach presented in this paper leverages
motion primitives to facilitate rapid trajectory design and reduces the analytical burden on a human
designer when exploring the solution space for initial guess construction to construct a trajectory
with a desired geometry.

2 BACKGROUND: DYNAMICAL MODEL

The CR3BP is commonly used to approximate the motion of a spacecraft under the gravitational
influence of two celestial bodies.15, 16 In this paper, the Earth-Moon CR3BP is used to simulate,
design, and analyze the motion of a spacecraft in the vicinity of the Earth and Moon. In this model,
the Earth and Moon are modeled as constant point masses following circular orbits about their
mutual barycenter.15 The mass of the Earth is denoted as M1, the mass of the Moon is denoted as
M2, and the spacecraft is assumed to possess a negligible mass compared to both primary bodies.
Then, a rotating reference frame, R : {x̂, ŷ, ẑ}, is defined; the origin ofR is at the barycenter of the
system, x̂ is directed from the Earth to the Moon, ẑ is aligned with the orbital angular momentum
of the system, and ŷ completes the right-handed orthogonal triad.15 In addition, the length, mass,
and time quantities of the system are nondimensionalized using the characteristic parameters l∗,m∗,
and t∗, respectively.16 The characteristic parameter l∗ is set equal to the assumed constant distance
between the Earth and the Moon, m∗ is calculated as the total mass of the system, and t∗ is defined
such that the mean motion of the primary system is equal to unity. The nondimensional state of
the spacecraft is then defined in the rotating frame as x̄ = [x, y, z, ẋ, ẏ, ż]T relative to the origin of
R. Given the preceding assumptions and definitions, the nondimensional equations of motion for a
spacecraft in the CR3BP are written in the rotating frame as

f̄(x̄) = [ẋ, ẏ, ż, ẍ, ÿ, z̈]T (1)

where

ẍ = 2ẏ + x− (1− µ)(x+ µ)

r31
− µ(x− 1 + µ)

r32

ÿ = −2ẋ+ y − (1− µ)y

r31
− µy

r32

z̈ = −(1− µ)z

r31
− µz

r32

(2)

and µ = M2/(M1 + M2) is the mass ratio of the system, while r1 =
√

(x+ µ)2 + y2 + z2 and
r2 =

√
(x− 1 + µ)2 + y2 + z2 are the distances between the spacecraft and the Earth and Moon,

respectively. This autonomous dynamical system also admits an integral of motion known as the
Jacobi constant that is conserved along natural trajectories and is defined as

CJ = (x2 + y2) +
2(1− µ)

r1
+

2µ

r2
− ẋ2 − ẏ2 − ż2 (3)

to produce an energy-like quantity that supplies insight into the allowable regions of motion.16
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3 BACKGROUND: COMPUTING AND VISUALIZING FUNDAMENTAL SOLUTIONS

Motion in the CR3BP is governed by a variety of fundamental solutions from which more com-
plex trajectories may be constructed. Fundamental solutions in the CR3BP include libration points,
periodic orbits, quasi-periodic orbits, and hyperbolic invariant manifolds which are computed nu-
merically.11, 16 This section supplies a general overview of the numerical techniques used to com-
pute and analyze periodic orbits and hyperbolic invariant manifolds prior to transfer design.

3.1 Periodic Orbits

A periodic orbit in the CR3BP is a trajectory that repeats in the phase space in the rotating frame
after a minimal time that is labeled the orbital period.15 To compute a periodic orbit in the CR3BP,
an initial guess is first constructed. An initial guess may be constructed using a variety of ana-
lytical and numerical methods.11, 15–17 Given an initial guess, a continuous and periodic solution
is computed in this paper using a multiple shooting corrections scheme and multivariate Newton’s
method.11, 16 The initial guess is discretized into a series of arcs, each defined by an initial state and
a common propagation time across all arcs. The initial state of each arc and the propagation time
shared by the arcs are considered free variables. Using Newton’s method, the free variables are iter-
atively updated until a continuous and periodic solution is computed within a numerical tolerance,
where the continuity and periodic constraints are used to form a constraint vector. Then, pseudo-
arclength continuation is used to compute additional members along the continuous family.11, 18

Periodic orbits may serve as departure, staging, or target orbits in the trajectory design process.
The local stability of a periodic orbit indicates the behavior of motion in the vicinity of the orbit and
is often described using stability indices labeled s1 and s2.19 These stability indices are calculated
as the sum of nontrivial pairs of eigenvalues of the monodromy matrix for the associated periodic
orbit. For planar periodic orbits, s1 corresponds to the local in-plane stability and s2 corresponds
to the local out-of-plane stability. However, s1 and s2 do not have this clear distinction for spatial
periodic orbits. A stability index with a magnitude greater than 2 indicates the existence of stable
and unstable invariant manifolds, while a stability index with a magnitude less than or equal to 2
indicates the existence of bounded oscillatory motion in the vicinity of the periodic orbit.

3.2 Hyperbolic Invariant Manifolds

The hyperbolic invariant manifolds of periodic orbits are often used to construct transfers between
periodic orbits.16, 20, 21 Trajectories that lie along the unstable manifold asymptotically depart the
periodic orbit while trajectories along the stable manifold asymptotically approach the periodic
orbit.16 To compute a stable or unstable manifold, an unstable periodic orbit is first discretized into
a set of fixed points.11, 16 Then, a small perturbation is applied to each state in the direction of either
the stable or unstable eigenspace associated with the fixed point. Finally, each perturbed state that
approximately lies in the desired local manifold is propagated backwards or forwards in time to
generate a portion of the global stable or unstable manifold, respectively. These trajectories that
approximately lie along hyperbolic invariant manifold structures serve as powerful mechanisms for
constructing transfers between periodic orbits in a multi-body system.

3.3 Poincaré Mapping

Poincaré mapping is a technique from dynamical systems theory that is often used in the trajectory
design process.22, 23 To compute a Poincaré map, a desired hyperplane, Σ, is first defined by the
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trajectory designer. Then, the desired set of trajectories, such as the initial states along a hyperbolic
invariant manifold, are numerically propagated for a desired time, number of returns to the map, or
until a set of termination criteria are satisfied. Each crossing of the hyperplane along each trajectory
is recorded and the resulting Poincaré map is a lower-dimensional representation of these crossings.
Poincaré mapping has been leveraged extensively to analyze general motion in the CR3BP as well
as to find potential connections between manifolds with relatively small discontinuities for initial
guess construction during the transfer design process.

4 BACKGROUND: NUMERICALLY CORRECTING TRAJECTORIES

A differential corrections algorithm enables recovery of a continuous trajectory from a discontin-
uous initial guess. In this paper, a direct collocation scheme is used in conjunction with constrained
optimization for corrections. The direct collocation scheme closely follows previous formulations
of a generalized collocation approach with mesh refinement used by Grebow and Pavlak as well as
Pritchett to solve trajectory design optimization problems in multi-body systems.13, 14

4.1 Collocation

Collocation is a numerical method used to implicitly integrate the differential equations of a dy-
namical system.10, 24, 25 Using collocation, a solution to a dynamical system is recovered by approx-
imating the solution as sets of piecewise polynomials that satisfy the system dynamics at collocation
points. Given an initial guess for a trajectory composed of multiple segments, the first step of collo-
cation is to define a discrete mesh of nodes along the trajectory. The ith segment is discretized into
mi arcs and, consequently, a total of mi + 1 nodes at their boundaries, equally spaced in time. The
nodes generated in this discretization process are referred to as boundary nodes where each node
is described by its state and integration time. For a trajectory composed of N segments, this dis-
cretization produces a total of m arcs, where the time associated with the boundary node at the end
of segment i is set equal to the time associated with the boundary node at the beginning of segment
i+ 1. After defining the initial mesh of boundary nodes along each segment of the trajectory, collo-
cation nodes are placed along each arc using a desired implicit integration method and node spacing
strategy. The implicit integration method is selected first because it determines the number of nodes
placed along each arc. Higher-order nth degree polynomials are often used for implicit integration
in nonlinear dynamical systems due to the complexity of the dynamics.10, 25, 26 Lower-order poly-
nomials may be used; however, to achieve a similar level of accuracy, a fine mesh with many small
arcs is needed when using lower-order polynomials compared to a coarser mesh with less arcs when
using higher-order polynomials. Based on previous applications of collocation for trajectory design
in multi-body systems, 7th order polynomials are used in this paper.12–14 Therefore, 7 collocation
nodes are placed along each arc within each segment of a trajectory and the placement of the nodes
is determined by the selected node spacing strategy.

To facilitate a clear discussion of the node spacing strategy, it is important to establish a set of
definitions and notation for the properties of each arc along a trajectory as well as the parameteriza-
tion of the polynomials. The state and time associated with a given node is defined as x̄i

j,k and tij,k,
respectively, where i refers to the segment index in the overall itinerary, j refers to the arc index in
the ith segment, and k refers to the node index along the jth arc. Following this notation, the time
along a given arc is calculated as ∆tij = tij,n − tij,1. Furthermore, each state variable along each arc
of a trajectory is approximated with a distinct 7th order polynomial parameterized by a normalized
time quantity, τ , spanning from -1 to 1. The conversion from time to normalized time along each
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arc is defined as

τ = 2

(
t− tij,1

∆tij

)
− 1 (4)

where t is the time along the given arc between tij,1 and tij,n. Therefore, a state at τk is approximated
by the polynomials for the jth arc and labeled as p̄i

j(τk). Then, the normalized time derivative of
the state x̄i

j,k is defined as

˙̄xi
j,k =

∆tij
2

f̄(x̄i
j,k) (5)

whereas the normalized approximation of the state derivative via the polynomials is ˙̄pi
j(τk).

In collocation, a node spacing strategy is used to determine the location of the collocation nodes
along each arc. A common node spacing strategy in trajectory design is Legendre-Gauss-Lobatto
(LGL) node spacing.10, 13, 27 In this method, collocation nodes are placed at the boundary nodes of
each arc as well as at times τ equal to the roots of the derivative of the n − 1th order Legendre
polynomial, ranging from -1 to 1. Additionally, a LGL weighting term, w, is computed for each
node. Leveraging LGL node spacing is particularly advantageous because it simplifies the design
problem by placing collocation nodes at the boundary nodes of each arc.

A free variable and constraint vector formulation is used to transform the trajectory design prob-
lem into a parameter design problem.10, 24 First, the free variable vector is defined using parameters
of the discretized initial guess. Along each arc, the odd-numbered collocation nodes are classified as
free nodes and the even-numbered collocation nodes are classified as defect nodes. The free nodes
are used to construct the approximating polynomials along each arc, while the defect nodes are de-
fined by the constructed polynomials and are used to evaluate how well the system dynamics are
approximated by the polynomials. Figure 1 depicts a conceptual example with each arc containing
a set of 7 nodes (4 free nodes and 3 defect nodes) as determined by the 7th order implicit integration
method and the nodes are spaced along each arc using LGL node spacing. Free nodes along each
arc are denoted in blue, defect nodes are denoted in red, and boundary nodes are outlined in black.
When using LGL node spacing, the boundary nodes of each arc are also considered collocation
nodes and are further classified as free nodes. As depicted in Figure 1, consecutive arcs within a
segment share a common free boundary node. However, the final free boundary node along segment
i is distinct from the initial free boundary node along segment i + 1. Following this structure, the
state at each free node along each arc of the trajectory is included in the free variable vector. The
change in time along each arc is also included in the free variable vector so that the total time of
flight may vary. The resulting free variable vector for the ith segment is defined as

V̄i =




x̄i
1,1

x̄i
1,3
...

x̄i
1,n−2


T 

x̄i
2,1

x̄i
2,3
...

x̄i
2,n−2


T

. . .


x̄i
mi−1,1

x̄i
mi−1,3

...
x̄i
mi−1,n−2


T 

x̄i
mi,1

x̄i
mi,3
...

x̄i
mi,n


T 

∆ti1
∆ti2

...
∆timi


T
 (6)

where n = 7. The resulting free variable vector for the entire trajectory is defined as

V̄ =
[
V̄1 V̄2 . . . V̄N

]T (7)

to produce an ((3n− 2)m+ 6N)-dimensional vector for N segments.
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Figure 1. Conceptual example of collocation nodes placed along multiple arcs of
segment i and i+ 1 using 7th order LGL node spacing.

To compute an end-to-end continuous trajectory, a set of continuity and defect constraints are
defined as functions of the free variables. Continuity is automatically enforced between arcs within
a segment due to the use of LGL nodes because each pair of consecutive arcs shares a common free
boundary node.13 However, continuity is not automatically enforced between consecutive segments,
as depicted conceptually in Figure 1 between nodes x̄i

mi,7
and x̄i+1

1,1 . Therefore, the continuity con-
straint is defined between each pair of consecutive segments as F̄ci = x̄i+1

1,1 −x̄i
mi,7

and the resulting

continuity constraint vector for the entire trajectory is defined as F̄c =
[
F̄ T
c1 F̄ T

c2 . . . F̄ T
cN−1

]
to

enforce full state continuity between each consecutive segment. Impulsive maneuvers may be in-
corporated at the beginning of a segment by enforcing only position continuity between consecutive
segments. In addition to continuity constraints, defect constraints are needed along each arc of the
full trajectory to enforce the system dynamics at each defect node. The state of each defect node is
computed directly from the constructed polynomials along the corresponding arc. Then, each defect
constraint evaluates the difference between the approximated dynamics computed using the normal-
ized time derivatives of the polynomials and the actual dynamics computed at each defect node using
the equations of motion. These constraints ensure that the dynamics are well-approximated by the
sets of polynomials constructed along each arc. The defect constraint vector for the jth arc in the
ith segment is defined as

F̄ i
dj

=


∆̄i

j,2

∆̄i
j,4
...

∆̄i
j,n−1

 =


( ˙̄pi

j(τ2)− ˙̄xi
j,2)w2

( ˙̄pi
j(τ4)− ˙̄xi

j,4)w4

...
( ˙̄pi

j(τn−1)− ˙̄xi
j,n−1)wn−1

 (8)

where n = 7 and each wk term is the LGL weight associated with the kth collocation node. Then,
the defect constraint vector for the ith segment is defined as F̄di =

[
F̄ i
d1

T F̄ i
d2

T . . . F̄ i
dmi

T
]

while
the constraint vector for the entire trajectory is defined as

F̄ (V̄ ) =
[
F̄c F̄d1 F̄d2 . . . F̄dN

]T (9)

to produce an ((3n− 3)m+ 6(N − 1))-dimensional vector.
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4.2 Optimization to Enforce Geometry

Direct collocation is often used to transcribe a trajectory optimization problem into a parame-
ter optimization problem that may be solved using nonlinear programming.10, 24 The free variable
and constraint vector formulation outlined in Section 4.1 describes the direct collocation, or tran-
scription, method used in this paper. The goal of an optimization algorithm is then to compute a
solution that minimizes, or maximizes, a specified objective function such that all the constraints
are satisfied to within a numerical tolerance. In this paper, which focuses on the initial guess con-
struction process, the goal is to find a solution that resembles the geometry of the discontinuous
initial guess. Therefore, the initial guess serves as a reference geometry and the goal is to minimize
the dissimilarities between the final continuous solution and the discontinuous initial guess. Using
optimization to recover a trajectory with a similar geometry as a reference path has previously been
explored in both robotic path planning and periodic orbit computation in multi-body systems.11, 28

The objective function for optimization is formulated to quantify the difference in geometry be-
tween two trajectory solutions. This objective function is defined as

J(V̄Pos) = (V̄Pos − V̄IGPos
)T (V̄Pos − V̄IGPos

) (10)

where V̄Pos is the portion of V̄ that only includes the position components of each free node along
the current solution and V̄IGPos

is a vector comprised of the position components of each free node
along the reference initial guess. The iterative sequential quadratic programming (SQP) algorithm
implemented in MATLAB®’s fmincon function is leveraged to minimize the objective function
defined in Equation 10 subject to the continuity and defect equality constraints defined in Equa-
tion 9 using the free variables defined in Equation 7. When the norm of the constraint vector is
below a specified tolerance of 10−12 and the first-order optimality tolerance is below 10−5, the re-
sulting solution computed using fmincon is considered an end-to-end continuous trajectory that
geometrically resembles the original discontinuous initial guess.

4.3 Mesh Refinement

The accuracy of the initial optimal solution computed using collocation and the optimization al-
gorithm depends on the initial mesh. Each arc in the mesh is equivalent to a single integration step
and, despite the defect constraints being satisfied, the solution may not accurately approximate the
system dynamics between collocation points, particularly in sensitive regions of the dynamical sys-
tem.14 Therefore, a mesh refinement procedure is coupled with collocation to improve the accuracy
of the final solution. In this paper, a hybrid mesh refinement algorithm is employed that closely fol-
lows the procedure presented by Grebow and Pavlak, using both analytical and numerical analysis
to control the dynamical error along the solution.13, 14

Once the initial optimal solution is computed, Carl de Boor’s method is employed to iteratively
distribute error equally between arcs along the solution.13, 29, 30 During a single iteration of de Boor’s
method, an analytical approximation of the error along each arc as well as the total error along the
entire trajectory are computed. Then, the state and time of the boundary nodes of each arc are
updated, using the polynomials of the previously converged mesh, to equally distribute the total
error between the arcs in the mesh. The free LGL nodes for each arc are then recomputed using
numerical propagation between the updated boundary nodes. During this error distribution process,
both the number of arcs in the mesh and the total flight time for the trajectory is constant. Finally,
using the updated mesh as the new reference initial guess, the trajectory is input to the optimization
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scheme to produce a continuous path with a geometry that resembles the updated initial guess. If
the maximum approximated error difference between any two arcs in the mesh is greater than a
specified tolerance of 10−5, the iterative procedure continues; however, the error distribution step is
terminated once the maximum error difference along the solution is less than the tolerance.

When the error distribution step is terminated, Control with Explicit Propagation (CEP) is used
to iteratively merge arcs along the mesh to reduce the size of the sparse optimization problem.13, 14

This step of mesh refinement numerically computes the error at the end of each pair of consecutive
arcs in the mesh. For example, the state at the initial boundary node of the first arc is propagated
until the time associated with the final boundary node of the second arc. Then, the error is computed
between the final propagated state and the state associated with the final boundary node of the second
arc. If the magnitude of the error vector is below a tolerance of 10−12, then the two arcs are merged
into a single arc. The initial boundary node of the first arc and the final boundary node of the
second arc serve as the initial and final boundary nodes, respectively, of the merged arc. Then, the
free LGL nodes are recomputed between the updated boundary nodes using numerical propagation.
If the error is above the specified tolerance, then the two arcs are not merged and the next two
consecutive arcs in the mesh are evaluated. If any arcs are merged along the entire trajectory, then
the reference initial guess is updated using the new mesh and input to the optimization scheme to
produce a continuous path with a geometry that resembles the updated initial guess. The merging
process is repeated until no arcs are merged along the solution.

CEP is also used to iteratively split arcs along the mesh after finishing the merging process by
numerically computing the error at the end of each arc. For example, the state at the initial boundary
node of the first arc is propagated until the time associated with the final boundary node of the arc.
Then, the error is computed between the final propagated state and the state at the final boundary
node of the arc. If the magnitude of the error vector is above a tolerance of 10−12, then the arc is
split into two separate arcs at its midpoint in terms of time. The polynomials from the previously
converged mesh are used to compute the state and time at the midpoint of the arc and then the
free LGL nodes are recomputed for each arc as previously described. If any arcs are split along the
entire trajectory, then the solution is re-computed using the updated mesh as the new reference initial
guess and the process is repeated until no arcs are split along the solution. Through this process,
the numerical error of the implicit integration method is controlled and a desired level of accuracy
is achieved along the final continuous solution that geometrically resembles the initial guess.

5 BACKGROUND: MOTION PRIMITIVE CONSTRUCTION

Motion primitives are used to summarize the solution space of a dynamical system and, subse-
quently, construct complex paths throughout the system. The concept of a motion primitive has
been explored extensively in robotic path planning, human body gesture analysis, and autonomous
vehicle transportation.31–33 In each of these fields and depending on the application, motion primi-
tives are constructed and defined in a variety of manners using analytical and numerical techniques.
Recently, Smith and Bosanac formally defined a motion primitive in the context of trajectories in
a multi-body system and leveraged clustering, a data mining and machine learning technique, to
construct sets of motion primitives.3–5 This approach has been employed to summarize families of
periodic orbits and hyperbolic invariant manifolds in the Earth-Moon system based on geometry,
stability, and energy. For example, clustering is used to decompose a family of periodic orbits into
multiple clusters in which the members of a given cluster each exhibit a similar geometry, values of
the stability indices, and the Jacobi constant. A motion primitive is then extracted from each cluster
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as its medoid, which is the member of the cluster that is most similar to all other members.5 Using
this process, continuous sets of trajectories that exhibit a finite number of distinct characteristics
may be summarized via a finite set of motion primitives. More recently, Smith and Bosanac have
refined the motion primitive construction process in multi-body systems to increase its robustness
relative to the clustering approach and limit the inputs required from the trajectory designer. The
updated motion primitive construction process leverages k-means and agglomerative clustering in
conjunction with Weighted Evidence Accumulation Clustering (WEAC) and an automated input
parameter selection process to compute sets of motion primitives.3, 34, 35 The output of this process
for a given set of trajectories, is a set of motion primitives and their corresponding clusters.

6 SUMMARIZING THE REGION OF EXISTENCE FOR A MOTION PRIMITIVE

Trajectories that resemble a motion primitive exist within a region of the phase space labeled its
region of existence. The region of existence associated with a motion primitive may (i) provide a
trajectory designer with additional dynamical insight when selecting suitable primitives for initial
guess construction and (ii) be leveraged to significantly improve the quality of a discontinuous
initial guess originally constructed solely from primitives. The data mining approach leveraged by
Smith and Bosanac that numerically constructs a motion primitive from a cluster of trajectories in a
multi-body system directly supplies an intuitive, discrete approximation of its region of existence.4, 5

The associated cluster of the motion primitive captures the solution variations in the vicinity of the
primitive. However, this description of the region of existence does not efficiently scale for large
clusters in terms of data storage. To mitigate this challenge, a data driven approach is leveraged to
efficiently represent the region of existence associated with a motion primitive in the CR3BP.

Similar to the procedure used to extract motion primitives, k-means clustering is employed to de-
velop a discrete approximation of the region of existence associated with a motion primitive. Given
a cluster of trajectories, C, and a corresponding motion primitive in the CR3BP, C is first parti-
tioned into k subclusters using the k-means algorithm.3 In k-means, the value of k is a user-defined
input parameter that, in this application, is selected based on the desired degree of granularity for
the region of existence approximation. Furthermore, this common clustering algorithm is com-
putationally efficient and tends to produce evenly-sized clusters.3 Consequently, a representative
trajectory from each subcluster is computed as the medoid of the corresponding subcluster.5 The
resulting k trajectories, the motion primitive, and a set of boundary trajectories are each labeled as
a representative trajectory, x̄R(t). The boundary trajectories are determined based on extrema in
Jacobi constant within C. However, if all of the trajectories in C exist at the same Jacobi constant,
then the boundaries of C are determined based on extrema in total propagation time, tInt. Further-
more, if C contains k members or less, then all of the trajectories in C are labeled as representative
trajectories. The region of existence for a motion primitive is then explicitly defined as the set
RE = {x̄R(t) ∈ C} and the properties of the representative trajectories are stored.

The region of existence of a motion primitive summarizes the solutions in the phase space that
exist in its vicinity. Figure 2 depicts this region of existence description in the Earth-Moon CR3BP
for both an L1 Lyapunov motion primitive and a primitive along the unstable manifold of an L1

Lyapunov orbit, each constructed using k = 10. In Figure 2a, the surface spanned in configuration
space by the representative trajectories is displayed in gray and the motion primitive is denoted
in blue. Additionally, the boundaries of the region of existence in terms of CJ are denoted with
a dashed black line (minimum) and a solid black line (maximum). Figure 2b depicts the region of
existence for a general nonperiodic trajectory primitive in the Earth-Moon system along the unstable
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Figure 2. Regions of existence for a primitive in a) the L1 Lyapunov orbit family and
b) an unstable manifold of an L1 Lyapunov orbit in the Earth-Moon system.

manifold associated with an L1 Lyapunov orbit. This visual representation of the region of existence
associated with a motion primitive along with selected trajectory characteristics, such as CJ , tInt,
s1, and/or s2, facilitates rapid exploration and analysis of the solution space in a multi-body system.
It provides a trajectory designer with a direct summary of the solutions that exist in the phase space
in the vicinity of a motion primitive to leverage in the initial guess construction process.

7 USING MOTION PRIMITIVES FOR TRANSFER DESIGN

7.1 Transfer Design Procedure

In this paper, sets of motion primitives and their corresponding regions of existence are leveraged
in a transfer design procedure that is demonstrated by computing transfers between libration point
orbits in the Earth-Moon CR3BP. The transfer design procedure is split into two main components.
First, an initial guess is constructed using sets of motion primitives to enable rapid exploration of
the solution space. Then, the initial guess seeds a trajectory corrections and optimization approach
that leverages the concepts and techniques presented in Section 4. Figure 3 conceptually depicts
the corrections algorithm used to compute a continuous transfer with a similar geometry as the
discontinuous initial guess. The result is a continuous trajectory that resembles the initial guess
constructed by a trajectory designer when a solution exists. This section demonstrates the transfer
design procedure for an L1 to L2 Lyapunov orbit transfer example in the Earth-Moon system.

7.1.1 Initial Guess Construction In this example, the first step in the transfer design procedure
is to select the initial and target orbits from a set of motion primitives that summarize periodic orbit
families of interest. Figure 4 depicts a set of motion primitives constructed from the L1 Lyapunov
family in the rotating frame of the Earth-Moon CR3BP. In Figure 4a, the motion primitives are col-
ored based on CJ , and in Figure 4b, the primitives are colored based on the magnitude of the planar
stability index, s1. The motion primitives displayed in Figure 4 provide a trajectory designer with
a summary of the distinct geometric, energetic, and planar stability properties of the representative
members of the L1 Lyapunov family in the Earth-Moon CR3BP. If desired, the region of existence
associated with each primitive may be explored in further detail using the representation outlined
in Section 6. From these motion primitives, a suitable initial orbit for the transfer is selected. For
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Figure 3. Conceptual overview of the corrections algorithm employed to correct a
discontinuous initial guess into a continuous end-to-end trajectory.

transfer design, unstable periodic orbits are specifically desired because they admit stable and un-
stable hyperbolic manifolds that can be leveraged for transport throughout the multi-body system.16

As displayed in Figure 4b, all of the primitives constructed from the L1 Lyapunov orbit family pos-
sess stable and unstable planar modes. Therefore, any of the orbits may be suitable in designing a
transfer between L1 and L2. Similarly, a suitable target orbit is selected from the L2 Lyapunov fam-
ily in the Earth-Moon CR3BP. The selected L1 Lyapunov primitive is at CJ = 3.1670, the selected
L2 Lyapunov primitive is at CJ = 3.1666, and both orbits possess stable and unstable hyperbolic
invariant manifolds. The desired qualitative transfer itinerary for the example therefore departs the
initial L1 Lyapunov orbit along its unstable manifold and approaches the target L2 Lyapunov orbit
along its stable manifold. Consequently, a set of motion primitives is constructed to summarize tra-
jectories along the unstable manifold towards the Moon associated with the selected L1 Lyapunov
orbit primitive. Furthermore, a set of motion primitives is constructed from trajectories along the
stable manifold towards the Moon associated with the selected L2 Lyapunov orbit primitive.

Given an initial orbit, a target orbit, and the sets of motion primitives for the associated unstable
and stable manifolds, the solution space is explored via motion primitives. First, the initial orbit
is discretized into a set of 100 states equally spaced in arclength. For each state along the initial
orbit, the c nearest primitives are computed from the set of motion primitives that summarize the
unstable manifold. The distance between a state along the initial orbit and a primitive is computed
as the magnitude of the full state difference between the given orbit state and the initial state of
the primitive. Consequently, the trajectory designer is required to select a value of c to specify the
number of nearest primitives that are computed relative to each state. Then, duplicates are filtered
out of the final set of nearest primitives for the initial orbit. This process is repeated for the target
orbit using the primitive set constructed from its associated stable manifold and the same value
of c. However, the final state of each primitive is used instead of the initial state to compute the
distance between a primitive and each state along the target orbit. Figure 5 depicts the results of
this process for the L1 to L2 Lyapunov transfer example using c = 3. In Figure 5a, the final set of
nearest primitives computed relative to the initial L1 Lyapunov orbit along its associated unstable
manifold are depicted as different shades of red where each open circle indicates the starting point of
the corresponding primitive and each filled circle indicates the terminal point of the corresponding
primitive. Similarly, Figure 5b displays the final set of nearest primitives relative to the target L2
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Figure 4. Set of motion primitives constructed from the L1 Lyapunov family in the
Earth-Moon system displayed as a function of a) CJ and b) |s1|.

Lyapunov orbit along its associated stable manifold as different shades of blue.

Visualizing the computed sets of nearest primitives relative to the initial and target orbit, respec-
tively, provides insight into the available departure and arrival geometries for transfer design. In the
L1 to L2 Lyapunov orbit transfer example, a single revolution around the Moon may be desired. To
simplify the solution space further, the motion primitives depicted in Figure 5 help guide the de-
signer to select a candidate departure point along the initial orbit and a candidate arrival point along
the final orbit. When a candidate departure point or arrival point is selected, Figures 5a and 5b are
updated to show only the c nearest primitives relative to the selected candidate departure or arrival
point, respectively. Figures 6a and 6b display the closest primitives relative to a selected departure
point and a selected arrival point, respectively. The selected points are denoted as red circles with
a black outline while the formatting of the primitives is consistent with Figure 5. Interactively ex-
ploring the solution space in this manner using motion primitives limits the amount of information
that needs to be processed and provides a trajectory designer with fundamental geometric insights
for selecting candidate segments to use in an initial guess for a transfer.

Primitives are selected from each set of candidates within each segment of the transfer to con-
struct an initial guess. To facilitate the selection process, a Poincaré map is used to visualize the
potential primitives and their associated regions of existence. Figure 6c displays a perilune map in
the x− y plane computed from the primitives in Figures 6a and 6b and their corresponding regions
of existence for up to 2 returns. The perilune crossings on the map are colored according to their
associated primitive trajectory, where the perilune crossings for each primitive are additionally out-
lined in black. Furthermore, the planar velocity components of the state in the rotating frame at each
perilune are represented by the direction and magnitude of the vectors protruding from each perilune
crossing.23 The length of each vector is normalized by the perilune crossing with the largest velocity
magnitude to provide a relative comparison between the velocities at each perilune on the map. The
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horizontal component of each vector represents ẋ and the vertical component represents ẏ. Finally,
a gray vector is associated with each region of existence perilune crossing while a colored vector is
associated with each primitive trajectory as denoted in Figures 6a and 6b.

Figure 5. a) Nearest primitives in the unstable manifold primitive set relative to the
initial L1 Lyapunov orbit and b) nearest primitives in the stable manifold primitive
set relative to the target L2 Lyapunov orbit.

Analyzing the generated map displayed in Figure 6c for the L1 to L2 Lyapunov transfer example,
there appears to be a potential connection between the unstable and stable manifold primitives in
the region denoted by the black box. Correlating the data depicted in Figures 6a, 6b, and 6c, this
connection corresponds to a geometry that exhibits a single revolution around the Moon when trans-
ferring from L1 to L2. Figure 6 specifically provides insight into the regions in which trajectories
with a specific geometry exist in the configuration space that is invaluable for finding and construct-
ing a good initial guess with a desired geometry. The resulting initial guess is generated by selecting
the primitives within the region denoted by the black box in Figure 6c. Then, this initial guess is
improved by further trimming the selected primitives to remove any overlap of arcs.

The final step of initial guess construction is to morph the selected primitives within their corre-
sponding regions of existence to improve the initial guess for the desired transfer. The initial guess
consists of an ordered set of motion primitives that each possess a region of existence, which is
described by a small set of discrete trajectories using the representation method formulated in Sec-
tion 6. To morph the selected primitives within their regions of existence, a brute force search is
first used to compute the average full state discontinuity along every possible transfer that may be
constructed from the ordered set of motion primitives and their corresponding regions of existence.
Then, the ordered combination of segments with the minimum average full state discontinuity is
selected as the initial guess. Figure 7 shows the result of morphing the trimmed initial guess within
the corresponding regions of existence associated with the primitives. Each primitive and its region
of existence are denoted with a different color. Furthermore, the original initial guess is denoted
with dashed lines while the morphed initial guess is denoted with solid lines. As displayed in Fig-
ure 7, the morphed initial guess has a smaller average state discontinuity along the transfer than the
original initial guess. Finally, two full revolutions of each of the L1 Lyapunov and L2 Lyapunov
orbits are added to the itinerary to support effective corrections.
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Figure 6. a) Nearest primitives in the unstable manifold primitive set relative to the
selected departure point along the initial L1 Lyapunov orbit, b) nearest primitives in
the stable manifold primitive set relative to the selected arrival point along the target
L2 Lyapunov orbit, and c) the resulting perilune map with up to 2 returns.

Figure 7. Morphed initial guess for an L1 to L2 Lyapunov orbit transfer with a
single revolution around the Moon displayed with respect to the original initial guess
of primitives and their corresponding regions of existence.
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7.1.2 Trajectory Corrections and Optimization Direct collocation and a constrained optimiza-
tion approach are used to correct the initial guess in Figure 7 to produce a continuous trajectory.
Using the collocation scheme outlined in Section 4, each periodic orbit segment is discretized into
10 nodes and the manifold segments are discretized into 20 nodes, equally spaced in time. Addi-
tional nodes are included along the manifold primitives because they exist in more sensitive regions
of the dynamical system near the Moon. MATLAB®’s fmincon is then used with mesh refinement
to compute a continuous transfer and ensure the final solution meets a desired level of accuracy.

7.2 L1 to L2 Lyapunov Transfers in the Earth-Moon System

Following the procedure demonstrated in Section 7.1, transfers with two different geometries
between an L1 and L2 Lyapunov orbit are constructed. The first transfer uses a discontinuous initial
guess constructed in Section 7.1 and displayed in Figure 7. A natural transfer is constructed from
the morphed initial guess and displayed in Figure 8a. The final solution is denoted in blue and
the original morphed initial guess is denoted in gray with dashed lines. The resulting continuous
natural transfer closely resembles the constructed initial guess, exists at CJ = 3.1669, and has an
approximate transfer time of 24.1 days. An additional transfer with the single revolution geometry
is computed by incorporating two impulsive maneuvers. The first maneuver, ∆v̄1, is used to depart
the initial orbit and the second maneuver, ∆v̄2, is used to insert into the target orbit. The resulting
impulsive transfer is displayed in Figure 8b with respect to the original morphed initial guess. The
segment of the transfer along the manifold primitives are nearly identical to the natural transfer
in Figure 8a with a transfer time of approximately 23.5 days. However, the impulsive maneuvers
result in a closer resemblance to the original initial and final orbits. The CJ at the initial state of
the transfer is equal to 3.1670 while the CJ at the final state of the transfer is equal to 3.1666.
Furthermore, the magnitude of ∆v̄1 is 4.8 m/s and the magnitude of ∆v̄2 is 5.2 m/s.

In addition to the single revolution transfers, the primitive-based transfer design procedure is
also employed to compute transfers with two revolutions around the Moon between the same two
Lyapunov orbits. Figure 9a displays the original and morphed initial guesses constructed for a
transfer with two revolutions around the Moon while Figure 9b shows the perilune map with up to
2 returns for the selected untrimmed manifold primitives, where the color of the points corresponds

Figure 8. a) Natural and b) maneuver-enabled transfers between an L1 and L2 Lya-
punov orbit with a single revolution around the Moon.
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to the associated manifold primitive. The original initial guess exhibits a significant discontinuity
between the manifold primitives; however, this example demonstrates the utility of the morphing
process that leverages the regions of existence to significantly improve a poor initial guess before
using the corrections algorithm. A natural transfer computed from the initial guess is displayed
in Figure 10a while a transfer with a single impulsive maneuver is displayed in Figure 10b. The
corrections algorithm successfully recovers a continuous natural solution with a similar geometry
as the discontinuous initial guess at CJ = 3.1668 with an approximate transfer time of 32.3 days.
By introducing an impulsive maneuver between the two manifold primitives, the impulsive transfer
more closely retains the geometry of the discontinuous initial guess. The impulsive transfer has
an approximate transfer time of 32.9 days, incorporates a |∆v̄| of 76.1 m/s between the manifold
primitives, starts at CJ = 3.1669, and terminates at CJ = 3.1666. These L1 to L2 Lyapunov
orbit transfers demonstrate the capability of a primitive-based transfer design procedure to rapidly
construct initial guesses that produce continuous trajectories with a desired geometry.

Figure 9. a) Morphed initial guess for an L1 to L2 Lyapunov orbit transfer with two
revolutions around the Moon displayed with respect to the original initial guess of
primitives and their corresponding regions of existence and b) the resulting perilune
map with up to 2 returns for the selected untrimmed manifold primitives.

7.3 L1 to L2 Northern Halo Transfer in the Earth-Moon System

Following the transfer design procedure outlined in Section 7.1, a maneuver-enabled transfer for
a single geometry between an L1 and L2 northern halo orbit is constructed. In this application,
instead of using a perilune map, a hyperplane is defined at x = 1–µ and up to 2 crossings of the
hyperplane are recorded.23 This map introduces an additional degree of complexity compared to
the planar case due to the increased dimensionality of the problem. In such a scenario, designing
spatial transfers using traditional approaches may be cumbersome and challenging. However, uti-
lizing motion primitives reduces the complexity of analysis by both summarizing and providing an
effective means of exploring the solution space. Using the initial guess construction process, the
original and morphed initial guesses are constructed and displayed in Figure 11a. Then, using the
corrections procedure, a maneuver-enabled transfer is constructed from the morphed initial guess
and displayed in Figure 11b. The transfer has an approximate transfer time of 31.1 days, incorpo-
rates a |∆v̄| of 90.6 m/s between the manifold primitives, starts at CJ = 3.0681, and terminates at
CJ = 3.0671. As depicted in Figure 11b, the geometry of the discontinuous initial guess is retained.
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Figure 10. a) Natural and b) maneuver-enabled transfers between an L1 and L2
Lyapunov orbit with two revolutions around the Moon.

The transfer exhibits bounded motion in the vicinity of the initial orbit before departing as well as
bounded motion in the vicinity of the target orbit after it arrives. This result suggests that a transfer
may exist between bounded quasi-periodic orbits near each of the initial and final orbits. Finally,
the constructed transfer demonstrates the success of a primitive-based transfer design procedure in
developing a spatial transfer with a desired geometry in a multi-body system.

Figure 11. a) Morphed initial guess for an L1 to L2 northern halo orbit transfer
with two close approaches of the Moon displayed with respect to the original initial
guess of primitives and their corresponding regions of existence and b) the resulting
maneuver-enabled transfer between an L1 and L2 northern halo orbit.

8 CONCLUSION

In this paper, motion primitives and their corresponding regions of existence are employed to
rapidly explore the solution space of the Earth-Moon system and construct transfers between li-
bration point orbits near the Moon. Using k-means clustering, an efficient description strategy is
presented to effectively store the region of existence associated with a motion primitive via a set
of representative trajectories and bounding trajectory parameters. An example of the description
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strategy is presented for both a periodic orbit and a general nonperiodic trajectory in the Earth-
Moon CR3BP. Then, using sets of motion primitives and their regions of existence, a trajectory
design procedure is presented to rapidly construct transfers between periodic orbits in a multi-body
system. Initial and target orbits are first selected from desired periodic orbit families using sets of
motion primitives constructed to summarize each family. Poincaré mapping is then leveraged to
explore motion primitives within their regions of existence along the unstable manifold associated
with the initial orbit and the stable manifold associated with the target orbit to construct an initial
guess with a desired geometry. Finally, a direct collocation scheme and constrained optimization
approach is used to compute a continuous end-to-end solution that geometrically resembles the
discontinuous initial guess. In this investigation, both natural and maneuver-enabled transfers are
constructed between an L1 and L2 Lyapunov orbit and a maneuver-enabled transfer is constructed
between a L1 and L2 northern halo orbit in the Earth-Moon system. The transfers constructed in
this paper demonstrate the utility of the presented primitive-based transfer design procedure and its
effectiveness in leveraging a summary of the solution space to rapidly design transfers in a multi-
body system in a manner that reduces the analytical burden on a human designer. Future work will
focus on how to expand this primitive-based approach to construct more complex planar and spa-
tial transfers that piece together multiple primitives between the initial and final orbit, optimize the
placement and magnitude of impulsive maneuvers, incorporate additional constraints, and apply the
process to other types of transfers in multi-body systems.
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