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The surprisal metric (Hale, 2001; Levy, 2008) successfully predicts syntactic complexity in a 
large number of online studies (e.g., Demberg and Keller, 2009; Levy and Keller, 2013). 
Surprisal assumes a probabilistic grammar which drives the expectation of upcoming 
linguistic material. Consequently, wrong predictions lead to a processing cost, presumably 
due to reranking related computations (Levy, 2013). Critically, surprisal assumes that the 
predicted parses generated by the probabilistic grammar are grammatical. However, it has 
been found that syntactic predictions can be ungrammatical (e.g., Apurva & Husain, 2018). 
Consequently, similar to reranking costs incurred due to incorrect (grammatical) predictions, 
a cost should also appear for ungrammatical predictions. Evidence for such a cost during 
comprehension will not be explained by the surprisal metric. To test the ecological validity of 
the surprisal metric, it becomes critical to investigate if ungrammatical predictions incur a 
cost. In this study, we investigate this issue in Hindi (a verb-final language) using a cloze task 
followed by a self-paced reading (SPR) study. All analyses were carried out in R using linear 
mixed models. Log RTs (reading time) were used for the RT analyses. 

In the cloze study (N=30), participants were asked to complete the sentences (such as 1a, 
1b) meaningfully using the SPR paradigm. The two conditions differed in the case-markers 
on the three nouns. 12 sets of experimental items along with 64 fillers were used. 
Participants’ responses were coded for the predicted verb class and the overall 
grammaticality of the completion (grammatical prediction vs ungrammatical prediction). 

1a hari-ne  geeta-se  umesh-ko … 
Hari-ERG  Geeta=ABL  Umesh=ACC 

1b hari-ko  geeta-ne umesh-ko … 
Hari-ACC Geeta-ERG Umesh-ACC 

Grammaticality analysis of the completion data showed that participants make more 
ungrammatical completions in conditions (b) compared to (a) (z=5.25). The overall 
grammatical completions in condition (a) was 96% while in (b) it was 60%. In addition, the 
verb class analysis showed that in both conditions participants completed the sentences with 
a transitive non-finite verb followed by a ditransitive matrix verb (hereafter T.NF-DT.M) most 
frequently. T.NF-DT.M were predicted in 33% instance in condition (a) and 34% in condition 
(b) (z=0.18). Given the similar cloze probabilities, the surprisal metric will predict no 
difference in RT at T.NF-DT.M in the two conditions during online processing (cloze 
probabilities can be used to compute surprisal, see Levy and Keller, 2013). If the RTs at 
T.NF-DT.M in condition (a) is less than (b) that would be better explained by the higher cost 
due to the ungrammatical prediction (b) vs (a).  
    To ascertain this, we conducted an SPR study (n=50) using the items similar to the ones 
used in the previous experiment (see, 2a and 2b). The critical region was T.NF-DT.M. 24 set 
of items along with 72 fillers were constructed. 

2a hari-ne  geeta-se  umesh-ko  milne ko   kaha,  ... 
Hari-ERG   Geeta=ABL Umesh=ACC  meet-inf(T.NF)  told(DT.M)  

2b hari-ko  geeta-ne  umesh-ko  milne ko   kaha ,  ... 
Hari-ACC  Geeta=ERG Umesh=ACC  meet-inf(T.NF)  told(DT.M)  

While the prediction of T.NF-DT.M is same in the two conditions, % ungrammatical 
predictions is more in (b) vs (a). Results show that the RT in (a) < (b) at the critical region 
(t=2.32). This goes against the surprisal metric and shows the cost incurred due to 
ungrammatical predictions. 
    Our work establishes that the cost of ungrammatical predictions indeed appears during 
online processing. This processing cost is not predicted by a metric like surprisal and 
highlights its limitations. This study also provides evidence against the robust predictions in 
head-final languages. It suggests that the prediction mechanism in such languages is more 
nuanced and points to the need to study the nature of ungrammatical predictions during 
processing. 
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Figure 1. Raw RTs for the two conditions in Experiment 2 

References 

Hale, J. (2001). A probabilistic earley parser as a psycholinguistic model. Second meeting of 
the North American Chapter of the Association for Computational Linguistics on Language 
technologies 2001 - NAACL '01. 

Levy, R. (2008). Expectation-based syntactic comprehension. Cognition, 106(3), 1126-1177. 

Demberg, V., & Keller, F. (2009). A computational model of prediction in human parsing: 
Unifying locality and surprisal effects. In Proceedings of the Annual Meeting of the Cognitive 
Science Society (Vol. 31, No. 31). 

Levy, R. (2013). Memory and Surprisal in Human Sentence Comprehension.  In van Gompel, 
Roger P. G., editors. Sentence Processing (pp. 78–114). Hove: Psychology Press. 

Levy, R. and Keller, F. (2013). Expectation and Locality Effects in German Verb-final 
Structures. Journal of Memory and Language 68(2):199–222. 

Apurva & Husain, S. (2018). How Good Is Prediction in Head-final Languages? In 
Proceedings of the Architechtures and Mechanism Language Processing, Berlin.  


