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Abstract 

This chapter discusses lessons learned from more than a decade of conducting evaluation 

research about faculty development (FD) initiatives. We collaborate with faculty developers who 

provide FD to support a shift from notions of evaluation as summative judgment to a formative 

role where we use data to provide coaching and support continuous improvement throughout. 

Using Patton’s (2003) Utilization-Focused Evaluation, we discuss strategies we use with faculty 

developers to (1) co-create appropriate evaluation methods, (2) provide formative feedback in 

actionable ways, and (3) capture improvement over time as part of our summative evaluation 

results. Throughout, we share concrete examples of practices we use to build productive 

relationships founded on what one of our partners calls the “cycle of inquiry.” 

Conceptual Framework 

Much of the work devoted to faculty development comes from a research perspective. It 

provides models of teacher change or methods for measuring it (e.g., Giersch & McMartin, 2014; 

Guskey, 2000, 2002; Kennedy, 2016). Evaluation is sometimes seen as just a necessary 

component of projects that must be done to meet funder requirements. Utilization-Focused 
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Evaluation (UFE) (Patton, 2003), on the other hand, is based on “the premise that evaluations 

should be judged by their utility and actual use” (p. 223). The process begins with identifying a 

primary intended user(s) and primary intended use(s). Then, working in conjunction with the 

primary intended users, evaluation questions are identified and appropriate methods are selected 

and developed. All subsequent evaluation activities are focused on these primary intended users 

and uses, including data gathering, analysis, and presentation. Thus, the primary users are 

engaged in interpreting data and in making decisions based on data. Broader dissemination, 

beyond the primary users and uses, is considered after this primary use, since findings may be 

useful to others in similar situations. 

For some UFE, the primary intended user and use may be to provide a funder with a 

summative judgment of the project. In this case, methods are selected to meet that purpose. This 

work may include annual progress reports, but the focus is on summative judgment of a 

completed, static project. The project team may have little interaction or conversation with the 

evaluation team outside of receiving copies of the annual and final reports. 

Here, we discuss UFE in cases where the primary users are the project team members, 

and the primary use is for growth and improvement. Our goal is not to provide a comprehensive 

how-to guide for evaluating faculty development initiatives but rather to share lessons learned 

from our extensive experience. Our team has worked on STEM higher education in mathematics, 

biology, chemistry, Earth sciences, and across disciplines, addressing questions about student 

outcomes, instructional change, instructor beliefs, student attitudes, hiring practices, 

departmental change, and equity and inclusion (see: E&ER, n.d.). We conduct our own grant-

funded education research and also serve as internal or external evaluators for others’ grant-

funded projects. Much of our work has examined professional development in instruction and 

other areas of STEM careers, and how it relates to broader organizational or societal changes.  

We share examples from multiple projects throughout the chapter and we conclude with a 

case study of our most complete example of UFE, from a series of projects that provided faculty 

development workshops on teaching. We use the term “project teams” to include both the project 

leaders, or principal investigators on the grant, and the facilitators who run the workshops. They 

are distinct stakeholder groups even though some individuals may fill both roles. In contrast to 

summative, funder-focused evaluation, this type of evaluation incorporates formative feedback 

early and continuously throughout an ongoing, dynamic project. Evaluators may still provide 
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summative results to grant funders, other faculty developers, and directly to STEM faculty, but 

these considerations are secondary to formative use by the project team. 

Evaluation Process 

In STEM faculty development, many evaluation relationships begin when a project team 

contacts an evaluator while preparing a grant proposal. During the initial conversations with 

project teams, we discuss how we work as evaluators and come to an agreement on the scope of 

the evaluation work (e.g., Owen, 2020). We incorporate the concepts of UFE into our proposal 

both through our description of planned evaluation activities and a budget that aligns with those 

activities. It is crucial to begin with a UFE framework at this stage so that the budget supports 

the significant work necessary to co-create evaluation questions, methods, and reports with the 

team. The budget should also support the work of securing IRB approval. Each relationship is 

different and is based upon the needs and intended uses of the primary users, but we lay out the 

general structure and process in the following sections, highlighting approaches we have found 

to be helpful in evaluating faculty development initiatives and in building fruitful relationships 

with their leaders.  

Identifying Research Questions and Methods 

After identifying a primary intended user, appropriate research or evaluation questions 

are formed and methods to investigate those questions are selected (e.g., Patton, 1990; LeCompte 

& Schensul, 1999). Since grant proposals require identifying research questions and detailed 

plans of the project activities, these conversations occur early in the proposal development phase. 

Here flexibility with methods is key. For faculty development, evaluation questions almost 

invariably investigate changes in participants’ thoughts or beliefs—and later, actions—

throughout the program. If existing literature establishes what kinds of changes may be expected, 

surveys are commonly used since it is possible to write items about expected outcomes. 

However, if the evaluation aims to explore topics that are less well established in research 

literature, in-depth interviews or focus groups may be more suitable to help explore these new 

topics. Questions about the program’s features are well suited to observing program activities, 

carrying out focus groups with the facilitators, or analyzing program documents. Questions about 

how programs affect participants’ classroom practices suggest that classroom observations could 

be needed. We have adapted to investigate all these types of questions for different projects by 
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learning new methods, partnering with colleagues outside of our team, and even hiring to bring 

in colleagues with particular skills we need. For UFE, the methods are selected to fit the 

question(s) of interest, not the other way around. 

Timelines. A particular challenge in evaluating faculty development is the long time 

frame needed for faculty to learn new practices, then put them to use. It may take even longer for 

them to become skillful with new practices or to see their benefits or shortcomings. If we are 

attempting to investigate such changes, we also consider whether to conduct repeated measures 

over time, use a retrospective pre-survey along with a post-test, or measure gains with a single 

post-test. In our experience, survey instruments are often reliable with STEM faculty, who tend 

to be more self-critical and use the full range of a scale; we do not observe the ceiling or floor 

effects that we’ve seen with other audiences. It is also helpful to consider the larger context when 

planning measurement timelines. In our experience, survey response rates drop during times of 

high societal uncertainty and anxiety (e.g., election cycles). 

Instrument design. When designing data collection instruments and protocols, it is 

critical to make it as easy as possible for the respondents to complete them with fidelity (e.g., 

Bradburn et al., 2004; Dillman et al., 2014). For example, to limit survey fatigue, we do not ask 

participants to rate an exhaustive list of all program features. Rather, depending on the needs of 

the UFE, we may ask participants to rate a short list of key features or to describe a single best, 

worst, or most influential aspect of a program. We follow other best practices such as avoiding 

double-barreled items, which include two questions in a single item. Questions like this can 

frustrate respondents and lead them to abandon surveys partway through. Before administering 

surveys broadly, we refine items by pilot-testing with small samples of similar audiences and 

using think-aloud interviews (Charters, 2003) to help identify unintended interpretations of 

survey items. 

Classroom observation protocols present a different set of challenges, especially if FD 

workshop participants are geographically distributed. It is not feasible to travel and record them 

ourselves, so we ship video cameras to participants to record their classroom teaching. 

Participants set the camera in the back of their classroom once a week to passively record and 

then ship it back to us with the set of recordings safely stored on the memory card. To keep 

procedures simple and to ensure that teachers follow through with recording, we use cameras 

with physical on/off and record buttons rather than complex on-screen menus. We also 
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developed a series of short videos to help instructors learn to set up the tripod, operate the 

camera, and place the camera in the classroom for the best sound. Together, such tactics make it 

very easy for participants to collect high-quality video observations with only about 1 minute of 

setup and teardown time each time they record. So far, around 70 participants across multiple 

projects have successfully followed this recording process with very little data loss due to 

collection errors. Investing effort up front to find, develop, and implement appropriate 

observation methods enables us to confidently answer research questions within the project 

budget. As instructional methods shifted to online and hybrid methods in response to the 

COVID-19 pandemic, many schools have invested in additional video technologies. It may be 

possible to passively gather classroom observation data from these existing sources, though it 

may be difficult for outside evaluators to gain access to institutions’ internal platforms. In all 

cases, evaluators need to carefully consider and address issues related to privacy and data 

fidelity. For example, the presence or absence of students on recordings has implications for both 

IRB protocols and the types of questions that can be answered about instructional methods.  

Analysis Methods. Data analysis methods are often selected at the same time that data 

collection procedures are developed. Later, new questions may also arise that require new or 

different analysis methods, whether from the evaluation team, the project team, or through their 

collaborative work. On one project, as we approached summative reporting, we initiated bi-

weekly ‘data conversations’ with project leaders to discuss evaluation findings. These 

conversations raised new questions that led us to develop different ways to analyze the existing 

data. 

Being flexible so we can apply multiple methods or draw on multiple data sources often 

helps us gain a deeper understanding. In looking at participants’ instructional change following 

workshops, we collect self-report survey data and triangulate these data with classroom 

observations, interviews, and listening in on participants’ follow-up discussions over email 

listservs. Combining methods lets us better evaluate the effects that FD workshops may have on 

changing participants’ instructional practices and can lead to new insights. For example, in 

evaluating a biology initiative that paired undergraduates with mentors and supported them 

through undergraduate research experiences, we used an established student survey instrument as 

an evaluation tool and paired it with mentor interviews. The interviews revealed deeper insights 
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about mentor motivation and led to richer insights and a standalone research publication 

(Hayward et al., 2017). 

Needs Assessments 

One way to help focus evaluation efforts is to use a needs assessment to identify the most 

critical areas of interest or concern (e.g., Gupta, 2011). In the simplest sense, a needs assessment 

involves an evaluator listening to project stakeholders and helping them identify their most 

pressing needs. This may involve talking with the potential participants of FD projects or with 

the project team members, such as PIs, program facilitators, or other staff. Thus, the evaluator 

can attend to big picture themes and concerns while team members’ attention is often consumed 

with planning for their individual roles and responsibilities or handling logistics and the day-to-

day tasks of implementing FD activities. 

For example, on one project we attended meetings as FD project team members laid 

plans for training people to design and lead a particular type of local educational program on 

their own campuses. The planners emphasized community-building in their broader goals for the 

project, hoping to generate an enriching professional community among participants over their 

shared interest, but their planned workshop activities were all content-focused. They had not 

considered how to actively build community beyond that which might happen naturally as 

participants engaged in content sessions together. We wrote a memo reflecting what we heard in 

the discussions and provided framing questions to help the planners reflect on their workshop 

design choices using a community-building lens, such as: 

● How will the various program components contribute to the development and 

solidification of the community?   

● What norms, values and perspectives unite this community? How might these 

inform your program design? What role will this program play in creating shared 

community norms, values, and perspectives? 

This memo helped the team let go of some training content in favor of more explicit community-

building activities. It also guided us in constructing survey questions about community 

connections for the subsequent evaluation and helped diagnose some deeper needs of the 

community as we observed the first workshops. 

In another example, a grassroots scientific network had new funding to expand its 

professional support offerings to network members. Early in the new project, we conducted a set 



7 
  

of focus groups with its members and reported their thoughts on the positive and negative 

aspects of the network’s offerings to date, and their ideas and concerns for the new project. This 

early needs assessment offered multiple benefits: For project leaders, some of these early ideas 

were galvanizing, as they developed professional development programming to align with 

member-identified needs. For members, seeing their ideas reflected in network activities built 

confidence that the leaders were listening to them. Other issues raised in the member focus 

groups, such as a perceived lack of diversity among the network leadership, proved to be 

difficult and important areas that required ongoing organizational attention. And for the 

evaluators, conducting a simple, early needs assessment not only enabled us to identify some key 

organizational issues to track but also helped to begin building a trusting relationship with the 

leadership team. We offered something immediately useful to them and signaled early on that 

even critical feedback could be offered in a supportive manner.  

Building Relationships to Support Useful Evaluation 

This last example highlights that strong relationships are key to successful evaluation. 

Building rapport with participants helps improve response rates and make participants 

comfortable providing honest feedback. Results are then more representative and more complete. 

Building trust with project leaders helps create productive relationships where critical feedback 

fosters improvement and growth, not defensiveness. In real life, relationships with project 

leaders precede relationships with participants. But here we discuss participant relationships first 

and then move to project leader relationships since they are often more intricate and longer-

lasting.  

Establishing Rapport with Participants. Throughout faculty development projects, we 

take an active role as participant-observers, attending FD activities and building relationships 

with participants from the beginning. We ask project leaders to introduce us as evaluation 

partners during the workshop registration process. Leaders explain that our purpose is to evaluate 

the project, not the participants themselves, and clarify participants’ role by providing a short 

overview of both content and timing. As a result, our study invitations are more likely to be read 

and responded to. We make the benefits of responding directly clear to participants: we provide 

pre-survey results to the leaders so they can plan workshops to effectively meet participant 

needs. For example, we may ask participants in an instruction-focused program to choose a 
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target course so that instructors can bring relevant textbooks or course notes for participants to 

use. These methods work: we consistently have 90%+ response rates on our pre-workshop 

surveys!  

When possible, we attend workshops in person. In this way, we can observe and provide 

day-to-day feedback to facilitators. We also get to know the participants so that we are not just 

some disconnected evaluator sending survey invitations. Conducting end-of-workshop surveys in 

person helps ensure higher response rates than following up once participants have already 

returned home. When we participate in real time, we can converse with participants to explain 

our role as evaluators, discuss how their feedback will be used, and detail what we do to ensure 

confidentiality and anonymity before sharing the results. Indeed, participants have commented 

that this helps them see the value of providing thoughtful, candid feedback. The project team’s 

attention can easily become dominated by those who offer feedback to them most vocally during 

events, but the evaluators’ more neutral position affords more opportunity to seek varied 

feedback from a range of participants. For virtual workshops or in-person events we cannot 

attend, we conduct a video chat with participants at the end to discuss our role and distribute 

surveys. Like pre-surveys, we routinely reach 90%+ response rates on end-of-workshop surveys. 

We believe these relationships contribute to high response rates on later activities too, such as 

interviews or follow-up surveys. For follow-up surveys, we normally achieve response rates 

around 70% or higher. 

Creating Productive Relationships with Facilitators. We start building relationships 

with facilitators early on, ideally, during the planning stages. This way, we can help the teams 

incorporate research-based strategies into their plans and we can also co-develop our evaluation 

approach and instruments so that the data we collect will be useful. We may attend planning 

meetings to share features of successful FD based on our prior evaluation work and discuss with 

facilitators how they will implement these features in their own plans. In the past, we have 

attempted to do this with one-page memos shared with project teams during planning, but found 

that they did not have much of an impact unless used to guide a conversation. 

During in-person FD offerings, we conduct quick formative evaluations to help with day-

to-day feedback and planning. One favorite is “Gots & Needs” where participants use sticky 

notes to anonymously share one thing they “got” from the day and one thing they still “need” or 

a question they still have. After the day ends for participants, we sit down with the facilitators to 
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quickly read and sort the comments to identify common themes. This activity provides 

facilitators with positive feedback (the Gots) and targets topics to cover during the next day or 

future improvements to make (the Needs). Participant needs can therefore be addressed quickly, 

making facilitators’ responsiveness visible and tangible to participants. This is one of the 

quickest and easiest ways to help facilitate data-driven decision making in FD projects. 

In multi-year projects, it is empowering to track when faculty developers use evaluation 

evidence to make changes and to measure the subsequent impact on program outcomes. In the 

best-case scenario, we can detect the footprint of these changes and help faculty developers 

iterate over time to make continued improvement. Strong relationships are crucial for us to gain a 

deep understanding of facilitators’ growth and development; when they feel comfortable with us, 

they are able to share openly about their successes and their struggles as they work to implement 

and improve program offerings. When we share feedback, we highlight successes and strengths 

seen in the evaluation evidence, to ensure that effective features of the FD are continued. This 

also helps us to more clearly prioritize issues of concern seen in the evidence since the balance 

helps to temper critical feedback and place it in a larger context. One facilitator likened it to 

reading student evaluations, explaining that, 

 I think one of the things that was particularly helpful about [the evaluation] is 

that it usually comes with a framing of, ‘Here's my summary of what I'm seeing in 

this feedback.’ Because it's like reading your student evaluation forms where you 

see all the bad stuff that they hated— but having somebody else read it and say, 

‘No, here are the big lessons that I'm seeing,’ it really helps. 

In addition to balancing feedback, we also find it helpful to open conversations with 

questions rather than statements or data. Project teams are often aware of areas that need 

improvement, so inviting them to discuss these areas through questions, rather than 

assertions, results in less defensiveness and more willingness to troubleshoot actionable 

responses to critical feedback. For example, rather than diving into our interpretations of 

the findings first, we open discussions with questions like, “What jumped out at you as 

you read through the report?” With more critical findings, we may ask teams, “What do 

you think it was about this session that made participants feel this way?” These questions 

help facilitators to take the participants’ perspective, and to see opportunities for 

improvement rather than feeling criticized. Sometimes these conversations also reveal 
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new information about incidents or interactions that help us to reinterpret evaluation data 

or place it in context.  

Interpreting Results with Primary Users 

To maximize use of evaluation results, it is important to consider the format and the 

content of evaluation reports. It is also important to consider how to discuss evaluation reports 

with primary users. Depending on how established a project is, interpreting results with primary 

users may include co-developing new analysis methods and report formats or helping users to 

interpret findings in formats that we have developed previously (e.g., Torres et al., 2005). Either 

way, it takes creativity and conversation with the users to develop effective formats and 

approaches, but the time invested is amortized when strategies are reused in later years or other 

projects. Even in established, long-running projects, new questions may arise that necessitate 

new analysis or reporting methods. 

Reporting Formats. Evaluation reports often serve different purposes. As evaluators, we 

may want to back up findings and recommendations with a thorough discussion of methods and 

a complete analysis of the data informing the conclusions. But after devoting much time and 

effort to prepare detailed reports, it can feel like they go out into a void – it is unclear who, if 

anybody, reads or uses the findings. Perhaps the user has difficulty sifting through a long, text-

heavy report to locate the actionable findings, or has less interest in the methods than in the 

implications. Over time, we have developed a few strategies (outlined below) to help maximize 

the use of reports by presenting them in focused and easily digested formats. 

Executive Summaries. Some projects involve several components spanning multiple 

years. The findings from such projects are voluminous and can result in book-length reports. In 

this case, we use a “catalog” approach, building a thorough record of our methods and analyses 

that serves as a permanent record for us and as a source to write shorter reports and prepare 

presentations. Building the catalog first helps us to streamline reports because we know we can 

use it to supply any details that the user wants to know, rather than trying to anticipate those 

needs and risk overstuffing the report. Shorter Executive Summaries provide broad outlines of 

the projects and summaries of the most relevant findings. For example, our summative report on 

the Inquiry-Based Learning (IBL) Centers Project (Laursen et al., 2011) ran to 175 pages. The 

key findings were highlighted in a 13-page Executive Summary, then further distilled into a two-
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page summary (Laursen, 2015). Each document meets a different intended use for a different 

intended audience. The two-page document has been shared with hundreds of FD participants to 

build participants’ belief in IBL methods by summarizing the supporting research, while 

workshop participants have used the Executive Summary to build support for IBL methods with 

skeptical colleagues in their departments. The full report is mainly used by those most interested 

in the methods and detailed findings, including researchers, grant officers, and the program 

leaders. Here the primary users had a goal of providing evidence about inquiry-based teaching 

methods that they hoped would be persuasive to others, so crafting evaluation findings into 

publishable research papers was also an important reporting strategy for this project. 

Dashboard Reports. For some FD projects, we want evaluation reports to serve as a 

formative tool and also provide benchmarking as new facilitators learn to implement an 

established program model. For formative evaluation, timeliness is of the highest importance so 

that data-driven adjustments can be made mid-project. We need to be able to collect, analyze, 

and report data back very quickly to facilitators and program leaders while the events are still 

fresh in their minds and so that they can follow up with ongoing participant needs. 

To meet this purpose, we developed what we call a “dashboard report” (e.g., Hayward & 

Laursen, 2013; Smith, 2013). Rather than relying on long passages of explanatory text, it is a 

highly visual report template filled with charts. The entire process can be quickly replicated for 

each iteration of the program: we create a new data “collector” to send the same electronic 

survey to each new cohort of participants, feed the results into the data table of the report 

template, and generate a new report in a matter of days. Snapshots of these components are 

provided in Figure 1. After automatically generating the report, all that is left to do is a bit of 

fine-tuning so that it is ready for sharing. We also write some short, explanatory text to help 

interpret the graphical results and place them in context by comparing them to prior years. For 

example, it may not mean much to see a pre-workshop motivation rating of 3.81 climb only to 

3.95 following a workshop. So we might explain that, “Motivation was already high prior to the 

workshop, which is expected given that participants have committed a week to learn to 

implement new instructional methods. This pattern is normal year after year and is not cause for 

concern.”  

While we generate such reports through Qualtrics survey software and an Excel template, 

similar processes could be developed through other software. Some statistical packages such as 

Commented [SKS1]: Embed figures 1. a,b,c near this 
paragraph 
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SPSS and R even allow the user to save and rerun analysis scripts. Thus a new dataset can be 

analyzed quickly by simply rerunning all of the existing analysis scripts. The results can then be 

fed into a standardized report template. Reports in this standard format can be compared across 

time to help provide benchmarks and identify trends. We find that FD facilitators are more likely 

to read and discuss these short, visual reports compared to longer, text-heavy reports. Discussing 

and comparing reports over time makes improvements visible and helps identify opportunities 

for future growth. Therefore, the dashboard format helps us as evaluators to provide timely 

feedback and helps the users by making findings more actionable. 

Appendices. Standardized report formats can easily become repetitive. To remove 

repetition, we move some sections to a separate appendix that applies across the project. For 

example, for FD programs that repeat annually, it is not necessary to include a full description of 

the project and evaluation methods in every report; rather, they can be presented one time in an 

appendix that is cited in each report (e.g. Laursen et al., 2021). The user can focus on the new, 

individualized results for that particular report. 

Annual Summaries. When engaging in continuous improvement throughout a project, 

methods and processes are not completely repetitive, so we supplement the Appendix with an 

Annual Summary document. Individual reports offer results from each iteration, but the annual 

summary identifies patterns year-to-year (e.g. Laursen et al., 2021). We discuss how leaders used 

prior data to implement changes, what the new data indicate about those changes, and what 

recommendations we have for the next iteration. Again, the documents serve different purposes 

for different users. Individual reports are used by facilitators and program leaders to help 

facilitate the cycle of continuous improvement, while the annual summary documents the 

process, makes growth visible to facilitators and leaders, provides process-based lessons for 

other projects, and serves as a summative evaluation document for funders and other 

stakeholders. 

Other Formats. As projects continue, evaluation results may provide interesting new 

insights that are applicable for different audiences beyond the primary intended user(s). These 

can be shared in creative ways so that they are easily accessible. Products such as short videos 

(e.g., Yoshinobu & Laursen, 2021) or blog posts (e.g., Yoshinobu, 2021) can provide key 

findings more broadly and more quickly than traditional academic publishing can. 
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Taken together, these varied strategies provide a flexible set of choices that help ensure 

that relevant results are shared quickly and effectively with various audiences in ways that are 

appropriate and actionable. Recently, we’ve begun to supplement these passive reporting 

strategies with more active “data conversations” to help users interpret evaluation results and use 

data to plan next steps. 

Data Conversations. Patton argues that one of the outcomes of UFE is that “as a result 

of being involved in an evaluation, primary intended users learn to reason like an evaluator and 

…  [this increases] participants’ capacity to use evaluative logic and reasoning” (p. 229). In an 

effort to achieve this, we try to involve facilitators in interpreting evaluation results and turning 

them into actionable next steps by engaging them in discussing the report. When we do, we give 

them time to individually read and process the reports before hosting a virtual meeting to discuss 

findings and plan changes together. During these meetings, we help the project team to make 

data-informed decisions and we provide insight from our broader experiences. By engaging 

directly with facilitators, we provide an opportunity to build a sense of ownership not just of 

their efforts on the FD itself, but also of the evidence and outcomes. Project team members may 

share evaluation results as part of their own professional activities such as blog posts, conference 

presentations, or events at their institutions. 

Conclusion: A case study of UFE for faculty development workshops 

Utilization-focused evaluation provides a framework to design and conduct evaluation 

work. Not every project evaluation will reach the same level of utilization, but when done well, 

UFE not only evaluates, but also helps to improve projects. We have presented strategies 

separately, so we close this chapter by sharing a successful example of how the strategies were 

used in concert to empower a team’s continuous improvement efforts over the course of a 

project. 

The example project was the third in a series of projects our team evaluated that used 

faculty development workshops to teach mathematics instructors to implement inquiry-based 

learning. The first project in the series offered four independently-developed workshops. The 

second project built upon the first by synthesizing best practices from the four workshops and 

from research to develop a single workshop model that could be replicated (Yoshinobu et al., in 

press). The third project focused on building capacity to deliver the workshops more broadly. 
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More than 25 faculty developers learned to implement the workshop model and then offered 14 

intensive workshops over five years. These developers also collectively developed ways to reach 

new audiences through offering online versions of the intensive workshops and by traveling 

around the US to lead two dozen shorter workshops for instructors who weren’t yet ready to 

commit to an intensive workshop but were interested in learning more. 

Since our team had experience evaluating the prior IBL workshop projects, our first 

interaction with the project teams utilized the earlier evaluation results to help the teams learn 

about the workshop model and the theory behind its design. The model was fairly well defined 

with 4 “strands” serving various purpose, but teams had flexibility to customize it a bit by 

varying the sequence or content within each strand. (For a full discussion of the model, see 

Yoshinobu et al., in press). Sharing our broader experience across multiple projects helped teams 

to make modifications that still served the larger purpose of each workshop strand. For example, 

in some early workshops, participants told us on post-workshop surveys that they did not see the 

point of the “Reading Sessions” strand that shared research evidence in support of inquiry-based 

learning. Personally, they were already convinced by the evidence in support of IBL and had 

committed a week to attend an intensive workshop about it.  

This finding might have encouraged facilitators to eliminate these sessions. However, 

data also showed that the utility of the sessions often became evident later, as participants 

reported using material from the Reading Sessions to help make the case for inquiry learning to 

skeptical colleagues or students back at their home institutions. Seeing the larger context over 

time helped the project teams decide to refine those sessions rather than get rid of them. They 

reframed the strand as “Literature to Practice” and broadened its original purpose, using research 

literature to not only build support for IBL but more deeply inform participant understanding of 

student learning. After the redesign, the post-workshop feedback on this strand was much 

improved and participants still found the evidence base useful in the longer term as well. Thus, 

the new teams not only learned to implement the established workshop model, but also improved 

it. By situating findings within the larger context, we helped the teams to preserve essential 

features of the workshop that could have been lost if changes were made based on only a single 

evaluation finding. 

Since the project offered the workshop 14 different times, we used a dashboard report 

template to provide easily digestible results quickly (e.g., Archie et al., 2020; Archie, Hayward, 
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Daly, & Laursen, 2021). After we prepared each workshop report, we sent it to the lead team and 

the facilitators to review individually. We then hosted group sessions to discuss the report and 

make plans for improvements for the following year. We opened with questions rather than 

statements: we asked the facilitators for their thoughts and reflections on the report and the 

workshop itself. While debriefing evaluation results certainly has the potential to be difficult and 

emotionally charged, we found the opposite to be true. In fact, the meetings often included a 

good amount of socializing, so we started referring to these meetings as “data happy hours.” 

Each year, the teams used evaluation results to make some tweaks to their workshop 

implementation. We summarized the themes from the year and described these planned 

modifications in a document we called the “Synthesis and Study Methods” (Laursen et al., 

2021). We added to it annually, updating with new themes and planned modifications and 

reflecting on the impact, if any, of the modifications from the previous year. This document 

catalogs the continuous improvement efforts throughout the project, including topics like 

reworking the Reading Sessions into the Literature to Practice strand, making deliberate efforts 

to provide synthesis and coherence across the strands at the workshop, and ongoing efforts to 

improve diversity and inclusion across the project team, the participants, and the examples of 

classrooms shared at the workshops. In capturing our understanding of the data each year, the 

document enriches and complements the final quantitative report on the project’s achievements 

(Archie, Hayward, & Laursen, 2021). 

Facilitators engaged in this ‘cycle of inquiry’ throughout the project, using data to 

evaluate and fine-tune their practices year-to-year. While the evaluation team captured these 

outcomes in our annual summary documents, over time, the project team expressed a desire to 

have greater ownership of the evaluation results and outcomes of the project. We hosted 

collaborative sessions to develop a handbook of best practices for running FD workshops. The 

handbook is filled with contributions from the facilitators based on their experiences and 

supported by data collected by the evaluation team (E&ER & AIBL, 2021).  

Facilitators also took ownership of some of the formative evaluation tasks as the project 

progressed. For example, in the beginning, an evaluation team member conducted the “Gots and 

Needs” activity with participants at each workshop as a daily formative assessment. In later 

years, facilitators took on the “Gots and Needs” themselves. In the beginning of the project, each 

facilitator was responsible for running a single strand. Someone from our evaluation team 
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observed and helped the facilitators to notice things that sometimes could get overlooked as they 

focused on the logistics of running their separate strands: quiet participants, themes that recurred 

across strands, or topics that needed to be revisited in more depth. As the project progressed and 

teams grew, facilitators also took on this role of observing and synthesizing. The facilitator 

assigned to this role observed throughout the day, offered big-picture insights to their fellow 

facilitators, and provided synthesis for participants via morning introductions and afternoon 

debriefs. Sometimes more experienced facilitators would fill the role to let others run strands and 

other times, new facilitators would fill this synthesizing role as a way to observe how the entire 

workshop functioned before they were responsible for running one of the strands in later 

workshops. In general, we find that as facilitators become more familiar with evaluation and 

begin to think like an evaluator, internalizing how the feedback cycle improves their work, they 

are able to take on some formative evaluation activities that use less formal data collection 

methods and enable rapid refinement. 

The collaboration between the evaluators and project team catalyzed improvement in 

both directions. Conversations with the project team helped us to improve our methods to make 

the evaluation more useful. The workshop model includes ongoing follow-up activities 

conducted via a group email listserv in the year following each workshop. Originally, we used 

frequency-based metrics such as number of messages per participant. But these did not answer 

the question the team was most interested in: what practices can facilitators use to create 

productive follow-up conversations? To answer this question, our group developed a new 

analysis method to code not just the frequency and volume of interaction, but the content of 

those interactions. Our team had to develop new skills to analyze relational data via social 

network analysis methods (Hayward & Laursen, 2018). We used the lessons learned from this 

analysis and shared it with the facilitator teams at an annual planning meeting. The facilitators 

then used these findings to develop strategies for more productive listservs. We found, for 

instance, that conversation prompts timed to align with participants’ contexts were more likely to 

generate responses and create a discussion than did more generic prompts. Timely prompts 

include topics such as asking participants about their first day plans at the start of the academic 

year, or about strategies for gaining student feedback on their course towards the middle and end 

of the term. At the planning meeting, the teams incorporated this finding by creating a calendar 

of timely conversation starters to use throughout the upcoming year. 
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Over the course of the project, we learned a lot about successful faculty development and 

wanted to collaborate with others involved in similar work. So as the end of the project 

approached, the project team and evaluators co-hosted a summit for discipline-based professional 

developers across a variety of STEM disciplines. About 50 faculty developers met for 3 days in 

fall 2019 in order to exchange strategies and build collaborative relationships (AIBL, 2019). 

Though this one-off event required significant grant support, similar events may be useful every 

few years as the field continues to develop and grow. 

On the whole, implementing UFE on this project supported the project team’s efforts to 

grow and improve. They used data both to plan changes and then to reflect on the effects of those 

changes in subsequent iterations. A facilitator on a workshop project explained during a focus 

group that, 

As someone who is not on the lead team for this grant, it has been 

incredibly helpful to me to see the evaluation side. It makes me think that as a 

principal investigator, perhaps I should be sharing my evaluation pieces with my 

[team]….  [The evaluation team’s] communication piece is really important for 

people who want to improve in this work. It's important to me that your 

communication doesn't just go to project leaders but it goes to people who are 

involved at sort of the next level down in terms of [leading the FD]. 

UFE has shifted this facilitator’s view: They no longer see evaluation as a summative 

judgement for project leaders or funders; instead, they see it as a tool for improvement to 

be leveraged by the entire project team. They have learned to "reason like an evaluator.”  
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Figures 

FIGURE 1. Dashboard template example. 

(a)   

(b)  
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(c)  

This visual conveys participants’ pre-workshop teaching practices much more concisely than 

text would. The blank report template of panel A is overly busy because it contains all possible 

labels. The evaluator copy/pastes the results from the data analysis software into the blank cells 

of the data table in panel B. This automatically creates the new visual that only needs a bit of 

cleaning up to remove extraneous labels before it is publication ready (panel C) and can be used 

to quickly identify patterns. 
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