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Abstract

We propose a novel approach for the computation of dynamic stochastic equilibrium models.

We design an FPGA specialized in the computation of a bellman equation via value function

iteration (VFI). Our hardware approach documents significant speed gains vis-a-vis GPU-

based data-parallelization techniques. The speed gains arise from two layers of parallelism,

accessible to hardware developers: instruction-level and pipeline parallelism at the logical

resources level. By and large, the paper highlights significant computational speed gains from

hardware specialization.
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People who are really serious about software should make their own hardware - Alan Kay

Steve Jobs, iPhone Keynote, 2007

1. Introduction

How do we get the most out of our scarce resources? We specialize. This paper illustrates

an application of this principle to the field of computational economics.

From the genesis of the Internet of Things to the development of machine learning, the

rise of the Information Age has witnessed an unprecedented increase in the demand for
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computational power. In order to cope with this technological challenge, major corporations

- like Google, Intel and Microsoft - have recently stopped relying on commodity general

purpose hardware (i.e. CPUs) and have instead started developing their own chips. In

2017, Google presented its custom accelerator for machine learning applications: the Tensor

Processing Unit (TPU). Using the words of a distinguished hardware engineer at Google:

“This is roughly equivalent to fast-forwarding technology about seven years into the future

(three generations of Moore’s Law)”.1

The main contribution of this paper is to bring this hardware approach to the macroe-

conomists’ table. To this end, we propose a class of chips, whose hardware is explicitly

designed to be fully customizable by the user: the Field-programmable gate array (FPGA).

Following Aldrich et al. [2011], we illustrate the potential of this technology in a standard

RBC model. We design an FPGA specialized in the solution of a bellman equation via

value function iteration (FPGA approach). In doing so, we present a novel parallelization

scheme (the assembly line algorithm) and compare the speed gains vis-á-vis the GPU data-

parallelization scheme proposed in Aldrich et al. [2011] (GPU approach). Our work documents

∼10-fold speed gains in the solution of the bellman equation via value function iteration, on a

state space with 65536 and 4 points in the capital and productivity shock grids, respectively.

The speed gains are a byproduct of hardware specialization. FPGAs are integrated circuits

with (billions of) tiny transistors, organized in configurable logic blocks (CLBs)2. Differently

from CPUs and GPUs, the connections among FPGA’s transistors are not pre-designed by

the manufacturer. On the contrary, hardware developers can fully customize the routing

network between the CLBs3 to accelerate their target application. In this paper, we specialize

the FPGA’s hardware to solve a bellman equation via value function iteration. This approach

1“Google supercharges machine learning tasks with TPU custom chip.”, Jouppi [2016].
2 See Appendix A for an overview of the FPGA, CPU and GPU platforms.
3 Hardware developers can describe an FPGA image using description languages like VHDL (VHSIC

Hardware description language) or Verilog.
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grants access to two layers of parallelism, unaccessible to software developers: i) instruction-

level and ii) pipeline parallelism at the logical (CLB) resources level. Intuitively speaking, the

former determines the operations to be performed in parallel at every clock cycle, while the

latter organizes their synchronous execution along an assembly line. Inspired by its analogy

to Ford’s assembly line, we call this parallelization scheme the assembly line parallelism4.

The FPGA approach has proven extremely successful in a variety of sectors and fields5, from

genomics, medicine6, physics7 to banking and finance8. The chip is indeed particularly suited

for practical research purposes. First, conditional on knowing the hardware design principles9,

it is easily programmable10. Second, it saves the infrastructure costs and maintainance of a

cluster. Third, it fits any workstation.

In this context, the launch in 2017 of Unix Instances connected to FPGA chips (EC2

F1 Instances) on the Amazon AWS cloud platform could represent a breakthrough for the

diffusion of FPGA-acceleration, for at least two reasons. First, the cloud service dramatically

reduces the cost of entry to the FPGAs technology, by allowing users to lease instead of buying

the chip. Second, and more far-reaching, it allows developers to upload their FPGA images

4 Our assembly line parallelism draws on Henry Ford’s idea of organizing specalized workers around
an assembly line, where the output of one worker is the input of another. This technique has been vastly
exploited by hardware engineers to boost CPUs and GPUs’ performance. As CPUs are designed to efficiently
execute serial operations, they possess extremely efficient instruction pipelines (e.g., the RISC pipelines). As
GPU are designed to efficiently create and manipulate images, they possess extremely efficient graphical
pipelines (e.g. pipelines to speed up rendering operations). In the same spirit, as our FPGA is designed to
solve bellman equations via value function iteration, it possesses a pipeline that efficiently: 1) dissembles the
value function iteration algorithm in its atomic operations; and 2) organizes them back around an assembly
line.

5 For a comprehensive review, visit the Xilinx webpage https://www.xilinx.com/applications.html.
6 In genomics, it contributed to the introduction of high-speed “Next-Gen” DNA sequencing (Margulies

et al. [2005]) that bolstered breakthrough discoveries in medicine - supporting the first deep sequencing of a
tumor (Thomas et al. [2006]) with associated changes in cancer patients care.

7 Most recently, FPGA chips have been used for the digital signal processing operations that yielded the
first image of a black hole (Akiyama et al., 2019).

8 See De Schryver [2015]) for a review.
9 The entry cost to these principles may be easily circumvented by hiring/coauthoring with researchers

specialized in FPGA’s programming.
10 Appendix B describes the similarities between FPGA and software programming.
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on the cloud, facilitating the sharing of FPGA’s algorithms. For instance, the interested

reader can deploy our FPGA solution, by launching in Amazon AWS the Amazon Machine

Image (AMI): FPGA - Value Function Iteration Accelerator11.

Like the fall in the cost of DNA sequence has fostered breakthrough discoveries in genomics

and medicine, the fall in the entry costs to the FPGA technology provides an important venue

for the research and development of high-speed algorithms in macroeconomics. Fostered by

the recent development of heterogenous agents-model featuring nominal rigidities (Bayer

et al. [2019]) and a growing attention to the distributional effect of government policies, the

FPGA approach could find a promising area of application in the complex (and sometimes

unfeasible) estimation of heterogenous agents model. This paper provides a first step in this

direction, discussing the acceleration of one of the most expensive computational bottlenecks

involved in this process: the solution of a bellman equation.

By and large, these considerations suggest the presence of significant gains from hardware

specialization, so far unexplored by the macroeconomic literature.

2. Contribution

The optimization problem of agents with rational preferences rests at the heart of virtually

every macroeconomic model. In this context, the bellman equation (Bellman, 1957) is a

powerful tool that simplifies complex infinite-horizon maximization problems into two-period

problems of the form

V (x, z) = T (V ) = max
x′∈Γ(x,z)

F (x, z, x′) + β ·
∫
z′∈Z

V (x′, z′)Q(dz′, z) (1)

where agents observe the state (x, z) ∈ X × Z and choose a control x′ ∈ Γ(x, z) to maximize

current F (x, z, x′) and expected discounted payoffs β ·
∫
Z

V (x′, z′)Q(dz′, z).

11 AWS Link: https://aws.amazon.com/marketplace/pp/B07PLWCNCV
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Yet, solving a Bellman Equation is computationally challenging. Under suitable assump-

tions - described in the Banach Contraction Mapping Theorem (see, Stokey et al. [1989]) - it

is possible to approach arbitrarily close the limit function V , starting from any guess V0(·)

and iterating over the operator T nV0(·),

ρ(T nV0, V ) ≤ 1

1− β
ρ(T nV0, T

n+1V0) < ε

This approach may take many steps. In addition, the estimation of the structural parameters

may require solving the bellman equation several times, often in the order of millions.

The literature has coped with this computational challenge by proposing solutions that

(for the sake of exposition) fall into two categories: a software and a hardware approach.

The software approach focuses on developing efficient algorithms to solve the bellman

equation. Generally speaking, these algorithms exploit theoretical properties of the value

function to improve speed and/or accuracy12.

The hardware approach complements the software approach, by exploiting parellel com-

puting techniques in order to distribute the computational burden across several processing

units13. The standard in high performance computing is to use message passing systems

(like openMP and open MPI) to parallelize the peak-finding algorithm by distributing the

evaluation of the objective function at different grid points (x, z) ∈ X × Z across several

cores (data parellelism). As of today, this approach requires the set-up and maintainance of

complex infrastructure, like clusters, massively parellel processing (MPPs) and grids. Most

recently, Aldrich et al. [2011] illustrate the potential of a much lighter hardware platform that

would fit any workstation: the graphics processing units (GPU). GPUs are particularly apt

to exploit the type of data level parellelism involved in the computation of bellman equations

12 See Aruoba et al. [2006] for a review and discussion of these methods in the context of an RBC; 2)
refined maximization procedure (e.g., Fella [2014], Gordon and Qiu [2015]).

13 See Fernández-Villaverde and Valencia [2018] for a practical guide to parallel computing in economics.

5



via value function iteration, owing to their rich endowments of processing units (ranging from

100 to 5000 cores). In their seminal paper, Aldrich et al. [2011] document speed gains akin to

parallelizations on small scale super-computers.

This paper builds a bridge between these two approaches: we propose a chip (the FPGA)

that allows the implementation of (software) algorithms at the hardware level.

The rest of the paper is organized as follows. Section 3 lays out the model. Section 4

discusses the computational algorithm. Section 5 introduces the assembly line parallelism.

Section 6 presents the results and examines the origins of the speed gains: the assembly line

parallelism. Section 7 discusses applications and extensions. Section 8 concludes.

3. The Model

In the spirit of Aldrich et al. [2011], we illustrate the FPGA approach in the context of a real

business cycle model. The representative household chooses consumption c and capital k′ to

solve the bellman equation

V (k, z) = max
c,k′

c1−η

1− η
+ β ·

∫
z′
V (k′, z′)Q(z′, z)dz′ (2)

s.t. c+ k′ = zkα + (1− δ)k

where the log-productivity z follows an AR(1)

ln zt+1 = ρ ln zt + εt+1, εt+1 ∼ N
(
0, σ2

)
(3)

The model has 6 parameters. For the sake of comparison, we calibrate them as in Aldrich et al.

[2011] to match features of the U.S. quarterly data: risk aversion η = 2, subjective discount

factor β = 0.984, return to scale parameter α = 0.35, depreciation rate δ = 0.01, persistence

of the log-productivity shock ρ = 0.95, volatility of the innovation on the log-productivity
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Table 1: Parameters’ Estimates

Parameter Value Description

β 0.984 Subjective discount factor
η 2.000 Arrow-Pratt relative risk aversion coefficient
α 0.350 RTS parameter
δ 0.010 Depreciation rate
ρ 0.950 Persistence of the AR(1) log-productivity process
σ 0.005 Volatility of the innovation of the AR(1) log-productivity process

Note: Parameters are set to match features of the U.S. quarterly data.

shock σ = 0.005. Table 1 summarizes the parameters.

4. The Computational Algorithm

We design an FPGA to solve the bellman equation in (2) via value function iteration. The

FPGA is connected to a host (linux) machine that uses C libraries to: a) initialize and launch

the FPGA; and b) read back the results. The algorithm begins in the host and uses C14 to:

i. Define the capital grid k and (via Tauchen [1986]’s method) the productivity shocks’

grid z and the stochastic matrix Q(z′, z);

ii. Compute the wealth matrix, W = {w ∈ R+ : w(k, z) = zkα+(1−δ)k,∀(k, z) ∈ (K×Z)};

iii. Define a guess of the value function V0 over the discretized state space, (K× Z);

iv. Initialize the FPGA with matrices {V0, Q(z′, z),W}, vectors {k, z} and parameters

{η, β, ε};

v. Launch the FPGA.

14 For the sake of comparison, our C codes are built from the C++ codes provided by Aldrich et al. [2011].
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Second, the FPGA solves the value function iteration step i

V i(k, z) = max
k′∈K

F (k, z, k′) + β ·
∑
z′

V i−1(k′, z′)Q(z′, z)dz′

up to convergence of the value function ||V i − V i−1|| < ε. In particular,

1. Given V0, the FPGA uses the binary search algorithm discussed in Section 4.0.1

(and detailed in Appendix C.2.1) to solve the value function iteration step for any

(k, z) ∈ K× Z and get a new guess of the value function V1;

2. Let || · || = sup
(k,z)∈K×Z

| · | denote the sup-norm. If the update satisfies the convergence

criterion ||V1 − V0|| < ε, convergence is reached and the algorithm exits the loop.

Otherwise, the FPGA sets V0 = V1, and iterates over 1-2 until convergence.

Once the convergence is reached, the host reads the value function V ∗1 and policy function

G∗ back.

4.0.1. Binary Search Algorithm

The maximization is performed using the recursive binary-search algorithm developed in

Appendix C.215. The algorithm reaches a solution in 15 stages. At each binary stage

n ∈ {1, 2, . . . , 14, 15} the algorithm:

1. Evaluates the objective function at three nth-stage indexes {i(n, j)}j∈{1,2,3}, with the

exception of the final stage, where the algorithm evaluates the objective function at 4

indexes {i(n, j)}j∈{1,2,3,4}.

2. Determines the nth-stage indexes {i(n, j)}j∈{1,2,3} using a recursive selection rule16 that

depends on the (n − 1)th-stage maximizer j∗(n − 1) and a sufficient statistic of the

15 The interested reader can refer to the appendix for all the details.
16 To the best of our knowledge we are the first to propose this selection rule.
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history of previous binary-stages’ maximizers h∗(n− 1).

5. The Assembly Line Parallelism

Each value function iteration step i

V i(k, z) = max
k′∈K︸︷︷︸

Peak-Finding

F (k, z, k′) + β ·
∑
z′

V i−1(k′, z′)Q(z′, z)dz′︸ ︷︷ ︸
Objective Function h(k,z,k′)

involves two distinct operations: 1) the evaluation of the objective function, h(k, z, k′); and

2) the peak-finding algorithm.

Figure 1: The Assembly Line Parallelism
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Stage 1
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Note: The figure illustrates the organization of the 15 binary stages along the assembly line. Given the
state (z, k), the previous stage maximizer j∗(n− 1) and a sufficient statistic of the history of previous
binary-stages’ maximizers h∗(n − 1), each binary-stage updates j∗(n) and h∗(n). After 15 stages, the
assembly line returns the value function V (k, z) and maximiser i∗(k, z).

The instruction-level and pipeline parallelism operate on both these dimensions. On one

side, the instruction-level parallelism determines the operations to be performed in parallel

at every clock cycle. The appendix details how the algorithm parallelizes the instructions

involved in the computation of the objective function (Appendix C.1) and in each binary stage

(Appendix C.3). On the other side, the pipeline parallelism exploits the recursive structure of
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the binary search algorithm to organize the synchronous execution of these operations along

an assembly line, as illustrated in Figure 1 (and detailed in Figure C.7).

6. Implementation and Results

This section compares and discusses the time required to solve the bellman equation via value

function iteration in the GPU and FPGA chips, using the binary search algorithm discussed

in Section 4.0.1 (and detailed in Appendix C.2.1).

Table 2: Solution Time Comparison

FPGA GPU

Time
Initialization 0.25 0.01
Solution 1.42 13.69
Reading 0.75 0.01
Total 2.42 13.71

Platforms’ Technical Specification
ASICs 16 nm Xilinx UltraScale Plus NVIDIA Tesla K80
Max Clock (MHz) 250 875
Cores - 4992

Note: Time (in seconds) to find the solution to the Bellman equation via value function iteration in the
FPGA (Col 1) and in the GPU (Col 2) using the binary search algorithm discussed in Section 4.0.1. The
time is categorized in: allocation of the device (row 1), solution (row 2), transfer of the results back to the
host (row 3) and total (row 4). The results are obtained as averages of 1000 models calibrated as in Table
1. The grids on capital has 65536 points. We set ε = 1e-10, where ε is the tolerance of the convergence
criterion ||V1 − V0|| < ε. We set the clock of the FPGA at 250 MHz. Platforms : a) The FPGA results are
obtained using a 16 nm Xilinx UltraScale Plus mounted on a node with Intel(R) Xeon(R) CPU E5-2686
v4 2.30GHz, 8 CPUs/node. b) The GPU results are obtained using an NVIDIA Tesla K80 with 4992
cores mounted on a node with Intel Xeon CPU E5-2680 v3 2.50GHz, 2 CPUs/node.

In the FPGA we implement the assembly line parallelism discussed in Section 5 (and

detailed in Appendix C.3). Conversely, in the GPU we implement the data-parallelization

scheme proposed in Aldrich et al. [2011], since GPUs are: i) best suited for data-parallelism17

17 Due to the lack of high bandwidth access to cached data, GPUs perform at their best in data-parallel
processing with little reuse of input data. Since the assembly line parallelism makes extensive reuse of cached
data, it is outperformed in the GPU by the data-parallelism proposed by Aldrich et al. [2011].
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and ii) do not provide the FPGA’s hardware flexibility necessary for syncronizing the

parallelism at the logical resources (CLB) level18.

Table 2 reports the results. The FPGA results are obtained using a 16 nm Xilinx

UltraScale Plus mounted on a node with Intel(R) Xeon(R) CPU E5-2686 v4 2.30GHz, 8

CPUs/node. The GPU results are obtained using an NVIDIA Tesla K80 with 4992 cores

mounted on a node with Intel Xeon CPU E5-2680 v3 2.50GHz, 2 CPUs/node.

Our simulations record significant speed gains: the FPGA is 9.64 times faster than the

GPU (13.69 vs 1.42) in solving the bellman equation (C.2) via VFI using the binary search

algorithm. For completeness, we also report the time required to initialize and read back

the results from the chips. The GPU outperforms the FPGA in this context. If we factor

in these components the FPGA is approximately 6 times faster. Importantly, the network

interconnection between the host and guest machines (FPGA and GPU) are similar, so

future developments in this dimension are likely to drastically reduce this difference19. While

we acknowledge the presence of important margins of improvement in this dimension, we

also take the occasion to stress that the final goal of this paper is to introduce the FPGA

technology and to illustrate its potential for accelerating the solution’s time of a bellman

equation.

The speed gains arise from the possibility of synchronizing the parallelism at the logical

resources (CLB) level. As a result, although GPU’s cores are up to three times faster than

our FPGA’s clock, the gains from hardware specialization more than offset the lower clock

speed. The next session explores the determinants of the speed gains, by investigating the

assembly line parallelism workflow.

18 Although GPUs allow to program the pipeline parallelism at the binary stage level, they do not allow so
at the CLBs level. The GPU’s compiler takes care of this level of detail.

19 The difference that we observe arises from a low performing algorithm in the communication with the
FPGA. In particular, the C code copies and reads information from and to the FPGA element by element
rather than in blocks.
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6.1. The Assembly Line Parallelism Workflow

This section exploits the analogy between the pipeline algorithm and Ford’s assembly line to

illustrate the assembly line parallelism workflow.

Figure 2: The assembly line parallelism workflow
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Note: This figure illustrates the assembly line workflow associated to each iteration step V i = T iV 0. The
horizontal dimension denotes the allocation of FPGA resources, while the vertical dimension denotes the
evolution of time.

The pipeline algorithm orders the binary stages around the assembly line. Each binary

stage is organized like a team of workers. Each worker - defined as a set of logical units like

DSP and CLBs - is assigned a position (and task) in front of the assembly line treadmill -
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defined as the set of registers connected to the master signal.

Figure 2 illustrates the time evolution (vertical dimension) of the assembly line workflow

(horizontal dimension) inside the FPGA. In each clock cycle, a worker reads information

from the assembly line treadmill, performs a set of instructions, and returns the result on the

treadmill. For example, in the first clock cycle 1Tck (first row), worker 1 reads the first state

variables (z1, k1) (white circle), performs her task, and returns the result on the treadmill.

In the next clock cycle 2Tck (second row), worker 2 (idle until now) reads the results of

worker 1 on (z1, k1) (white circle), performs her task, and returns the result on the treadmill.

Meanwhile, worker 1 has already started working on the second input (z1, k2) (blue circle).

So, after two clock cycles the assembly line has two operations performed in parallel. As time

unfolds, the assembly line is gradually loaded with new state variables. After 60 clock cycles,

60 workers are operating in parallel, the first binary stage is completed and the second binary

stage is about to start. After 900 clock cycles, the 15 binary stages are fully loaded and the

assembly line returns the first value function V1(k1, z1) and maximizer i∗(k1, z1). From this

moment on, the FPGA starts producing at full potential: at every clock cycle it yields a new

V1(ki, zi).

What determines the pace of the assembly line treadmill? The clock is the single master

signal that determines the speed at which all operations in the circuitry act simultaneously.

In principle, the faster the clock the faster results are produced. Yet, the clock speed cannot

be set arbitrarily high. If the clock is too fast, the FPGA workers are not able to perform

their operations at the required pace and return wrong results.

In order to increase the speed, the hardware developer can exploit the trade-off between

logical resources and speed. The idea behind this optimization strategy is very simple: having

more workers doing less. Reducing the instructions per worker, at the cost of a longer

treadmill (registers) and more workers (logical resources) allows to increase the clock speed.

Yet, this strategy faces two constraints. First, a longer treadmill with more workers consume

13



more logical resources and registers, up to the point of congestion of the FPGA. Second, the

fact that instructions are not infinitely divisible limits how many workers can be added.

In our implementation, we exploit this trade-off and push the clock of the FPGA up to

250 MHz (250 millions of jobs per second). So once full, our assembly line returns V1(ki, zi)

every 4.00ns (1/250 MHz).

At this point, rationalizing the speed gains is an accounting exercise. Given that conver-

gence is reached after 1352 iterations (when the tolerance is ε =1e-10), the time required

to estimate the value function (net of negligible overhead time costs) on the state space of

(Nk, Nz) = (65536, 4) can be computed using the following decomposition

Time = 1352︸︷︷︸
No Iterations

· 65536︸ ︷︷ ︸
Nk

· 4︸︷︷︸
Nz

· 1

250 · e6︸ ︷︷ ︸
Clock

= 1.42 sec (4)

7. Case Study and Policy Implications

The FPGA approach has proven extremely successful in a variety of sectors and fields, from

genomics, medicine to physics and finance. This section discusses an application in the

context of risk management during the financial crises.

Notably, while the theoretical limits in the forecasting ability of risk models have received

general attention by the financial literature20, the computational limits in the estimation of

these models have been vastly neglected. Amidst the financial turmoil, the estimation of the

risk parameters of JP Morgan complex derivative portfolios required more than 10 hours in

a cluster of thousands of cores (Feldman [2011]). This delay was long enough to make the

information content of the estimates obsolete21, exacerbating the well-documented inability

20 Such as Dańıelsson [2002], Dańıelsson [2008], fostering research on risk measures (Frittelli et al., 2014)
and changes in the regulations of banking (Basel III) and insurance (Solvency II) industries.

21Using the words of his leading manager Stephen Weston, “It was a bit like driving your car on the freeway
at 90 miles per hour by looking in the rear view mirror. It could be fun, but there’s a high probability it
could be a destructive activity.”
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of risk models to account for systemic risk. In 2011, JP Morgan directly tackled the problem.

After a first attempt to accelerate their estimation via GPUs (with a 15-fold speed-up), they

hired a specialized company to take advantage of FPGA chips. The new platform reduced

the execution time by a factor of 130, from 10 hours to 4 minutes. More far-reaching, the

gains of relaxing the computational feasibility constraint went beyond the faster execution

of the estimation. Traders were able to change the parameterization of the model to assess

different scenarios and better inform their investment decisions.

This case study shows important micro-prudential policy implications of FPGA acceler-

ation. Similarly, the growing attention to the distributional effect of government policies -

fostered by the recent development of heterogenous agents-model featuring nominal rigidities

(Bayer et al. [2019]) - suggests that the FPGA approach could find a promising area of

application in the complex (and sometimes unfeasible) estimation of heterogenous agents

models22.

8. Conclusions and Extensions

In the last decades, the use of highly-specialized chips (like, FPGAs and ASICs) has be-

come pervasive across several sectors and fields. From bitcoin mining to machine learning

accelerators, there has been a growing acknowledgment of the gains arising from hardware

specialization. The main contribution of this paper is to bring this “hardware” approach to

the macroeconomists’ table.

To this end, we design a Field-programmable gate array (FPGA) specialized in the

solution of bellman equations via value function iteration. Our hardware approach proposes a

22 Although, these models provide a powerful tool to quantitatively assess the effect of government policies
on firms and households’ distributions, the richness of predictions is hindered by their computationally
expensive and time consuming estimations. The global search over the parameters’ space may require solving
the bellman equation several times (even in the order of millions), restricting the richness of heterogeneity
that can be studied. In addition, as the number of parameters to be estimated rise, the estimation slips into
the curse of dimensionality problem and may become unfeasible.
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novel parallelization scheme and documents significant speed gains vis-á-vis GPU-based data-

parallelization techniques. The speed gains are a byproduct of the hardware specialization.

The hardware flexibility grants access to two levels of parallelism, which are unavailable

to software developers: i) the instruction-level and ii) pipeline parallelism at the logical

resources level. We label this parallelization scheme as the assembly line parallelism.

This paper highlights the presence of important gains from FPGA acceleration in the

context of heterogenous agents model, which we plan to explore in our future research.

Importantly, the plethora of computational issues in economics which could benefit from

FPGA-acceleration goes beyond the solution of bellman equations. Since FPGAs are best

suited to handle large scale computational problems whose solutions are computationally

intensive and exploit a recursive algorithm, machine learning, montecarlo simulations, and

maximum likelihood estimation seem promising areas of application.

To conclude, we would like to discuss a venue that could significantly reduce the cost

of access to the FPGA technology: the use of FPGA compiler specialized in translating

C/Matlab codes into customized digital circuits23. Although the use of FPGA compilers is

not yet the standard in the FPGA designers world, recent years have shown signs of early

adoption. Drawing from the successful experience of C compilers in replacing the direct

assembler programming of CPU, major developments in FPGA compilers could drammatically

reduce the cost of access to the FPGA acceleration in the years to come.

Far from claiming the existence of “one chip to rule them all”, our work highlights

the presence of important gains from hardware specialization, so far unexplored by the

macroeconomic literature.

23Among others the Fpga C compiler and the Matlab HDL Coder.
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Appendix A. An overview of the FPGA, CPU and GPU chips

Like CPUs and GPUs, field programmable gate arrays (FPGAs) are integrated circuits (IC) with (billions of)
tiny transistors. Differently from CPUs and GPUs, the transistors in the FPGA are organized in configurable
logic blocks (CLBs) and their connections are not pre-designed by the manufacturer, but can be programmed
by the user. In particular, using a description language, like VHDL (VHSIC Hardware description language),
the hardware developer can customize the routing network between the CLBs to define his target application.
In this paper, we specialize the hardware to solve a bellman equation via value function iteration.
This hardware flexibility comes at the cost of a less specialized hardware architecture. While CPUs and
GPUs’ transistors are efficiently located and wired to perform their pre-designed tasks, FPGA’s CLBs are
not. To allow the implementation of a wide variety of target applications (such as, the solution of a bellman
equation), FPGAs need to provide a fairly general hardware architecture. As shown in Figure A.3, FPGA’s
configurable logic blocks are organized in a generic grid, supported by a rich interconnections of routing
resources.

Figure A.3: The FPGA architecture

Note: The FPGA hardware architecture comprises: 1) configurable logic blocks (CLBs), i.e. the logic
blocks - containing transistors and storage capability - used to implement the user-defined functions; 2)
the network of routing that connects the CLB together; 3) I/O blocks that allows for off-chips connections.
Source: Farooq et al. [2012].

This lack of hardware specialization has benefits and costs: it allows developers to customize the hardware to
user-specific needs, but resources are lost in the process. To accomodate the rich variety of routing demands,
the programmable routing interconnect covers almost 90% of the FPGA’s area (Farooq et al. [2012]). As a
result, FPGAs are larger and more power consuming than ASICs - application-specific integrated circuits -
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specialized in performing the same task (say, solving the bellman equation). In addition, CLBs and routing
resources are not efficiently utilized: transistors in the CLBs are often idle, and the richness of interconnections
slows down the communication across CLBs. Therefore, FPGA’s clock speed is slower than CPUs and GPUs.
In spite of these considerations, the gains from customizing the algorithm at hardware level more than
compensate these drawbacks.

Appendix B. FPGA’s programming

In this section, we overview the steps involved in creating and sharing an FPGA image in Amazon AWS. In
doing so, we relate them with the more familiar phases involved in the creation of a software solution (like
a C++/CUDA application). So, instead of stressing the technical differences we highlight the conceptual
similarities between the two approaches.

Appendix B.1. Step 1: Description of the FPGA image.
In this phase the hardware developer uses a description language to customize the FPGA’s hardware to
accelerate his application. In this paper, we describe our FPGA’s hardware using VHDL (VHSIC Hardware
description language), and specialize it to solve a bellman equation via value function iteration. The output of
this phase is a VHDL file (.vhd) containing the list of hardware elements and their connections used in order
to describe the solution inside of the FPGA. Although description and software languages are very distinct,
they also share several elements in common. As instance, both languages use very similar syntax constructs
to describe their executables, like for/while loop, if-then statement, functions, variable declaration, structures,
arrays,. . . The main difference is that while software (say C) files are set of instructions that are executed by an
existing hardware, VHDL files are set of instructions that create a new hardware (by connecting together the
atomic logic elements that are needed to perform the given task). This also means that a VHDL programmer
should take into account two crucial physical dimensions when describing an hardware: how logical units are
connected within each other (space) and when the instruction has to be executed (time).
Similar to software programming, the description of an FPGA is not platform specific. Accordingly, like any
software code, the VHDL code can be produced using any text editor.

Appendix B.2. Step 2: Implementation of the FPGA.
In this phase, the hardware developers synthesize their VHDL code into an FPGA platform. Broadly speaking,
one can think at the implementation of the FPGA as the compilation, assembly and linking phase in software
programming. The output of this phase is the FPGA image, which can be thought as the executable in
software programming. While the description of an FPGA image is not platform specific, its implementation
is platform specific, since it requires to physically interconnect the FPGA’s CLBs as described in the VHDL
code. For our purpose, we implement our VHDL code using the Xilinx® Vivado® design software.

Appendix B.3. Step 3: Sharing of the FPGA image in Amazon AWS.
The platform specific nature of FPGA images has hindered the diffusion of FPGA acceleration among the
research community until very recently. In 2017, Amazon AWS has introduced in their cloud platform Unix
Instances connected to FPGA chips (EC2 F1 Instances), completely disrupting this technological barrier.
In fact, the cloud service allows developers to share their FPGA’s image on the cloud as Amazon Machine
Image (AMI). Importantly, like any executable, the Amazon AMIs do not require to be synthesized and are
ready for use.
As instance, the interest reader can replicate the results in this paper by launching in Amazon - AWS,
the Amazon Machine Image (AMI) named FPGA - Value Function Iteration Accelerator, AWS Link:
https://aws.amazon.com/marketplace/pp/B07PLWCNCV.
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Appendix B.4. Step 4: Using the FPGA image in Amazon AWS.
For instructions on how to use our FPGA - Value Function Iteration Accelerator the interest reader can refer
to the practical guide available at the following link
https://www.dropbox.com/s/uk830btetq8yes6/VFI-Accelerator-FPGA-Tutorial.pdf?dl=0

Appendix C. The FPGA Approach to VFI

The value function iteration algorithm solves the value function iteration step

V i(k, z) = max
k′∈K︸︷︷︸

Peak-Finding

F (k, z, k′) + β ·
∑
z′

V i−1(k′, z′)Q(z′, z)dz′︸ ︷︷ ︸
Objective Function

up to convergence of the value function ||V i − V i−1|| < ε.
Each step i involves two distinct operations: 1) the evaluation of the objective function, 2) and the peak-
finding algorithm. The instruction-level and pipeline parallelism operate on both these dimensions. The
former determines the operations to be performed in parallel at every clock cycle. The latter organizes the
synchronous execution of these operations along an assembly line.

Appendix C.1. The Evaluation of the Objective Function
The first layer of parallelism interests the arithmetic operations24 required for computing the objective
function h(k, z, k′) of the bellman equation

h(k, z, k′) ≡ F (k, z, k′)︸ ︷︷ ︸
Return Function

+β ·
∑
z′

V (k′, z′)Q(z′, z)︸ ︷︷ ︸
Continuation Term

(C.1)

given the state (k, z) and control k′. First, we premultiply β ·Q(z′, z). The continuation term involves then

four multiplications to determine β ·
∑
z′

V (k′, z′) ·Q(z′, z). The return function F (k, z, k′) ≡ (w(k, z)− k′)1−η

1− η
involves a subtraction, w(k, z) − k′, a multiplication, 1/(1 − η), and a power function (·)1−η. The power
function is a transcendental function; as such, it is computationally very expensive. It involves three operations:
a logarithm, a multiplication, and an exponential (i.e., in formula, x1−η = exp((1 − η) · lnx). Table C.3
summarizes the operations required for the evaluation of the objective function at (k, z, k′).
The instruction-level parallelism optimizes the computation of the objective function, by parallelizing the
computation of its operations. Figure C.4 illustrates how.
First of all, the return function and continuation term are computed in parallel. On one side, the FPGA
executes the substraction, power function, and multiplications involved in the return function. On the other
side, the FPGA simultaneously computes the continuation term and waits (25 clock cycles) for the return
function to be ready. The operation concludes by adding the two terms. Figure C.4 shows that it takes 51
clock cycles (51 Tck)25 to evaluate the objective function at every (k, z, k′).

24 The arithmetic operations are performed using either Digital Signal Processors (DSP) - that is, specialized
hardware in the FPGA - or CLBs. Though in principle the hardware developer could customize these arithmetic
operations - by implementing faster algorithms proposed in the literature - the DSP are in general faster.

25Computation in the digital world is a synchronous operation in which all the elements of the circuitry act
simultaneously under the government of a single master signal which is named clock. Section 6 will discuss
the frequency of the clock in more detail.
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Figure C.4: The Instruction Level Parallelism

Note: The Figure illustrates the instruction-level parellelism involved in the computation of the objective
function, given the state (k, z) and control k′. The horizontal dimension denotes the evolution of time. The
algorithm parellelizes the computation of the return function (top half) and continuation term (bottom
half), taking as given: 1) the parameters (η,β); 2) the wealth w(k, z); 3) the value functions V (k′, z′i)
and transition matrix Q(z′i, z), for i ∈ {0, 1, 2, 3}. The computation of: a) the return function entails
the sequential execution of a substraction, power function and multiplication; b) the continuation term
entails the parallel execution of 4 multiplications, followed by the parallel execution of 2 additions, in turn
followed by the sequential execution of an addition (that finalizes the computation of the integral in C.1).
The results are then added together. Importantly, since the power function is computationally expensive
(32 clock cycles vs 5 clock cycles for the multiplication), the algorithm adds delays to the computation of
the continuation term, before adding it to the return function.
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Table C.3: Map of Operations in the Objective Functions

Adds/ Subs Multiplicators Logarithm Exponential

F (k, z, k′) 1 2 1 1

β ·
∑
z′

V (k′, z′)Q(z′, z) 3 4 - -

h(k, z, k′) 5 6 1 1

Note: Accounting of the arithmetic operations involved in the evaluation of the objective function in (2) at
state (k, z) and control k′.

Section Appendix C.3 discusses how the assembly line parallelism organizes the synchronous execution of the
operations involved in the computation of the objective function.
Remark. It is important to stress that CPUs and GPUs are not extraneous to instruction-level parallelism.
On the contrary, their performance relies heavily on two layers of instruction-level parallelism: static and
dynamic. The static instruction-level parellelism happens at software level, and it refers to the ability
of the compiler to identify instructions that can be parallelized (in the sequential code). The dynamic
instruction-level parellelism happens at hardware level, and it refers to the ability of CPUs and GPUs to
identify instructions that can be parallelized at run time. As it is easy to imagine, the success of these
types of parallelism is application specific: GPUs outperform CPUs in graphical computing tasks, while
CPUs outperform GPUs in processing general serial code. By design, the FPGA instruction-level parallelism
outperforms the one of CPUs and GPUs in solving bellman equations via value function iteration.

Appendix C.2. The Peak Finding Algorithm
The second layer of parallelism interests the peak-finding algorithm:

V (k, z) = max
k′∈K

(w(k, z)− k′)1−η

1− η
+ β ·

∑
z′

V (k′, z′)Q(z′, z)dz′ (C.2)

s.t. w(k, z)− k′ > 0

given the state (k, z). The maximization is performed using a binary search algorithm that: a) Evaluates
the objective function at 3 different indexes in each binary stage; and that b) uses a recursive algorithm to
determine the 3 indexes over which to evaluate the objective function in the next binary stage.
Since the pipeline parallelism builds on the structure of the binary search algorithm, we first discuss the
binary search algorithm and then the pipeline parallelism.

Appendix C.2.1. Binary Search Algorithm
The maximization is conducted using a binary search algorithm over a capital grid of Nk = 65536 points.
The solution is reached in 15 stages. At each binary stage n ∈ {1, 2, . . . , 14, 15}, the algorithm:

1. evaluates the objective function described in equation (C.1) {h(k, z, k′(i(n, j)))}j∈{1,2,3} at the 3
nth-stage indexes {i(n, j)}j∈{1,2,3} with i(n, j) ∈ {0, 1, 2, . . . , Nk − 1}, with the exception of the final
stage, n = 15, where the algorithm evaluates the objective function at 4 indexes {i(n, j)}j∈{1,2,3,4};
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2. Returns the maximizer j∗ = arg max
j∈{1,2,3}

{h(k, z, k′(i(n, j)))}26, and the associated maximizer i(n, j∗) ∈

{0, 1, 2, . . . , Nk − 1}.

3. Selects the nth-stage indexes {i(n, j)} in a set G(n) ⊂ {0, 1, . . . , Nk − 1} of feasible indexes g(n, l) ∈
{0, 1, 2, . . . , Nk − 1}

G(n) =

g(n, l) : {0, 1, 2, . . . , 4 · 2n−1 − 1} → {0, 1, . . . , Nk − 1}
∣∣ g(n, l) =

Nk
2n+1︸ ︷︷ ︸
Step(n)

·l

 (C.3)

according to the following selection rule

{i(n, j)}j∈{1,2,3} =

i(n, j) : {1, 2, 3} → {0, 1, . . . , Nk − 1}
∣∣ i(n, j) =

Nk
2n+1︸ ︷︷ ︸
Step(n)

·(h∗(n) + j)

 (C.4)

where h∗(1) = 0, and
h∗(n+ 1) = 2 · h∗(n) + j∗(n) (C.5)

and where

j∗(n) =



0 if h(k, z, k′(i(n, j∗ = 1))) is the max27

1 if h(k, z, k′(i(n, j∗ = 1))) = h(k, z, k′(i(n, j∗ = 2)) are the max

2 if h(k, z, k′(i(n, j∗ = 2))) is the max

2 if h(k, z, k′(i(n, j∗ = 1))) = h(k, z, k′(i(n, j∗ = 2))) = h(k, z, k′(i(n, j∗ = 3)))

3 if h(k, z, k′(i(n, j∗ = 2))) = h(k, z, k′(i(n, j∗ = 3))) are the max

4 if h(k, z, k′(i(n, j∗ = 3))) is the max

(C.6)

handles the mapping of the j∗ maximizer to the selection of the nth-stage indexes {i(n, j)} for
n = 1, . . . , 14, and with j∗(15) = j∗.

Formulas (C.4), (C.5) and (C.6) fully describe the binary search algorithm implemented in the FPGA and
GPU. In the next section we illustrate the algorithm with an example.

Appendix C.2.2. Binary Search Algorithm: An Example
The maximization search is conducted over a capital grid of Nk = 65536 points. The binary search algorithm
reaches the solution in 15 binary stages. The reason is the following. Every stage n of the binary search
algorithm halves the cardinality of the search range R(n) = Nk/2

n−1 (i.e. the range of potential solutions
k′): R(1) = 65536 candidates in the first stage, R(2) = 32768 candidates in the second stage, R(3) = 16384
candidates in the third stage, so on so forth. The yellow areas in Figure C.5 captures this dynamic,

R(n+ 1) =
R(n)

2
. Hence, the solution is reached in at most 16 stages (O(ln2 65536)). Since the last stage

performs a 4 point comparison, the solution is reached in 15 stages.
With the exception of n = 15, each binary stage n ∈ {1, 2, . . . , 14} evaluates and compares the ob-
jective function (C.1) {h(k, z, k′(i(n, j)))}j∈{1,2,3} at 3 nth-stage indexes {i(n, j)}j∈{1,2,3} with i(n, j) ∈
{0, 1, 2, . . . , Nk − 1}. The 3 nth-stage indexes are represented by the red lines in Figure C.5.

26In the last stage j∗ = arg max
j∈{0,1,2,3}

{h(k, z, k′(i(n, j)))}.
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Figure C.5: Binary Search Algorithm: An Example
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The grey lines in Figure C.5 illustrate graphically the evolution of the set of feasible indexes g(n, l) ∈
{0, 1, . . . , 65535}, that is the set of indexes among which the 3 nth-stage indexes {i(n, j)}j∈{1,2,3} (red lines)
are selected at every stage n. In order to efficiently cover the search range R(n) (yellow areas), the set
G(n) ⊂ {0, 1, . . . , 65535}

G(n) =

g(n, l) : l ∈ {0, 1, 2, . . . , 4 · 2n−1 − 1} → {0, 1, . . . , Nk − 1}
∣∣ g(n, l) =

Nk
2n+1︸ ︷︷ ︸
Step(n)

·l


uniformly spreads the feasible indexes g(n, l) (grey lines) at distance Step(n) of each other. In the first stage
n = 1: g(1, 1) = 16384, g(1, 2) = 32768, g(1, 3) = 49152. As the search range R(n) halves at every binary
stage n (yellow areas), the set of feasible indexes gradually becomes finer: the distance between the feasible
indexes halves (as captured by Step(n)), while the cardinality of the feasible set |G(n)| doubles (as captured
by l ∈ {0, 1, 2, . . . , 4 · 2n−1 − 1}).
Each binary stage n evaluates the objective function (C.1) {h(k, z, k′(i(n, j)))}j∈{1,2,3} at the 3 nth-stage
indexes {i(n, j)}j∈{1,2,3} and returns the maximizer j∗ = arg max

j∈{1,2,3}
{h(k, z, k′(i(n, j)))}, and accordingly,

i(n, j∗) ∈ {0, 1, 2, . . . , Nk − 1}. In our example, i(1, j∗ = 3) = 49152, i(2, j∗ = 3) = 57344, i(3, j∗ = 2) =
57344,. . .
As emerge intuitively in Figure C.5, the selection rule of the nth-stage indexes (red lines)

{i(n, j)}j∈{1,2,3} =

i(n, j) : {1, 2, 3} → {0, 1, . . . , Nk − 1}
∣∣ i(n, j) =

Nk
2n+1︸ ︷︷ ︸
Step(n)

·(h∗(n) + j)


depends on both the evolution of the set of feasible indexes G(n) (grey lines)

G(n) =

g(n, l) : {0, 1, 2, . . . , 4 · 2n−1 − 1} → {0, 1, . . . , Nk − 1}
∣∣ g(n, l) =

Nk
2n+1︸ ︷︷ ︸
Step(n)

·l


and the history of maximizers

h∗(n+ 1) = 2 · h∗(n) + j∗(n)

where h∗(1) = 0 and j∗(n) is described by (C.6). In general, h∗(n) provides a sufficient statistic for the
evolution of the search range. In particular, the index h∗(n) determines at every stage n the minimum index
Step(n) · h∗(n) in the search range R(n), that is the index associated to the left extreme of the yellow areas.
Hence the algorithm uses formula (C.4) to uniformly spread the red lines {i(n, j)}j∈{1,2,3} at Step(n) distance
of each other, in order to efficiently cover the search range.
Equation (C.5) uses h∗(n) to track the evolution of the search range over each binary stage. The formula has
a clear AR(1) interpretation. The first term, h∗(n), keeps memory of the search range at stage n. Notice,
in order to be used at stage n + 1 the term has to be pre-multiplied by 2, since every stage doubles the
number of feasible indexes (grey lines)28. Conversely, the second term uses the winner at stage j∗(n) to
select the search range at stage n+ 1. For instance, if the stage 1 winner is j∗ = 3 (Figure C.5), then the
formula yields h∗(2) = 4, which select {i(2, j)}j∈{1,2,3} = {40960, 49152, 57344} and covers the search range
{32768, . . . , 65535}.

28For instance, a grey line with index l = 3 at stage n− 1 corresponds to a grey line with index l = 6 in
the next stage n.
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The implementation phase exploits the recursive structure of this binary search algorithm to build up the
pipeline parallelism. The next session discusses the details.

Appendix C.3. The Assembly Line Parallelism
The pipeline parallelism exploits the recursive structure of the binary search algorithm to organize the binary
stages around an assembly line, as illustrated in Figure C.6.

Figure C.6: The Assembly Line Parallelism
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Note: The figure illustrates the organization of the 15 binary stages along the assembly line. Given the
state (z, k), the previous stage maximizer j∗(n−1) and a sufficient statistic of the history of previous-stages
maximizers h∗(n − 1), each binary-stage updates j∗(n) and h∗(n). After 15 stages, the assembly line
returns the value function V (k, z) and maximiser i∗(k, z).

For the sake of exposition, let us think at each binary stage as a production team. The 15 teams (binary
stages) are assigned:

1. a position n ∈ {1, 2, . . . , 14, 15} in the assembly line;

2. a task, represented by the orange cloud in Figure C.6. To perform their task, teams need three
inputs, as denoted by the three lines entering each orange cloud from the left: the state (k, z) and
the two indexes necessary to select the 3 nth-stage indexes {i(n, j)}j∈{0,1,2,3} at which to evaluate the
objective function {h(k, z, k′(i(n, j)))}j∈{0,1,2,3}. The two indexes are represented by: i) the previous
stage maximiser j∗(n− 1) ∈ {0, 1, 2, 3}, as defined in formula (C.6); and ii) a sufficient statistic for
the history of previous winners h∗(n− 1), as defined in formula (C.5).

The task consists in the operations described in the bottom half of Figure C.7). In particular, each
binary stage: a) uses formula (C.4) to select the 3 nth-stage indexes {i(n, j)}j∈{0,1,2,3} at which to
evaluate the objective function {h(k, z, k′(i(n, j)))}j∈{0,1,2,3} (4 in the last stage); b) accesses the
memory to retrieve all information needed to calculate the objective function; c) evaluates the objective
function at {i(n, j)}j∈{0,1,2,3} as described in Section Appendix C.1, Figure C.4; d) compares the
objective functions and determines the stage maximum and maximiser; e) returns three outputs, as
illustrated by the three lines exiting each orange cloud to the right in Figure C.6: e.i) the objective
function h(k, z, k′(i(n, j∗))) at j∗; e.ii) the maximiser j∗(n), as defined in (C.6); e.iii) the history
of maximizers at stage n, h∗(n), as defined in (C.5). Importantly, each binary stage performs these
operations simultaneously, introducing a further layer of instruction-level parallelism.

3. a team of workers. A worker is defined as the logical units in charge of completing a set of
instructions within a clock cycle. The number of clock cycles required to complete a binary stage
(60 Tck) determines the number of workers per team. In each binary stage, workers are assigned a
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Figure C.7: The Assembly Line Parallelism: Details
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Note: The figure illustrates the organization of the Assembly Line Algorithm. The top half of the figure
illustrates the 15 binary stages. The bottom half of the figure details the instructions involved at each
stage over the clock cycles.

29



position along an assembly line, as illustrated at the bottom of Figure (C.7). In our implementation,
the first 5 workers in each binary stage select the 3 nth-stage indexes and access the memory, the next
50 workers evaluate the objective functions as illustrated in Figure C.4; the last 4 workers determine
the stage maximum and maximiser and return the results to the next stage.
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