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Abstract

Cointegration methods suitable for estimation and testing with nonstationary data are applied to U.S.

time series data on age-specific fertility rates, female labor force participation rates, women’s wages,

and male relative incomes. Likelihood ratio tests indicate the existence of two cointegrating relations

that are identified as a fertility equation and a labor supply equation, respectively. Estimated long run

relations and short run dynamics are consistent with economic models of fertility and female labor

market behavior.

Keywords: Fertility, Cointegration, Time Series Models. 
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1. Introduction.

Models of fertility based on economic theories of behavior have been subjected to rigorous

conceptual and empirical scrutiny (see Olsen, 1994, and Macunovich, 1996a, for surveys and Murphy,

1992, and Smith ,1981, for critical reviews). Advances in survey data sets and statistical methods

suitable for microdata analysis have fostered a flowering of household fertility studies (Hotz, Klerman,

and Willis, 1997). At the same time, however, most empirical analysis of aggregate fertility patterns has

relied on traditional regression methods, with little influence from recent developments in multiple time

series methods appropriate for nonstationary variables. 

Although important theoretical propositions are testable with individual data, understanding of

trends and patterns in fertility behavior at the societal level requires aggregate analysis (Ryder, 1980).

Possible determinants of fertility, such as total unemployment rates, may not vary across a sample of

individuals, requiring the evaluation of their impacts with aggregate time series data. The aggregation of

individual effects to make statements about total fertility is also problematic, as the composition of the

population changes over time. Some effects that are measured at the individual level may reflect

changes in individuals’ positions within a society, and these effects will not be present at the societal

level. Alternatively, social contagion may induce behavioral changes across a population that are not

reflected in individual differences.

Analysis of aggregate time series data has its own considerable challenges. Aggregates, such as

total fertility rates, reflect both the level of age-specific fertility and its timing, whereas the analysis of

age-specific rates allows these effects to be disentangled. Fertility and its determinants are most likely

nonstationary time series that trend or drift persistently away from their initial values. Such
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nonstationarity may undermine classical estimation and inference with traditional regression procedures,

leading to spurious inferences about relations among variables. Furthermore, the principal determinants

of fertility, e.g., women’s wages, female labor force participation, husband’s incomes, are quite possibly

endogenously determined in conjunction with fertility decisions. This problem of endogenous regressors

can undermine the identifiability of the fertility model, rendering the relations unestimable. Even if the

relations are identified, the problem of endogenous regressors leads to inconsistent least squares

estimators of model parameters.

The objective of this paper is to revisit a simple economic model of fertility, employing

contemporary time series methods that are suitable for the challenges described. In particular,

estimation and testing is performed within the cointegration model of Johansen (1995) that is

appropriate for analyzing relations between nonstationary time series. Cointegration exists when there

are one or more stationary linear relations among a set of nonstationary variables. Johansen’s

procedure allows the empirical determination of the number of stationary relations, and produces

maximum likelihood estimators of the parameters of these relations. Subject to valid identifying

restrictions, these estimators are consistent even in the presence of endogenous explanatory variables.

Furthermore, these estimators are governed by asymptotic normal distributions, permitting valid

statistical inference with conventional test statistics. Finally, to capture information on both the level and

timing of fertility, the analysis is applied to two age-specific fertility rates covering the prime childbearing

years of U.S. women. 
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2. Empirical Economic Studies of Fertility with Aggregate Data.

Economic models of fertility are grounded in either Easterlin’s (1980b) relative income

hypothesis or the New Home Economics (NHE) of Becker (1981) and Willis (1973). The former

theory emphasizes the role of male incomes, relative to economic aspirations, as the driving force

behind fertility and female labor force participation. Economic aspirations of young adults are

determined by material conditions prevailing in their parental homes during their teenage years, when

their parents would be close to their prime in earnings capacity.  An increase in relative income shifts

preferences in favor of childbearing and away from labor force activity by young adult women. 

In the full Easterlin model relative income is determined by the size of the young adult cohort

relative to that of prime aged adults, both measured contemporaneously (Easterlin 1980a). An unusually

large cohort of young adults faces competition from their peers in education and employment

opportunities, with adverse consequences for their earnings. At the same time the earnings of their

parents, attached to a smaller birth cohort, may have been unusually high, contributing to the formation

of high material aspirations by the younger generation. Therefore, relative cohort size influences both

incomes and economic aspirations of each generation as they face decisions concerning fertility and

labor market activity in their early adult years. Empirical tests of the Easterlin model have been surveyed

by Pampel and Peters (1995) and Macunovich (1998).

The NHE model stresses the role of female wages, representing the opportunity cost of

childbearing, as a determinant of fertility. Female wages are seen to have both (positive) income and

(negative) substitution effects on fertility, with opposite effects on female labor force participation.

Income from sources other than women’s wages is expected to have a positive effect on the demand
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for child services, assuming such services are a normal good. Becker hypothesizes that child services

have both quality and a quantity dimensions, so that rising incomes need not necessarily lead to larger

desired numbers of children. Surveys of empirical studies of the NHE model are provided by

Macunovich (1996a) and Hotz, Klerman, and Willis (1997).

Given the previous surveys of empirical studies of fertility cited above, it is unnecessary to

provide another general overview here. The objective of this section is to assess previous aggregate

studies of economic models of fertility from the perspective of contemporary time series analysis. This

review emphasizes the issues arising from the nonstationarity of variables and considerations of

endogenous regressors that are characteristic of empirical studies of fertility with time series data.

Numerous studies of fertility from the NHE or the relative income perspectives employ

questionable exogeneity assumptions to “achieve” identification of their models. Female wages are

treated as exogenous, for example, in Butz and Ward (1979), Shapiro (1988), Lee and Gan (1989),

and Winegarden (1984), often in interaction terms involving other variables. Wage rates depend upon

work experience, which is interdependent with fertility. Consequently, the treatment of female wages as

exogenous in these regressions raises, at a minimum, the possibility of simultaneity bias, and at worst

underidentified models. 

Although Mincer (1963) contends that fertility and female labor market activity should be

modeled with two separate equations, many researchers include female labor force participation as an

argument in their fertility equations. Butz and Ward (1979) and Ermisch (1979, 1980), for example, use

this variable to aggregate families with both working and nonworking women, leading to interaction

terms involving female labor force participation rate and the other explanatory variables. Although these
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researchers treat the endogeneity of female labor force participation with instrumental variables

procedures, this variable appears as an exogenous regressor in the fertility models of Shields and Tracy

(1986) and Pampel (1993).

Other researchers have explicitly dealt with the endogeneity of female labor force, women’s

wages, and fertility participation with simultaneous equations techniques that produce consistent

estimators by use of instrumental variables. Sprague (1988) and Devaney (1983) estimate two-

equation systems with fertility and female labor force participation rates as jointly dependent variables,

while also treating female wage endogeneity through instrumental variables. In Macunovich’s (1996b)

model fertility and labor force participation do not appear as regressors in the equation for the other

variable, and she handles the problem of wage endogeneity by controlling for education, age and

experience differences in the construction of her variables.

Although these latter studies move towards a solution to the problem of endogeneity of

explanatory variables in the fertility equation, they may not go far enough. The entire system of variables

involved in aggregate fertility models is subject to rampant endogeneity.  Labor force participation,

women’s wages, and fertility are joint outcomes of interdependent decisions made by men and women

throughout their young adult years. In addition, male incomes are affected by female wages and labor

force participation as a result of possible substitution between male and female workers in labor

markets. Even relative cohort size may be endogenous, in so far as immigration responds to labor

market conditions to influence the population of young adults. None of the traditional explanatory

variables in fertility equations provides the exogeneity that is necessary for traditional econometric

identification and estimation of structural models.
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A further concern with many aggregate fertility studies is the failure to deal with nonstationary

variables. Although both visual inspection (see Figures 1-5) and formal tests (section 4) indicate that

fertility and its covariates are nonstationary, most studies have ignored this issue. Notable exceptions in

the fertility literature include Abeysinghe (1991, 1993), Cheng (1996), Ermisch (1988), Macunovich

and Easterlin (1988), Masih and Masih (1999), Mocan (1990), Wang, Yip, and Scotese (1994), and

Wright (1989). All of these studies find that the variables in their models must be differenced to become

stationary, a property that undermines the validity of traditional estimation procedures and statistical

inferences in regressions involving undifferenced series.

If there is no stationary linear combination of these nonstationary time series, then all variables

must be differenced to stationarity prior to estimation and inference. This is the case for the models of

Wang, et al. (1994), who investigate the relations among total fertility, total weekly hours of work, and

real GNP, Cheng (1996) who considers the bivariate relation between the crude birth rate and the

female labor force participation rate, Macunovich and Easterlin (1988) in a bivariate model of age-

specific fertility and unemployment rates, and Wright (1989) who looks at bivariate relations between

male relative cohort size and total fertility in sixteen European countries. Mocan (1990) finds a

stationary linear combination between U.S. birth rates and divorce rates, but not between either of

these demographic variables and male or female unemployment rates. To the extent that these models

adequately capture the important theoretical determinants of fertility, this failure to find cointegration

among the variables is a serious indictment of the underlying theories. The absence of a stationary linear

combination implies that there is no long run relation among the variables, so that they may drift away

from each other over time. There may be short run interactions among the variables, which these studies
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have modeled as vector autoregressions involving the variables in differenced form. However, an

adequate theory of fertility should be able to account for its long run behavior, with common trends

among fertility and its determinants. 

The remaining studies have employed cointegration models, and their tests have found some

evidence for the existence of long run relations between fertility and economic determinants.

Abeysinghe (1993) examines relations between alternative measures of Canadian fertility, female

wages, and male (relative) incomes, finding mixed evidence of cointegration. Most coefficients,

estimated by a method that produces asymptotically normal and consistent estimators, have signs that

match theoretical expectations. 

Masih and Masih (1999) test a model of total fertility for Thailand that includes rates of

contraception usage, the infant mortality rate, girls’ secondary school enrollment rate, female labor force

participation, and real GNP as determinants. Although they find evidence of more than one long run

relation among these variables, they do not attempt to identify these as separate equilibrium equations.

Rather a single relation among all six variables is estimated using a nonlinear least squares procedure

that produces asymptotically normal coefficient estimators. They also use impulse response functions

and variance decompositions to examine the dynamic impact of exogenous shocks in each variable on

total fertility. However, without confidence bounds on these functions it is not possible to determine

which of these effects are statistically significant. One interesting finding from their variance

decompositions is that the economic variables (real GDP and female labor force participation) have

only minor influences on fertility, while contraceptive use and infant mortality play much stronger roles in

this developing country.
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Ermisch (1988) models parity-specific birth rates as determined by relative cohort size,

employment propensity, relative female to male wages, men’s wages, the proportion of the cohort at

risk of another birth, and four additional economic variables. Although he claims to find cointegration

across his categories, it is questionable that the reported test statistics are all significant, since critical

values rise (in absolute value) with the number of variables included in the model. Significance tests on

the coefficients in the cointegrating equations are based on ordinary least squares estimates, which

although consistent, lack the asymptotic normality required for valid inference.

Although the three studies by Abeysinghe, Masih and Masih, and Ermisch find some evidence

for cointegrating relations between fertility and its determinants, none of this support comes from U.S.

data. The other time series analyses of U.S. data show the relevant series to be nonstationary but not

cointegrated. However, tests of cointegration are not powerful, often requiring data spanning many

decades to obtain significant test results. Inferences may also be sensitive to the choice of cointegration

test, the specification of deterministic components (e.g., time trends and constant terms) in the model,

and variable definitions. In subsequent sections of this paper the question of cointegration in an

economic model of fertility and female labor force participation is reexamined with U.S. data.



11

3. Methodology.

Traditional regressions with time series data are grounded in the implicit assumption that the

variables in the model are stationary. Heuristically, a stationary time series returns quickly and frequently

to its mean value (or to a deterministic trend line), a proposition that does not appear to hold for the

variables common in fertility models (see Figures 1-5). A time series that must be differenced d times is

said to be integrated of order d, or I(d). The order of integration is also equal to the number of unit

roots in the stochastic difference equation characterizing the time series:

(1)
x a xt j t j t

j

p

= + +−
=

∑µ ε
1

A series’ order of integration may be tested with a sequence of Dickey-Fuller (1979) tests, as

suggested by Dickey and Pantula (1987). The initial hypothesis of two unit roots is tested from the

significance of  b in equation (2) using the critical values tabulated by Fuller (1996).

(2)
∆ ∆ ∆2 2

1

2

x b x xt t j t j t
j

p

= + + +−
=

−

∑µ γ ε

If the null hypothesis of two unit roots is rejected, the null of a single unit root is tested with the standard

Dickey-Fuller regression (3), allowing a deterministic linear trend, if appropriate, under the alternative

hypothesis:

(3)
∆ ∆x ct bx xt t j t j t

j

p

= + + + +−
=

−

∑µ γ ε
1

1
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Variables with differing orders of integration possess such dissimilar stochastic properties that

they are unlikely to be functionally related to each other. Most cointegration models involve variables

with identical orders of integration, and testing for the number of unit roots of each time series is the

logical first step in modeling multiple time series. The remainder of this section deals with the case in

which all variables entering the model are I(1). 

Although each variable is individually nonstationary, there may exist one or more linear

combinations of these variables that are stationary. In this case the variables are said to be cointegrated,

and these stationary linear combinations are the cointegrating equations. Let zt be the nx1 vector of time

series in the model, and $Nzt be the r stationary linear combinations (0#r#n). Then the variables in the

system are connected by the set of n dynamic equations, called an error correction model:

(4)∆ Γ ∆z z zt j t j t t
j

p

= + + +− −
=

−

∑µ δ β ε' 1
1

1

The 'j are nxn coefficient matrices, µ is a vector of constants, ε t is a nx1 vector of white noise error

processes, * is an nxr matrix of adjustment parameters, and $ is the nxr matrix defined above. 

Johansen (1991) begins with an unrestricted version of the error correction model, 

(5)
∆ Γ ∆ Πz z zt j t j t t

j

p

= + + +− −
=

−

∑µ ε1
1

1

where A is a nxn nonstochastic matrix whose rank, r, is the number of cointegrating equations. If r=0

there is no cointegration; if r=n the individual time series are actually stationary. For intermediate values

of r, A may be factored as Π =  δ β’, where * and $ are nxr matrices defined above. 
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Johansen presents two alternative tests for cointegrating rank based on maximum likelihood

estimation of the error correction model. Beginning with the null hypothesis r=0, the maximum

eigenvalue statistic tests against the alternative that r=1, while the trace statistic tests against r$1. If r=0

is rejected, the next level of cointegration is tested: r=1 against the alternative r=2 for the maximum

eigenvalue test, and against r$2 for the trace statistic. Testing continues until a given null hypothesis

cannot be rejected. Critical values for the test, which depend upon the deterministic components

included in the model, are reported in Johansen (1995).

Once the cointegrating rank has been determined, corresponding maximum likelihood estimates

of the parameters of the r cointegrating equations are contained in the matrix $. If only one

cointegrating relation is found, then the parameters of this equation are unique up to a factor of

proportionality. With higher orders of cointegrating rank, identifying restrictions must be imposed to

determine the coefficients in the multiple cointegrating equations. As in traditional simultaneous

equations models, identifying restrictions follow from underlying theory.

The maximum likelihood estimators of the coefficients in the cointegrating equations are

asymptotically normally distributed, allowing conventional tests of hypothesis on these parameters.

These estimators are also consistent, despite the possible presence of more than one endogenous

variable in each equation. The problem of simultaneity bias does not arise in cointegrating equations

because there can be no correlation between the nonstationary regressors and the stationary errors

defined by the cointegrating relations. 

The long run relations among the variables are embodied in the cointegrating equations. Their

short run dynamic responses to exogenous shocks can be examined through innovation analysis,
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showing how unanticipated shocks to each variable, or innovations, affect each of the other variables in

the system through time. For a system of cointegrated time series, the innovation analysis may be based

on the error correction model (4), or the unrestricted vector autoregression,

(6)
z A zt j t j t

j

p

= + +−
=

∑µ ε
1

Since the individual elements of ,t may be contemporaneously correlated, they cannot be

uniquely identified as innovations specific to each particular variable. This correlation between any pair

of disturbances represents a common component that affects the two corresponding variables

simultaneously. A common strategy in innovation analysis is to transform (6) to a system with

orthogonal errors, by identifying this common component as a shock unique to one of the two variables.

The assignment of the common components, referred to as the ordering of the variables, should reflect

an underlying theory of causal orders among the variables in the system.

The impact of the orthogonal innovations on each variable is represented by the impulse

response functions, which show how each variable responds to a one standard deviation innovation at

0, 1, 2, ... periods following the shock. The impulse response functions are analogous to dynamic

multipliers in a system with exogenous variables. Confidence intervals can be constructed around these

functions based on analytical approximations (Lutkepohl, 1990) to distinguish significant responses from

insignificant ones. The magnitudes of these responses are also described through a decomposition of a

variable’s forecast error variance into relative contributions from each variable’s innovation.
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4. Variable definitions and characteristics.

In modeling age-specific fertility rates explanatory variables have been defined to correspond

with the ages of the women giving birth. Fertility rates were chosen to span 

the ages of highest childbearing, with age divisions matching the data available on explanatory variables.

Consistency across variables was achieved with age categories of 20-24 and 25-34.

In the Easterlin model fertility and female labor market activity are influenced by incomes of

young males relative to those of their parents during late adolescence. For the younger age group the

income of young adult males is given by the income of all men aged 20-24, and their parental income is

defined as the income of males aged 35-44. Relative income for this group is the ratio of income of the

younger males relative to income of older males five years earlier, to reflect the formation of economic

aspirations during their late teenage years. 

For the 25-34 age category the construction of relative income is more problematic. At this age

young adults are between seven and sixteen years beyond their late adolescence, but a sixteen year lag

on parental incomes would cause a serious loss of sample observations. Consequently, a five year lag

on parental incomes, defined as incomes of males 45-54 years of age, is retained for this construction

also. Younger males are those aged 25-34. All income data employed in these definitions is from the

U.S. Bureau of the Census Internet Site “Table P-7. Age-People by Median Income and Gender:

1947 to 1997.”

For male relative cohort size no lagging of the older male population is necessary. In the full

Easterlin model economic opportunities are adversely affected by the size of one’s cohort, which

changes little as cohorts move through middle age. Consequently, relative cohort size is defined as the
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ratio of the population of males 20-24 over that of males 40-49 for the younger age category, and as

the population of males 25-34 divided by the number aged 45-54 for the older group. The older group

represents the cohort of the fathers, with the midpoints of these age intervals approximately one

generation older than the young males. Age-specific resident populations of males have been tabulated

from various numbers of the Current Population Reports, P-25 (U.S. Bureau of the Census, 1954-95)

and U.S. Bureau of the Census internet site, “Resident Population of the United States: Estimates by

Age and Sex.” 

Labor force participation rates for women aged 20-24 and 25-34 are collected from the

Handbook of Labor Statistics (U.S. Bureau of Labor Statistics 1989), Employment and Earnings (U.S.

Bureau of Labor Statistics 1990-1991, 1997-1998), and the Statistical Abstract of the United States

(U.S. Bureau of the Census 1991-1998). 

The wage series is constructed from the income in 1997 dollars of year-round, full-time female

workers, aged 20-24 and 25-34, reported in the U.S. Bureau of the Census internet site “Table P-7.

Age-People by Median Income and Gender: 1947 to 1997.” By using data on year-round full-time

workers, these figures are unlikely to be confounded with welfare payments, and young women are not

likely to receive large portions of unearned income. Therefore, these data are reasonably accurate

measures of female labor income. Dividing by 1750 hours of full time work per year (50 weeks at 35

hours per week of full time work) yields estimates of an hourly wage figure. These constructed wage

series closely track those constructed by Macunovich (1995) from the Current Population Survey

(CPS). There is one outlier in 1973 for the CPS data for younger women's wages, which does not

appear in the income based data.  When this observation is removed, the correlations between the CPS
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and income based wage series are 0.97 for the 20 to 24 year olds and 0.99 for the older group.

Fertility rates are collected for women aged 20-24, 25-29, and 30-34 from Historical Statistics

of the US: Colonial Times to 1970 (U.S. Bureau of the Census, 1975), and from Table 4 of the

National Vital Statistics Report (National Center for Health Statistics, 2000). The latter two rates are

aggregated using the relative populations of women in these two age categories, from the previously

cited sources for the male populations.

The use of total, rather than marital, age-specific fertility matches the comprehensive definitions

of the other series. Although male relative incomes are generally viewed as playing a role in marital

fertility, its influence on economic aspirations may also affect marriage rates (Easterlin, 1980a). Marital

fertility could therefore rise or fall as the economic prospects of young adults turn favorable, as both

numerator and denominator determining this rate increase by differing amounts. The use of total rather

than marital fertility avoids this weakness in the linkage between relative income and fertility rates.

After deleting observations corresponding to the five year lag on relative income, all data series

begin in 1952 and end in 1997. Plots of all variables and their first differences are displayed in Figures

1-5. All series show trends or smooth patterns characteristic of integrated time series. Explicit tests for

unit roots are presented in Table 1. Following Dickey and Pantula (1987) tests for the highest expected

number of unit roots (in this case two) are implemented first. For male relative cohort size in both age

categories, the hypothesis of two unit roots cannot be rejected, while this hypothesis is rejected soundly

for all other series. This result casts serious doubt on the use of relative cohort size as an indicator of

relative incomes. This point is confirmed by a comparison of the plots of the relative income and

corresponding cohort size series. For both age categories relative income trends downwards fairly
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persistently over the entire period, while relative cohort size shows long periods of both rising and falling

values. 

Others have questioned whether the linkage between relative cohort size and relative incomes

has been broken, for example, due to relatively open labor markets where incipient labor shortages or

surpluses would be mitigated by migration. Examining Canadian data, Abeysinghe (1991) found that the

association between relative cohort size and fertility that existed until 1976 has since been broken.

Wright (1989) found evidence of Granger-causality running from relative cohort size to total fertility for

only five of the sixteen European countries examined. The results presented in Table 1 confirm for the

United States the findings of Abeysinghe for Canada, and the majority of the European countries

investigated by Wright. Based on these results relative cohort size is eliminated from the fertility model

as a possible explanatory variable. 

Continuing with the unit root tests, Table 1 indicates that all remaining series are integrated of

order one. Only female wages for the older group is close to being stationary around a trend, with

rejection of the unit root hypothesis for this series at the 10% level but not at the 5% level. Concluding

that all four variables for each age group are I(1), traditional regression methods that assume stationarity

are precluded. There is, however, the possibility of cointegration among these variables that would

allow further investigation of long run relations between fertility, female labor force participation, female

wages, and male relative incomes.

5. A Cointegration Model of Fertility and Economic Variables.

Cointegration among the four variables is tested within Johansen’s (1995) framework, based on
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an autoregressive specification with three lags and with all variables in logarithmic form. A deterministic

trend is included in the cointegrating equations to accommodate the differing trend characteristics of the

four series. Residual diagnostics from this specification (Table 2) show no evidence of first order serial

correlation or nonnormality in the equations of either age group. 

For the 20-24 year age group both the maximum eigenvalue and trace statistics indicate exactly

two cointegrating equations (Table 2). In a multiple time series model with four I(1) variables, the

existence of two cointegrating relations reduces the total number of unit roots in the system from four to

two. The test results are therefore consistent with the pattern of estimated roots of the autoregressive

model, two of which are close to one (0.92) with all remaining roots considerably smaller.

The cointegration test results for the older group are more problematic. All hypothesized values

of r (the number of cointegrating relations) from zero through three are rejected by both tests, implying

that all four series are stationary I(0) processes. This implausible result is in conflict with the plots of the

individual time series and the Dickey-Fuller unit root tests, suggesting reliance on other information. The

roots of the autoregressive system are quite similar to those of the system for the younger group, with

two roots close to one (at 0.97) and the remainder substantially smaller. Based on this evidence the

hypothesis of two cointegrating equations is tentatively accepted for this system as well. 

With two cointegrating equations at least one identifying restriction (plus the standard

normalizing restriction) must be imposed on each equation to uniquely determine the parameters of

these equations (Pesaran and Smith, 1998). Consistent with the reasoning of Mincer (1963), one

equation is identified as a fertility equation with the female labor force participation rate excluded, and

the second equation is a labor supply equation with fertility omitted. With these exactly identifying
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restrictions imposed, the cointegrating equations for both age groups are reported in Table 3. 

For both age groups the coefficients on female wages, male relative income, and the trend term

are statistically significant, with signs that are consistent with theoretical expectations. Fertility is

inversely related to women’s wages and positively associated with male relative income, while the signs

on these coefficients in the labor supply equations are reversed. Interpreting these coefficients as long

run elasticities, the female wage effect on fertility is substantially larger for the younger age group (-6.0)

compared with the older category (-2.8). These estimates may be compared with Ermisch’s (1979)

total fertility rate elasticities for Great Britain, which range between -2.81 and -3.44 in his logarithmic

model specification. 

Although these estimated elasticities seem large, they are not unreasonable relative to the

historical changes in wages and fertility rates over the sample period. For women aged 20-24 this

estimate implies that a five percent rise in real wages (e.g., as occurred over the decade of the 1970s) is

associated with a 30 percent decline in the fertility rate of women in this age group. For example, taking

1970 as the base year for this calculation, a 30 percent decline in this rate would be from 0.1678 to

0.1175 children per woman (compared with the 0.1128 rate observed for 1979). The relatively large

wage elasticity for the younger group is consistent with behavior in which young families temporarily

postpone having children when women face favorable wage offers. For women aged 25-34, further

postponement of childbearing becomes less practical for physiological reasons, so that the response of

fertility to attractive wage conditions is not as large, although still statistically significant and substantial.

Conversely, the elasticity of fertility with respect to male relative income is substantially larger

for the older age category (3.9) compared with the younger (1.9). This outcome reflects the greater
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uncertainty that younger wives face regarding the stability of their marriages, leading them to discount

the future income that may flow to their family from their husbands’ current income. The relative

magnitudes of the income elasticities for female labor supply can also be interpreted in this light. An

increase in husbands’ incomes in younger families does not carry the same certainty of long run

economic support for their families as does a similar increase to male incomes in well established

families. Consequently, younger women reduce their labor force participation only slightly in response

to a rise in male incomes (a -1.0 percent elasticity for the 20-24 age group), while the more secure 25-

34 year old women curtail their labor supply much more sharply (with a -4.1 percent elasticity) in

response to the same percentage change in male incomes. 

The innovation analysis confirms the strong wage effects on fertility and female labor force

participation. The analysis summarized in Tables 4 and 5 and Figures 6 and 7 reflects an assignment of

common contemporaneous components according to the ordering: relative income, female wages,

female labor force participation, and fertility. Reversing the ordering of the last three variables did not

change the qualitative results discussed here.

Among women aged 20-24 the impulse response function shows a significant negative response

of fertility to wage shocks lasting ten years (Figure 6). Over this time horizon wage shocks account for

63 percent in the variation in total fertility rates according to the variance decompositions (Table 4).

Wage shocks also show significant positive impacts on female labor force participation. These effects

persist for fifteen years and account for 66 percent of the variation in labor supply at this time horizon.

Women aged 25-34 display responses in their fertility and labor supply behavior to wage shocks that

are similar in magnitude, timing, direction, and statistical significance (Table 5 and Figure 7).
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Contrary to the information in the cointegrating equations, innovations in relative income do not

significantly affect fertility or female labor force participation for either age group (Figures 6 and 7). As

unanticipated changes, relative male income innovations are apparently viewed as temporary, with

uncertain implications for the long run economic well-being of their spouses. Consequently, fertility and

labor supply responses are weak. 

The well-documented inverse relation between fertility and female labor force participation

(Lehrer and Nerlove, 1986) also materializes in the innovation analysis. Female labor supply responds

significantly to fertility shocks for both age groups, with up to 40 percent (for 20-24 year olds - Table

4) and 26 percent (for 25-24 year olds - Table 5) of the variation in labor supply accounted for by

fertility innovations. Conversely, there is no significant response of fertility to labor supply innovations

(Figures 6 and 7), despite the assignment of the contemporaneous component common to these two

variables to the labor force participation rate. 

6. Discussion and Conclusions.

Multiple time series analysis of fertility and its primary economic determinants confirms the

major propositions of economic theories of fertility. These conclusions are supported by a statistical

methodology that produces consistent estimators with conventional statistical distributions in the

presence of endogenous and nonstationary explanatory variables. For each of the two age groups

analyzed here, the finding of two cointegrating relations establishes the existence of common trends

among these nonstationary time series. Although the four time series individually drift or trend away

from their initial values, they are held together in the long run by two equilibrium relations. These two
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relation are identified as a fertility equation and a labor supply equation, with female wages and male

relative incomes carrying significant and plausibly signed coefficients. 

Differences in results between the two age groups add further support to the economic models

of fertility and female labor market behavior. The younger age group (20-24 year olds) face

expectations of greater marital instability, and these women incorporate this uncertainty into their

responses to economic changes. Consistent with this reasoning, the cointegrating equations indicate that

the long run relations between fertility and male relative incomes are considerably less elastic for the

younger age group as compared with 25-34 year olds. Similarly, the long run elasticity of female labor

supply with respect to male relative incomes is considerably smaller for the younger women compared

with the older age group, again reflecting the greater uncertainty of the long run economic implications

of changes in husbands’ incomes for other family members in these younger households. 

The importance of women’s wages in fertility and female labor supply behavior is confirmed in

the innovation analysis. Shocks to women’s wages have significant negative effects on fertility,

accounting for large proportions of variation in fertility for both age groups. In addition, innovations in

women’s wages positively and significantly affect female labor force participation rates, also explaining

large percentages of variation in labor supply for both age categories. Female labor force participation

is also found to respond significantly to shocks in the age specific fertility rates. However, the reverse

effect of labor supply shocks on fertility is not statistically significant, offering a new piece of evidence

on the direction of causal relations between these two variables. 
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