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Toward a neuroscience-informed evaluation of
language technology

M. Ali Bolg€un and Tatiana McCaw

Defense Language Institute Foreign Language Center, Monterey, CA, USA

ABSTRACT
With the ever-increasing number of available language
technology products, there is also a need to evaluate them
objectively. Unsubstantiated beliefs about what language
technology can and cannot do inside or outside the lan-
guage classroom often influence decisions about the choice
of language technology to be used. The declarative/proced-
ural model, which makes a clear distinction between the
declarative and procedural memory systems, can help to
provide an objective, neuroscience-informed evaluation of
language technology. The central argument in this paper is
that language technology caters predominantly to the
declarative memory system. This system is very effective in
forming explicit metalinguistic knowledge but does not
lead to automatic production or procedural ability. For
technology to promote procedural ability, it should instead
cater to the procedural memory, which involves the implicit
neurofunctional computational system. This paper provides
a language technology evaluation flowchart to help profes-
sionals evaluate the language technology products they
will use and gauge their expectations of those products
more realistically. It also provides a list of factors to be
taken into account in maximizing the benefits
of technology.

KEYWORDS
Declarative; procedural;
implicit; explicit; evaluation
of technology; language
education; apps

Introduction

Given the speed with which technology in general and educational tech-
nology in specific is evolving and the multiplicity of web tools and appli-
cations (apps) available (DuBravac, 2013), a common belief is that the
power of technology is consequentially transferred to improved language
teaching and learning. In fact, educational technology expenditure is one
of the largest in the technology market and is expected to reach over
$250 billion dollars by 2020 (PR Newswire, 2016). While the assessment
of technology’s effects on language learning has been notably difficult
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(Burston, 2006), the intuitive expectation may be that, with the signifi-
cant increase in the use of technology, language learning should prove
easier or student proficiency levels be higher. This belief, which is not
substantiated by empirical research (Golonka, Bowles, Frank, Richardson,
& Freynik, 2014; Macaro, Handley, & Walter, 2012; Stevenson & Liu,
2010; cf. Wang & Vasquez, 2012), assumes that language learners are
now fortunate in that, with this surfeit of technology, it is easier for
them to attain the proficiency levels that older generations attained via
time-consuming and arduous labor.
Conversely, there are language professionals who assert that techno-

logical tools are simply tools that, in and of themselves, do not lead to
faster or better comprehension of a foreign language (DuBravac, 2013;
Fuchs & Snyder, 2013; Kern, 2006; Lettvin, South, & Stevens, 2016;
L�opez-Burton, 2014, inter alia). This assertion, however, does not explain
why this is the case.
A neuroscientific perspective – specifically, the declarative/procedural

(DP) model – may explain why technology1 has not lived up to the
expectation that it would revolutionize language learning (Anwaruddin,
2017; Macaro et al., 2012). In fact, the central argument we make is that
language technology has been effective in building metalinguistic know-
ledge but not as effective in forming procedural ability because language
technology caters predominantly to the declarative memory system. This
memory system involves explicit metalinguistic knowledge, does not lead
to automatic production and is limited in capacity. For language technol-
ogy to help learners ‘acquire’ a language at higher levels, it should also
cater to the procedural memory system, which is used almost exclusively
when acquiring one’s native language and involves implicit neurofunc-
tional computation (Chomsky, 2016; Paradis, 2009; Ullman & Lovelett,
2018). Accordingly, this article proffers a flowchart to help language pro-
fessionals make objective and neuroscience-informed evaluations of lan-
guage technology products, and gauge their expectations of such
products. We hope this will develop a neuroscience-informed mindset
among language professionals so that they may devise techniques that
benefit from such tools and apps.

A brief history of the use and evaluation of technology in
language education

Excitement about the use of technology in language teaching is not new.
From the phonograph to the radio, the telephone to the spectrograph,
the dormiphonics technique to language labs (Keating, 1963), and televi-
sion to computers, researchers have demonstrated a great deal of interest,
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discussing their pedagogical advantages and motivational benefits and
citing the stimuli they bring to the classroom and the type of learning
(e.g. independent learning) they promote (Salaberry, 2005).
With the growth of personal computer use, computer assisted instruc-

tion (CAI) generated excitement, and researchers warned that if educa-
tors did not take advantage of this breakthrough, unfavorable outcomes
would ensue (Dunkel, 1987; Lindenau, 1984). However, assessment of
CAI indicated that most of the software programs did essentially the
same things that books had been doing, just electronically (Garrett 1991;
Kleinman, 1987). This led to the development of computer-assisted lan-
guage learning (CALL), the purpose of which was the empirical evalu-
ation of emerging technologies. Starting in the 1980s, communicative
CALL emerged, shifting focus from accuracy to fluency. The feedback2

feature emerged as technological advancement allowed for more inter-
active options, expanding the usefulness of technology for a wider range
of proficiency levels. The 1990s saw increased levels of interactivity and
feedback, allowing for greater student autonomy. Additional interactivity
allowed for computer-mediated communication, essentially expanding
communication capabilities, real-world relevance, and learners’ ability to
take charge of the learning process (Blake, 2013).
In the first few years of the twenty-first century, Web 2.0 emerged –

with the term itself first used in 2004 – and created excitement because
this new approach to web page design allowed users to both collaborate
and create content as opposed to simply consuming the content created
by earlier – Web 1.0 – designers (Han, 2011). Web 2.0 apps available to
consumers are now measured in the millions, with educational apps
being the third most popular category as measured by the number of
downloads (Statista, 2018). This, along with ubiquitous mobile devices,
makes it possible to take language education beyond the confines of the
brick-and-mortar classroom (Kukulska-Hulme & Shield, 2008).
These developments prompted the need to assess the effectiveness of

the new technology. However, the level of impact of current technology
on language education in terms of its ability to positively contribute to
higher levels of language proficiency has still not been established con-
clusively (Macaro et al., 2012); ‘for most technologies, actual increases in
learning or proficiency have yet to be demonstrated’ (Golonka et al.,
2014, p. 92). Two discrete meta-analyses of studies of the effectiveness of
technologies used in language learning found that technology-supported
language instruction/learning is as effective overall as such instruction/
learning conducted without technology (Grgurovi�c, Chapelle, & Shelley,
2013; Zhao, 2003). Grgurovi�c et al. (2013) further found that ‘in studies
using rigorous research conditions’ – such as, ‘employing random
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placement of subjects into conditions’ (p. 191) – CALL groups
performed better than non-CALL groups. Similarly, a comprehensive
meta-analysis of research studies on the effectiveness of online learning3

concluded that ‘students in online conditions performed modestly better
[emphasis added], on average, than those learning the same material
through face-to-face instruction’ (Means, Toyama, Murphy, Bakia, &
Jones, 2010, p. xiv). The authors of these three studies caution that the
findings should be interpreted carefully due to reasons that include,
among others, small effect sizes, the research setting mostly being in
higher education (as opposed to being equally represented across
primary, secondary, college, and private language schools), language pro-
ficiency of participants mostly being at the beginner level (as opposed to
including participants at different levels of language proficiency), and
random sampling being rarely employed. In addition, Means et al.
(2010) state that studies often fail ‘to report retention rates for students
in the conditions being contrasted and, in many cases,’ there is ‘potential
bias stemming from the authors’ dual roles as experimenters and
instructors’ (p. xviii).
The gap between high expectations of language technology and lesser

impact often lead to frustration without knowing the main cause. For
example, frustration about web apps not leading to the advertised goals
of the products or users’ perceived language proficiency goals is often
communicated without stating the fundamental reason as to why this is
so (see, for example, Andersen (2017) and Groves, Hopkins, and
Reid (2015)).
Burston (2006) argues that the reason newer technologies have

failed to bring about higher levels of proficiency in language education –
that is, higher than those achieved in classrooms using older technology
–$9# may be because they are used in ways that resemble those
older-technology classrooms. Prensky (2005) expresses a similar sentiment,
arguing that technology adoption in the schools is a four-step process: (1)
‘dabbling’ which simply means the haphazard involvement of individuals
with access to few computers; (2) ‘doing old things in old ways’ – essen-
tially means doing the same things exactly as before, but with technology;
for example, putting courses, books, and curricula online instead of using
printed resources; (3) ‘doing old things in new ways’ involves using, for
example, tutorial videos for explaining grammatical concepts in a flipped
classroom.4 Prensky argues that despite the improvement, simulations,
whether ‘in sand, on paper, and in their heads,’ have been used for millen-
nia and, as such, fall under the third step; and (4) ‘Doing new things in
new ways,’ for which Prensky does not offer specific uses of technology;
rather, he argues that we need ‘new curricula, new organization, new
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architecture, new teaching, new student assessments, new parental connec-
tions, new administration procedures, and many more elements.’
The DP model may be adapted to evaluate language technology object-

ively as it delineates how, under what conditions, and to what extent the
two distinct brain memory systems learn and acquire different elements
of human language. As such, it offers a set of determinants against which
a given language technology can be evaluated. The next section provides
a brief account of the model as it relates to this paper.

The neuroscientific view of ‘learning’ and ‘acquisition’

In the DP model5 proposed separately by Paradis and Ullman (Paradis
2009; Ullman, 2004, 2015, 2016; Ullman & Morgan-Short, 2012), two
distinct brain memory systems (namely declarative and procedural) work
in different ways. Accordingly, both declarative and procedural memory
systems are long-term memory systems. However, declarative memory
handles explicit, metalinguistic knowledge while procedural memory is
responsible for implicit, procedural ability. Speakers acquire native lan-
guages through the procedural memory system, except for the vocabulary –
$9#the form-meaning or sound-meaning relationship, as explained below –
$9#whereas adult learners typically have to rely on the declarative
memory system.
One crucial distinction that the DP model makes is between

‘vocabulary’ and ‘lexicon’ (in fact, between ‘vocabulary’ and all other
implicit features of language). Lexicon ‘refers to the implicit grammatical
properties of lexical items,’ and ‘not the form-meaning relations that rep-
resent what is called the vocabulary’ (Paradis, 2004, p. 12). Vocabulary is
subserved by declarative memory in both L1 and L2. Note that the gram-
matical properties of words are usually not explicit; ‘they are not learned
as part of the word but are acquired as elements of the implicit grammar
of each language subsystem’ (Paradis, 2009, p. 14). These properties are
independent of the words’ semantic meaning constraints and phono-
logical forms; for example, whether a verb is intransitive or reflexive,
requires that it take a direct or an indirect object; or, whether a noun is
a count or a mass noun and hence whether it can take the plural form.
These features are language-dependent; a noun may be a mass noun in
one language but a count noun in another. For example, information
in English is a mass noun and does not normally take a plural suffix (as
in �informations). Bilgi, ‘information’ in Turkish, on the other hand, is a
count noun and can take the plural suffix -ler (as in bilgiler). One lan-
guage may require a feminine article before a given noun (e.g. die Sonne
‘sun’ in German), while in another language the noun that refers to the
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same entity may require that a masculine article precede it (e.g. le soleil
‘sun’ in French). Vocabulary is found in dictionaries; it is a list of
words and their meanings. They are seen and heard, and speakers learn
their form-meaning associations. Conversely, lexicon is acquired
through use by encountering words in varying sentential contexts
(Paradis, 2009).
As Figure 1 schematically shows, language acquisition (as is the case

when one acquires a native language) is handled through the procedural
memory system, except for the vocabulary. Contrast this with Figure 2,
which schematically shows that the declarative memory is used almost
exclusively for language learning. When adults learn a language, it is this
declarative memory system that will be used. Procedural memory is
involved only to the extent that language elements are practiced and
repeatedly used.
Most language learners have a number of sound- or form-meaning

associations at their disposal, but they lack the competence related to the
words’ morphosyntactic properties, which may vary from those of
the learners’ native language (Paradis, 2009). Stated another way, when
processing vocabulary, both native and non-native speakers use the
declarative memory system. This explains why memorizing lists of
vocabulary – including being repeatedly exposed to vocabulary through,
for instance, vocabulary learning apps – does not necessarily lead to lan-
guage acquisition, but instead leads to metalinguistic knowledge of
vocabulary. However, when it comes to lexicon, or any other automatized
processes, such as sentence construction, L1 speakers use the procedural
memory system, whereas L2 speakers continue to use the declarative
memory system unless they have proceduralized at least portions of L2.
As they repeatedly use the lexical items in context, and as these uses are
tallied by the procedural memory, learners also begin to rely more on
the procedural memory system.

Figure 1. Involvement of long-term memory types in language acquisition (based on the
DP model).
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When native speakers generate a sentence, they usually do not con-
sciously select words; this is taken care of by the ‘implicit neurofunc-
tional computational system’ just as it automatically selects other
phenomena, such as tense, agreement, and word order (Paradis, 2009,
p. 19). Second language speakers do not produce sentences in the same
fashion. Their construction of sentences, as well as their selection of
words, are declarative, controlled tasks. Thus, sentence processing is not
only more complex than single-word processing, but also supported by a
different type of memory system and consequently involves different
cerebral structures that occupy different anatomical locations
(Paradis, 2009).
As adult second or foreign language learners are exposed to and prac-

tice language elements, they acquire those elements through, and rely
upon, the procedural memory system. For elements that have not been
acquired, they rely upon their knowledge in the declarative memory sys-
tem. Novice adult learners of a foreign language initially rely almost
exclusively upon the declarative memory system; their language produc-
tion is laborious, slow, and likely contains mistakes. Proficient learners
(e.g. those that used the target language in the target culture and/or were
exposed to it for many years) likely rely more upon the procedural
memory system (Paradis, 2009; Ullman & Lovelett, 2018).
One research finding important for language learning is that metalin-

guistic knowledge does not gradually become implicit linguistic compe-
tence (Ellis, 2005; Ellis & Larsen-Freeman, 2006; Paradis, 2009; Ullman
& Lovelett, 2018). ‘[T]here is no continuum between metalinguistic
knowledge and implicit linguistic competence’ (cf. Anderson, 1982)6, ‘but
only between the degree of use of one system and of the other’ (Paradis,
2009, p. 28). This is because metalinguistic knowledge and implicit lin-
guistic competence, by their different natures, are ‘intrinsically incapable

Figure 2. Involvement of long-term memory types in language learning (based on the
DP model).
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of affecting each other’s content and structure. Only the output of impli-
cit competence can interact with metalinguistic knowledge because it is
observable and conscious’ (Paradis, 2009, p. 44). The use of procedural
memory may replace the use of the declarative, as proficiency increases,
or it may replace it in rapid succession, when speakers resort to their use
of metalinguistic knowledge in declarative memory to compensate for a
gap in their incomplete implicit competence in procedural memory.
These memory systems do not directly feed, impact, transmit informa-
tion to, or influence each other in any way. “Individuals may know the
rule and be able to verbalize it and apply it in writing, in consciously
controlled speech, or in a grammaticality judgment task; [… ] neverthe-
less, [they] may continue to systematically produce an incorrect form
represented in their (inaccurate) implicit linguistic competence. (Paradis,
2009, p. 29)”.
Over time and to the extent that the implicit competence improves,

there should be less need for the learner to depend on the declarative
memory, as the procedural memory handles language production
automatically.
It is unfortunate for adult language learners that the availability of

procedural memory for acquiring language as a whole decreases with age
(Paradis, 2009; Ullman, 2016). In addition, the optimal periods for
acquiring the various parts of language differ. Accordingly, the earlier an
individual is exposed to the prosody of the language, the better. Later
comes phonology, followed by morphology, and then syntax. Since each
of these parts has a different optimal period, different learners will
internalize different sets of implicit rules in each linguistic module. This
often results in acquiring one portion of the grammar completely while
other portions are only partially acquired (Paradis, 2009).
The dilemma that learners face is as follows: they must pay attention

to and notice what is to be learned; otherwise they cannot learn it.
However, what is acquired is not observable, and, therefore, is not
noticeable (Paradis, 2009; cf. Schmidt, 1990). This means that learners
cannot pay attention to elements that are not observable because they
cannot even be perceived. What they may do is pay attention to input,
which is the surface form of that which is perceived. However, they
cannot pay attention to intake, which is what serves as material for the
computational underlying connections on the basis of frequency of use.
This is shown in experiments where participants who were trained on an
artificial grammar lacked conscious awareness of the competence they
had acquired (Dienes, Altmann, Kwan, & Goode, 1995). In other words,
they could produce grammatical sequences but were unable to explain
how they did so.
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Another crucial observation to make within the framework of the DP
model is that if an element is not used, its underlying structure will not
be internalized. The element that is used is not the one that has an
effect; the implicit tallying of its underlying structure is what leads to
internalization. ‘What is tallied is the number of times the underlying
structure is implicitly abstracted’ (Paradis, 2009, p. 54). For example,
native speakers from a very young age automatically and accurately
inflect non-words7 that they have never before heard (Berko-Gleason,
1958). This shows that the frequency of ‘specific words’ used in certain
combinations is not what is important; rather, it is the procedural mem-
ory’s ability to process the underlying properties of these words.

Implications of the neuroscientific findings of the DP model on
technology use in language education

The memory type that technology caters to

Given the neuroscientific account of acquiring versus learning languages
outlined above, it is evident that the most effective way to appropriate a
language is through acquisition (see also Krashen, 1982); that is, through
a great deal of communicative interaction and practice in the target lan-
guage with native speakers in which the procedural memory system is
activated and in charge. For technology to have a greater impact on lan-
guage education, it should enable such interaction. However, we should
also note that unlike children, adults have largely lost the ability to learn
a language without thinking about its structure and, as such, they rely on
alternative mechanisms to learn it (DeKeyser, 2000). Learners must be
able to ‘notice’ language elements to learn them. Technology can help
learners with noticing language elements, via animations, blinking fonts,
colors, and sounds, among others. While it is true that what is noticed
results in metalinguistic knowledge, not proceduralized knowledge, this
metalinguistic knowledge could enable the learner to construct correct
sentences, the use of which then serves as a means to implicit intake.
Technology should then allow for the repeated conscious use of correct
forms. This, in turn, would provide input from which intake is implicitly
abstracted and tallied, leading to acquisition.

The importance of creating novel sentences and receiving
corrective feedback

Language technology cannot on its own lead to acquisition of language
elements needed for one to operate at higher levels of proficiency if it
simply presents a set of words or sentences stored in its memory, as is
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the case with vocabulary learning software. This is because it is practic-
ally impossible to predict, store in computer memory, and teach all pos-
sible sentences a user will need to proficiently use at higher levels the
language being learned. This means that, with the exception of a limited
number of formulaic everyday expressions (such as, ‘nice to meet you,’
‘good morning,’ and ‘have a nice day’) that they memorize at the lower
levels of proficiency and with the exception of also a limited number of
sentences they can emulate by simply changing a word or two within
model sentences (such as, ‘Can I have… ?’ or ‘I like… ing.’), language
learners will have to create their own novel sentences and even combine
them into paragraphs in order to eventually reach higher levels of lan-
guage proficiency. For example, to qualify as a Level 2 speaker on the
Interagency Language Roundtable (ILR) language proficiency scale, one
would, among other things, have to demonstrate that they can hold
‘casual conversations about current events’ (ILR, 2011) – which can vary
from a news item on a traffic accident to another news item on a high-
level visit by foreign dignitaries. As the level goes up even higher (e.g.
Level 3), the speaker would need to be ‘able to speak the language with
sufficient structural accuracy and vocabulary to participate effectively
in most formal and informal conversations in practical, social and pro-
fessional topics’ (ILR, 2011). For instance, they would need to produce
several-paragraph-long arguments on topics such as gun control.
Accomplishing such tasks requires language skills far beyond simply
memorizing sentences stored in computer memory.
Learners who aim to reach such high levels of language proficiency

will have to form novel sentences as they learn a language. In fact, this
should be encouraged and they should be provided with ample opportu-
nities to do so, and in doing so, they will likely make mistakes on which
they should receive feedback. Therefore, technology – especially, in its
tutor role (Kern, 2006) or tutorial category (Garrett, 2009) – must allow
for (a) the formation of well-constructed novel sentences within a dis-
course and (b) when the output is flawed (i.e. when the learner produces
ungrammatical sentences), it should be able to provide feedback that
permits explicit analysis. The feedback should not only illustrate whether
a sentence is accurate but also why it is inaccurate and how to modify it
for greater accuracy. This is because languages are rife with subtleties
that deviate from grammar rules; therefore, simply providing a correct
alternative to an ungrammatical sentence without an adequate explan-
ation does not necessarily guide the learner in composing well-formed
sentences. This task becomes more complicated as language proficiency
levels increase because not only do learners then need sentence, para-
graph, and discourse-level feedback but they also need such feedback to
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show the interrelatedness of sentences, involving deixis, and may include
sociocultural explanations of the importance of following sociocultural
norms, among others.
Well-formulated and timely feedback is crucial in ensuring successful

adult language learning and is perceived as ‘very useful’ by learners (Liu
et al., 2013). In fact, we argue that the lack of such feedback is what, to a
large extent, limits the currently available language technology. Even on
social network sites, where learners can receive feedback from the other
participants, feedback is not always forthcoming. When learners do
receive feedback, the quality of that feedback is debatable and can vary
greatly from one network to another (Liu et al., 2013). This is because
not all native speakers know, for example, the distinction between two
seemingly synonymous expressions, and even when they do, these speak-
ers may not be able to formulate their intuition in a way that would
make sense to the learner (Haegeman & Gu�eron, 1999). Consequently,
while users of social media can theoretically provide feedback (Brick,
2011), the feedback provided may not necessarily be as useful for lan-
guage learners.8 When using social media sites (or other technology),
teachers must ensure that learners are receiving timely and accurate feed-
back on as much of their language output as possible (cf. Gruba &
Clark, 2013), as error correction can be useful in improving, and even in
accelerating, adult foreign language learning and acquisition when it is
done correctly (Lyster, Lightbown, & Spada, 1999; Schulz, 2001). Note
that while feedback and error correction do not always lead to immediate
learning, they can be seen as a catalyst for later learning (MacKey &
Philp, 1998). Acquisition is not an instantaneous process (Doughty &
Williams, 1998), and achieving positive effects through error corrective
feedback is a long-term process. This means that language learners
should receive corrective feedback continuously until the language ele-
ments are proceduralized; only then can learners automatically produce
those elements. Therefore, providing feedback is not simply important,
but crucial in language learning and acquisition (Brandl, 2008).
Why, one may ask, is current technology problematic in terms of error

correction? All technical difficulties aside, the reasons include the follow-
ing: error correction involves multiple strategies, such as recasts, clarifi-
cation requests, asking students to repeat, asking questions, and
metalinguistic feedback. For example, guided feedback gives the students
a chance to self-repair. Some guided feedback strategies are metalinguis-
tic feedback, a teacher’s request to repeat, asking questions, pinpointing,
and pausing. For technology to be more effective in error correction, it
must do more than just figure out what to correct. For example, to pro-
vide precise feedback about a learner’s error, not only do experienced
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teachers determine the error, but they also understand it and, more
importantly, identify the source of the error. In some cases, this is a
daunting task, especially when one considers how complex grammar
can be.
Technology should also be able to employ more than just one feedback

strategy of providing what the correct answer or language form is. For
instance, elicitation, which enables learners to draw on their metalinguis-
tic knowledge, has been shown to be very effective as a feedback strategy
(Loewen & Philp, 2006; Lyster & Ranta, 1997). Recasts, on the other
hand, are effective with phonological errors (Mackey & Philp, 1998).
Learners have shown the ability to note sound discrepancies between
their own pronunciation and a teacher’s pronunciation, a skill that makes
such errors more salient than morphological errors. Such pronunciation
corrections should be done simultaneously and within the context of

Figure 3. Flowchart for determining the memory type a technology-as-tutor caters to.
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one-on-one speaking sessions with a native speaker. This means that
while pronunciation correction software or apps may be useful at the
level of pronouncing words in isolation or within isolated sentences,
higher levels of proficiency require that the learner pronounce words
comfortably in connected speech at the paragraph level. This is most effi-
cacious with teachers who are ideally native speakers of the target lan-
guage, partly because students may have follow-up questions regarding
the teacher’s feedback or correction, and the teacher may have follow-up
questions on students’ understanding. Technology has not reached a level
of sophistication sufficient to deal with such an exchange.
Corrective feedback, therefore, plays a crucial role in a learner’s pro-

cess of learning and eventually acquiring a language (Brandl, 2008;
Russell & Spada, 2006). However, computers cannot easily, accurately,
and consistently offer variegated error correction. Also, unlike experi-
enced teachers, computers are unable to take into account students’
affective states. Experienced teachers continuously evaluate class dynam-
ics and decide whether to provide feedback at a given moment during
instruction. When they decide to do so, they also consider how to cor-
rect and which (out of a possible few) errors require correction and how
extensive this feedback should be. These decisions are based on the
teacher’s knowledge of learners’ attributes (e.g. personalities, cognitive
styles, motivation levels, learning preferences, etc.) within the context of
classroom dynamics. For example, teachers sometimes decide to involve
the learners in the correction process, rather than unilaterally correcting
errors. These are the major limitations of currently available technology.9

A neuroscience-informed evaluation of technology

In light of the discussion above, it should be clear that evaluation of lan-
guage technology in terms of its effectiveness in language education
presents challenges. We offer the following flowchart (Figure 3) that lan-
guage professionals may find useful in evaluating language technology,
especially those that are designed to perform ‘tutor’ roles.10

As indicated in the flowchart, if the language technology is limited to
vocabulary – even when allowing for repetition of that vocabulary, it will
by default involve only the declarative memory system (Recall the crucial
distinction the DP model makes between ‘vocabulary’ and ‘lexicon’ as
discussed earlier.). If the language technology includes a set of formulaic
expressions and discrete sentences and no capability for allowing the
user to create novel sentences, it will typically involve the declarative
memory system. Such technology may also potentially involve the pro-
cedural memory system to a limited extent and only if it at the same
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time allows for repetition since ‘procedural memory learns11 [… ] with
repeated exposure’ (Ullman, 2016, p. 960).12 Limited involvement of the
procedural memory system is indicated by dashed lines in Figure 3. If
the language technology allows for the creation of novel sentences but
does not allow for repetition of these sentences in context, it will involve
the declarative memory system because adult language learners’ creation
of novel sentences is a laborious, slow, controlled, and conscious process
and such processes are handled by the declarative memory. If the lan-
guage technology does indeed allow for both creation and repeated use
of novel sentences but does not have the corrective feedback capability,
the procedural memory system will be involved but it will most likely
lead to the acquisition and eventual fossilization of incorrect forms,
along with the correct ones, as novice adult language learners are bound
to make errors when forming sentences. An ideal language technology
that involves the procedural memory system would be one that – in add-
ition to knowledge and practice of vocabulary – allows for creation of

Figure 4. Flowchart as used to determine the memory type Duolingo caters to.
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novel sentences and their repeated use in various contexts while provid-
ing corrective feedback all along. Note that the declarative memory sys-
tem will be involved under all conditions for two reasons: (1) it is nearly
impossible for most adults to learn a language without consciously proc-
essing at least portions of it and (2) vocabulary, which is an essential
part of language learning, is handled by the declarative memory system
(as described by the DP model above).

Evaluating language technology with the flowchart

Below is a sample evaluation of Duolingo, using the flowchart in
Figure 3 to further illustrate how it can be used in language technology
evaluation. Babbel, Kahoot!, Pimsleur, Quizlet, and Rosetta Stone13 were
also evaluated. However, only Duolingo is discussed in this paper due to
page limitation; the evaluation results of the other products are listed –
without detailed discussion – in Figure 5 according to the memory types
they cater to. These products were chosen because they fall in the
technology-as-a-tutor category (see Kern (2006) and Garrett (2009) for
categorization of technology). Duolingo-Turkish14 evaluation was done
with the assumption that the users were attempting to learn Turkish
only through Duolingo, and not in conjunction with any other source.
Also, the evaluation is valid as of 10 February 2018 and does not pertain
to versions that may have been available after that date.

Duolingo

Duolingo is built around teaching vocabulary and a limited number of
phrases and simple sentences in any one of over 30 languages. Users of
the program are introduced or exposed to words or sentences, and then
they are made to practice them in the following ways:

� choosing the right word from among a few picture-prompts
� typing the Turkish word or sentence in English or the English ones

in Turkish
� saying the word or sentence aloud, following the prompt.

Occasionally, users are quizzed on words or expressions that have not
yet been introduced. The users have the option of revealing the English
translation to find out what it means by hovering the cursor over the
prompt. This word or sentence is then later asked again, aiming at help-
ing the users to memorize it. Also, some grammar descriptions that users
can read are provided, if they wish to do so.
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If the learner responds to the prompt correctly, s/he is given another
one, and if and when s/he responds to all the prompts correctly and
completes the lesson, s/he is given a digital prize and motivating feed-
back (such as, ‘Great! You levelled up!’), and s/he progresses to the next
lesson. If the user responds to all the prompts correctly without making
any mistakes, s/he moves to the next lesson after about 10 prompts. If
the learner fails to supply the right response to one or more than one
prompt, then the number of prompts within each lesson increases since
the incorrectly answered prompts appear again for the user to try again,
exposing the user to the word or sentence multiple times.
Duolingo does not allow user-generated, novel sentences; it only per-

mits the uttering of sentences15 (by repeating after the voice prompt), or
translating the sentences that are prompted from English to Turkish or
vice versa. That is not to say that Duolingo prohibits users from forming
novel sentences; it is just that users do not have the option of forming
novel sentences that they may type or speak into the system and receive
automated instantaneous feedback on them.
Given the above, the path in the flowchart is highlighted in Figure 4.
In accordance with the DP model summarized earlier in the paper,

and the evaluation shown in Figure 4, we predict the following: the
vocabulary-learning component will activate the declarative memory sys-
tem by default. However, since Duolingo allows for repetition of the
phrases and sentences, it would also activate the procedural memory sys-
tem but only to an extent that is strictly limited to the number of those
sentences (see the explanation in endnote #12), provided that the senten-
ces share the same underlying structure and the user revisits previously
completed lessons and practices them often. Duolingo sends out
reminders via email to registered users, reminding and encouraging
them to practice the language for which they signed up. Users of
Duolingo (and, in fact, of all similar technology, some of which are listed

Figure 5. Some language technology products and memory type they cater to.
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in Figure 5) can expect to learn some or all of the vocabulary presented
and practiced therein, and utter a limited number of sentences (The
number of words users can learn or the ease with which they can learn
and retain them depends, among other factors, on the capacity of their
declarative memory.). They can also expect to utter memorized sentences
or ask memorized questions. However, they cannot expect to maintain
simple face-to-face conversations even on familiar topics (unless they use
the language technology product in conjunction with a language course
– such as a college language course – that encourages and enables cre-
ation of novel sentences and provides timely corrective feedback). On
the ILR language proficiency scale,16 users can expect to potentially show
some of the characteristics of ILR Level 0þ and perhaps, but to a signifi-
cantly lesser extent, Level 1 (ILR, 2011).
Our prediction about the level Duolingo users may reach is corrobo-

rated by the findings of another study that evaluated Duolingo-Spanish.
In that study, participants who received the lowest scores on the
WebCAPE placement test taken prior to starting Duolingo-Spanish (i.e.
‘the beginner/novice group’ who would qualify for a first semester
Spanish 101 course) ‘had the biggest improvement’ as indicated by their
post-test scores, while those who already had higher levels of proficiency
in Spanish (i.e. those whose placement test scores would qualify them for
third semester Spanish 201) ‘showed more modest improvement’ (Vesselinov
& Grego, 2012, p. 17). Stated another way, just as we predict, Duolingo has
the potential to raise the users’ language proficiency level from 0 to a point
where the user shows some of the characteristics of 0þ (and, to a substan-
tially lesser extent, Level 1) on the ILR scale. However, if a user is already at
that level, it cannot raise the user’s language proficiency to higher levels –
assuming that the user is not using Duolingo in conjunction with any other
language program or course (see Krashen (2014) for his review of Vesselinov
& Grego (2012) as it relates to Duolingo).
Figure 5 is a matrix of language technology products and the memory

type they cater to. As indicated in Figure 5, Kahoot! and Quizlet cater to the
declarative memory because in their typical use of quizzing, users will be
engaged in conscious, metalinguistic processing of words and sentences; not
in repeated use of them. However, if Kahoot! and Quizlet are used to allow
some sentences to be practiced repeatedly, they may also activate the proced-
ural memory to a limited extent, as do the other products listed in Figure 5.

Discussion, recommendations, conclusion, and further research

In its tutor role, technology has a deterministic function (cf.
Anwaruddin, 2017), which can be evaluated. Therefore, the argument
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that ‘technology is just a tool’ is neither sufficient nor helpful. Instead,
this article offers a neuroscience-informed explanation to the puzzlement
as to why the spectacular advances in technology have not delivered
equally spectacular high levels of language proficiency. In a nutshell, the
reason is that despite the level of sophistication technology has reached,
it simply cannot override the way the brain acquires language. As
explained earlier, the brain has two distinct memory systems – declara-
tive and procedural – and currently available technological products that
function in the tutor role cater predominantly to the former, mostly aim-
ing at teaching vocabulary. Learning vocabulary, while an important
element in language education, is not sufficient in helping the language
learners reach higher levels of proficiency. This is because vocabulary (as
opposed to lexicon) is handled by the declarative memory. Lexicon and
all other implicit features of a language are handled by the procedural
system. For the procedural system to be activated, users of these prod-
ucts must have the option of creating novel sentences in context, about
which they should receive corrective feedback. This is missing from
these products.
Creating novel sentences is crucial for language learners because this

gives them the opportunity to use in context the words and grammar
structures that they may have learned earlier, and to receive feedback
about the proper use of those words and newly constructed sentences.
The feedback may include elements, such as pronunciation of words
within a sentence (which may be different from the way the words are
pronounced in isolation), intonation of the sentence, appropriateness of
words as used in the sentence (perhaps, some words should be substi-
tuted for other ones), choice of grammar structure (perhaps, ‘used to’
needs to be used instead of ‘would’), proper use of cohesive devices
(maybe ‘normally’ is more appropriate than ‘usually’) within a sentence
and across sentences, as well as cultural appropriateness of the sentence
(perhaps, the sentence has culturally offensive elements or the idea that
the learner is trying to convey is stated differently in the language s/he is
attempting to learn), and so forth. This practice of creating sentences,
receiving feedback on them, and reformulating sentences and uttering
(or writing) them again is what would eventually and subconsciously
involve the procedural memory.
We hope that the flowchart, along with the arguments we put forth,

will be helpful in at least two ways: (1) for language technology evalu-
ation and (2) for approaching language education issues with a neurosci-
ence-informed mindset.
Regarding the language technology evaluation, the flowchart is helpful

in that it enables language professionals to objectively determine the
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strengths and limitations of a given technology product and to predict
the extent to which it can help learners reach the language proficiency
levels they aim to reach, thereby potentially eliminating frustration. Its
objectivity comes from the fact that the evaluator has to follow the flow-
chart steps that are developed according to findings in neuroscience.
Doing so eliminates bias, or teacher and learner beliefs as to what tech-
nology can or cannot do, or attraction to a technology product due to its
novelty, among others.
Following the ‘mindset’ mentioned in the previous paragraph, language

professionals should always utilize technology in ways that enable learn-
ers to produce the TL. For example, even an activity as simple as match-
ing a number of words with pictures or other words on an interactive
whiteboard need not be done silently, with students simply dragging
items around a screen. Instead, the teacher can encourage students to
narrate what they are doing during the activity, providing corrective
feedback throughout the activity.
Similarly, when choosing a particular technology, a teacher can deter-

mine, among other factors, if it provides multiple sources of input, such
as aural and visual support. For example, in the case of flashcards apps,
when determining which application to use, all else being equal, the
choice should be the application that has captioning or pronunciation
help that accompany the words. Students are thereby more likely to
improve recognition memory, as bimodal input has a positive effect on
learners’ decoding ability, potentially leading to improved future intake
of larger amounts of comprehensible input. Additionally, bimodal input
increases language processing capacity (Bird & Williams, 2002; Hulstijn,
2003) probably because ‘phonological information derived from text and
sound both contribute to improvements in processing of spoken words’
(Bird & Williams, 2002, p.527).
Language technology companies should realize the importance of cor-

rective feedback followed by extensive practice in various contexts when
working with even the simplest-looking grammar structures and how
lack of such feedback can demotivate the language learner. While user
feedback and collaborative learning is valuable, with no authority to
make the final call as to which of the multiple explanations is correct,
users can be left without reliable explanations. Here is an example from
Duolingo: ‘Ben g€uzelim’ is given as a prompt, and users are asked to
translate it into English. The intuitive expectation is that this simple sen-
tence should not cause complications; users should be able to respond by
typing the answer ‘I am beautiful.’ Nevertheless, even simple (or simple-
looking) sentences necessitate thorough, on-the-spot explanations, fol-
lowed by practice with similar sentences, in order to acquire the
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underlying grammar structure. In the sentence ‘Ben g€uzelim,’ some
Duolingo users posted a number of legitimate questions for the online
discussion group members to answer, including those related to the suf-
fix ‘–im’ (at the end of the word ‘g€uzelim’), and why the suffix should be
used in the form of ‘-im’ (IPA: [im]) and not in any of the other possible
options (i.e. allomorphs) of ‘-ım,’ ‘-um,’ or ‘-€um,’ (IPA: [m], [um], and
[ym]) or why this suffix should be used at all (i.e. why can we not simply
say ‘Ben g€uzel’?), and whether or not the subject pronoun ‘Ben’ can be
left out and only ‘g€uzelim’ used (because Turkish is pro-drop and the
suffix ‘-im’ already indicates the intended pronoun).
Those involved in the discussion groups attempt to sincerely answer

these questions; in fact, there is noticeable sense of mutual respect and
collaboration. However, group members do not always answer all the
questions that are posted and when they do, their explanations are not
always accurate or well-formulated (this was also observed by Haegeman
& Gu�eron (1999), and Liu et al. (2013), cited earlier in the paper; see
also Ware & O’Dowd (2008) on peer-review issues). Incidentally, accur-
ate or not, grammar explanations lead to metalinguistic knowledge, not
to procedural ability (see discussion on the DP model earlier in the
paper). Still, accurate metalinguistic knowledge enables users to form
more accurate sentences, which in turn could serve as valuable input for
the procedural memory system. Lack of accurate metalinguistic know-
ledge leads to errors that may fossilize.
As a possible solution to the above, explanations could be closely

monitored and a database of accurate explanations to frequently asked
questions could be complied and maintained. When needed, users can
be directed to relevant explanations. Multiple supplementary sentences
and exercises can be added for each of the explanations.
Regarding the pronunciation of words and sentences, technology needs

to be improved significantly in at least two ways: (1) better speech recog-
nition that will accurately recognize user pronunciation and (2) feedback
on the user pronunciation of words or sentences that goes beyond just
telling the user his/her pronunciation is simply correct or incorrect.
Currently, technology lags behind both.
Pertaining to the first point are some of Duolingo’s prompts that ask

users to click the microphone icon and say the word or the sentence that
is displayed on the screen. During our evaluation, in some cases, even
when our pronunciation was intentionally not accurate, the system
would still accept it as correct. For instance, the second vowel (the
undotted ‘i’) in the question ‘Nasıl?’ (which means ‘How?’ in Turkish) is
the high back unrounded vowel [ɯ]. We pronounced it with [i], which
is the high front unrounded vowel, and the system still accepted it as
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correct. Such limitations on automatic speech recognition would most likely
lead users to assume that their pronunciation is correct and, therefore, not
seek help on it, leading to the fossilization of incorrect pronunciation.
Pertaining to the second point, in situations in which user pronunci-

ation is not accepted, the user has no way of knowing why his/her pro-
nunciation was not accepted. Was it because s/he mispronounced all or
only some of the syllables in all the words of a given sentence? Was it
because of bad intonation? Was it because of a software glitch? What
aspect of the user pronunciation was inaccurate, and what should the
user do to correct his/her pronunciation?
Pronunciation and feedback become increasingly more important and

more complicated as the proficiency level rises. At higher levels of profi-
ciency, with paragraph-long exchanges and faster speech, pronunciation
of words begins to differ from the pronunciation of words in isolation.
This is an important issue that language technology has to resolve.
Further research can provide additional insight regarding the issues

and arguments presented in this paper. This may involve neuroimaging
tools to identify the memory system activated when the research subject
is producing language. Longitudinal studies that involve implementation
of a given language technology could be conducted and participants
monitored periodically using neuroimaging to determine which memory
system is currently used, and at what point the procedural memory takes
over (e.g. after how many hours of study, or after how many repetitions
of a given language element). Such findings could inform language pro-
fessionals in their efforts to improve language technology that addresses
the procedural memory system.

Notes

1. Note that, though important, this paper is not concerned with the technical or
economic aspects of technology, such as temporary or permanent unavailability, or
level of user-friendliness or complexities of websites and software, or subscription
fees, among many others. The discussion applies to situations in which users do
not encounter such issues and they have full access to technology.

2. Feedback and its importance are discussed later in the paper.
3. The online learning that they evaluated was not necessarily for language teaching;

it was online learning in general.
4. ‘Flipped classroom’ refers to an instruction model in which students work outside

the classroom on content that would traditionally be delivered in a lecture style by
a teacher in the classroom. In the flipped classroom model, the bulk of class time
is devoted to meaningful application activities with the focus on target language
communication (Bergmann & Sams, 2012).

5. Also referred to as Paradis/Ullman perspective (Libben, 2006), Ullman/Paradis
account (Clahsen & Felser, 2006), declarative/procedural model of Paradis (Falk,
Lindqvist, & Bardel, 2015), among others, we interpret the two to be compatible.
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Any differences that may exist between Paradis’ and Ullman’s accounts are
negligible for the purposes of this paper.

6. Anderson (1982), unlike Lewicki, Czyzewska, and Hoffman (1987) and Reber,
Allen, and Regan (1985), theorizes that procedural knowledge develops from
declarative knowledge. For Bialystok and Ryan (1985) and Bialystok and Smith
(1985) these are independent. For them, declarative knowledge develops along a
continuum from unanalyzed to analyzed, whereas procedural knowledge develops
along a continuum from controlled to automatic. In the DP model, they are
independent memory systems.

7. The most renowned, of course, is the ‘WUG’ test, devised by Berko-Gleason
(1958). As part of this test, children are asked to complete sentences, such as this
one: This is a WUG. Now there is another one. There are two of them. There
are two________.

8. In fact, such limitations, coupled with problematic peer evaluation (Ware &
O’Dowd, 2008), lead some researchers to question the value of even pursuing
research on social networks with respect to language learning (Lamy &
Mangenot, 2013).

9. This is not to say that technology will never reach a level of sophistication that
incorporates all the current limitations stated above. In fact, applications that
employ natural language processing are now capable of providing more detailed
feedback when compared to those that are more traditional (see, e.g. Nagata,
2002). Also, see Tegmark (2017) for a brilliant account of the incredible progress
made so far in computer technology and artificial intelligence, and for a prediction
about the levels of sophistication they may reach in the future.

10. We left out technology in its ‘tool’ and ‘medium’ roles since, as the names of the
roles indicate, they either provide access to resources or an ability to connect
participants. Such technologies do not contribute to or interfere with participants’
language learning in the sense that they do not ‘teach’ content (see Garrett (2009)
and Kern (2006) for their categorizations of technology). This is not to say that
technology should not be used, for example, for distance education, or for
conducting language classes over the Internet; in fact, there may be many reasons
for doing so. See, for example, Schwienhorst (2011) for a thorough discussion
about the role multi-user domains, object oriented may play in language learning,
and in helping establish or support learner autonomy. However, when technology
is used as a medium, we should keep in mind that communicating over the
Internet is not intrinsically superior to face-to-face communication, as it will not
necessarily involve procedural memory to any greater degree. For example, in an
action research involving three separate groups, one engaging in technology-
mediated task-based instructional design, one engaging in the same task-based – but
no technology – design, and a third that engaged in equivalent textbook activities,
Solares (2014) found that the three groups achieved similar linguistic gains.

11. Here, the verb ‘learn’ is not used contrastively with ‘acquire,’ which would have
been a better choice. ‘Learn,’ here, should be interpreted to mean as forming
neuronal connections.

12. The involvement of the procedural memory system is possible here because at least
some of the sentences that are repeated within the same or different modules of a
given technology product, such as Duolingo, are likely to share the same
underlying syntactic structure. For example, the two sentences, La bicicleta no es
peque~na ‘The bicycle is not small’ and El tren no es rojo ‘The train is not red,’
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share the same underlying structure even though their surface forms differ. Being
exposed to sentences with different surface forms but the same underlying
syntactic structure repeatedly could potentially involve the procedural memory,
which tallies ‘the number of times the underlying structure is implicitly abstracted’
(Paradis, 2009, p. 54). In fact, the ‘procedural memory system [… ] is well suited
for learning implicit knowledge about rules, sequences, and categories’ (Ullman &
Lovelett, 2018, p. 43) and the system ‘proceeds gradually through repeated
exposure’ (Ullman & Lovelett, 2018, p. 41; also, Knowlton & Moody, 2008).
Weber, Christiansen, Petersson, Indefrey and Hagoort (2016) demonstrate that
brain ‘regions known to be involved in syntactic processing’ (i.e. the procedural
memory system) show fMRI syntactic repetition effects, one of which is repetition
enhancement (an increase in neural activity when stimuli are repeated) to
infrequent unfamiliar structures (p. 6877). However, a crucial point to keep in
mind about procedural memory system involvement in this case (where sentences
are repeated but no novel sentences are created) is that it is likely to be very
limited to perhaps acquiring a few syntactic features, if at all. Therefore, it should
not be construed as being sufficient enough to enable the users of the products
mentioned in this paper to acquire a foreign language at higher levels of
proficiency.

13. Duolingo is a trademark of Duolingo, Inc. Babbel is a trademark operated by
Lesson Nine GmbH. Kahoot! is a trademark of Kahoot! Pimsleur is a trademark of
Beverly Pimsleur, used by Simon and Schuster under exclusive license. Quizlet is a
trademark of Quizlet, Inc. Rosetta Stone is a trademark of Rosetta Stone, Ltd. We,
the authors, have no commercial or proprietary interest in any of these companies
or the products mentioned in this article. Also, we are not affiliated with any
organizations or companies having a direct financial interest in the materials or
products discussed in this article.

14. Turkish was chosen as the language of study in Duolingo because one of the
authors of this paper is a native speaker of Turkish and this gave us a native-
speaker intuition advantage when it came to acceptability judgement of sentences
being presented or asked as part of an activity. Also, the same author is a subject
matter expert in Turkish and has the academic background to evaluate the
grammar explanations provided therein or the explanations given by other users
through Duolingo’s online discussion platform.

15. The exception to that is the option to have artificial-intelligence powered simple
conversations with Duolingo Bots. However, these conversations are never user-
generated, and the context is limited.

16. For ILR language proficiency level descriptions, please see ILR (2011).
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