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A Bose-Einstein condensate �BEC� is a quantum fluid that gives rise to interesting shock-wave nonlinear
dynamics. Experiments depict a BEC that exhibits behavior similar to that of a shock wave in a compressible
gas, e.g., traveling fronts with steep gradients. However, the governing Gross-Pitaevskii �GP� equation that
describes the mean field of a BEC admits no dissipation, hence classical dissipative shock solutions do not
explain the phenomena. Instead, wave dynamics with small dispersion is considered and it is shown that this
provides a mechanism for the generation of a dispersive shock wave �DSW�. Computations with the GP
equation are compared to experiment with excellent agreement. A comparison between a canonical one-
dimensional �1D� dissipative and dispersive shock problem shows significant differences in shock structure and
shock-front speed. Numerical results associated with the three-dimensional experiment show that three- and
two-dimensional approximations are in excellent agreement and 1D approximations are in good qualitative
agreement. Using 1D DSW theory, it is argued that the experimentally observed blast waves may be viewed as
dispersive shock waves.
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I. INTRODUCTION

It is well known that a shock wave in a compressible fluid
is characterized by a steep jump in gas velocity, density, and
temperature across which there is a dissipation of energy due
fundamentally to collisions of particles. The aim of this pa-
per is to present experimental, numerical, and analytical evi-
dence of a different type of shock wave which is generated in
a quantum fluid that is a Bose-Einstein condensate �BEC�. In
this case, the shock front is dominated not by dissipation but
rather dispersion. Viewed locally, these dispersive shock
waves �DSWs� with large amplitude oscillations and two as-
sociated speeds bear little resemblance to their classical dis-
sipative counterparts. However, we demonstrate that a direct
comparison is possible when one considers a mean-field
theory, corresponding to the average of a DSW.

Since extensive theoretical work has been done in the
field of compressible gas dynamics �cf. Ref. �1��, it is impor-
tant to relate this work to the “dispersive gas dynamics”
which BEC embodies. The present work contrasts and com-
pares dissipative and dispersive shock waves through multi-
dimensional numerical simulation and analytical studies. We
also provide an explanation of what a BEC shock wave is in
the context of the well-understood concept of a classical
shock wave in gas dynamics.

Early experiments studying shock-induced dynamics in
BEC were reported in Ref. �2� where a slow-light technique
was used to produce a sharp density depression in a BEC.

Direct experimental imaging of BEC blast waves has been
performed in the rotating context and numerical solutions of
the governing Gross-Pitaevskii �GP� equation were used to
describe the wave dynamics �3�. Theoretical studies of the
zero-dissipation limit of classical gas dynamics as applied to
BEC was discussed in Refs. �4,5� where it was shown that a
shock wave could develop. Subsequently, multidimensional
shock waves in a BEC induced by a Feshbach resonance
were studied numerically in Ref. �6�. In Ref. �7� the shock
wave in the small dispersion limit of the one-dimensional
�1D� repulsive GP equation was analyzed using the Whitham
averaging method and the attractive GP equation was ana-
lyzed in Ref. �8�.

In the present paper, a comparison between dissipative
and dispersive shock waves is carried out through a careful
investigation of new experiments and theory in one, two, and
three dimensions.

The outline of this work is as follows. In Sec. I A we give
the relevant dynamical equation, i.e., the GP equation, and
we put it in nondimensional form and give the associated
conservation laws. In Sec. II we present experimental results
depicting “blast” waves in a nonrotating and slowly rotating
BEC. In Sec. III we show that direct three-dimensional nu-
merical simulations, with radial symmetry using the GP
equation, give excellent agreement with the nonrotating ex-
periments. In Sec. IV an analysis of dissipative and disper-
sive shock waves in two types of 1D systems, the inviscid
Burgers’ equation and the Euler equations, is provided. Two
types of limiting behavior for conservation laws, the dissipa-
tive regularization �small dissipation limit� and dispersive
regularization �small dispersion limit� are considered. We
then present numerical evidence showing that the three-
dimensional �3D� and two-dimensional �2D� calculations
agree extremely well �less than one percent relative differ-
ence�. It is also found that the 1D approximation of the 3D
blast-wave experiments is in good qualitative agreement. Us-
ing 1D theory, we explain why the experimentally observed
blast waves may be viewed as DSWs.
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A. Gross-Pitaevskii and the Navier-Stokes equations

An analogy between the classical equations of fluid flow,
the Navier-Stokes �NS� equations, and the density-phase
equations for the wave function �order parameter� associated
with a BEC is well known �9�. The crucial difference from
NS is that a dispersive term replaces the dissipative term of
classical fluid dynamics.

The GP equation models the mean-field dynamics of the
BEC wave function � and has been shown to be an effective
approximation in many situations. Experiments in rapidly ro-
tating BECs have provided evidence of dynamics similar to
what is often considered to be “blast waves.” Moreover,
simulations with the Gross-Pitaevskii equation were com-
pared with experiment giving support to the validity of the
GP equation in such extreme circumstances �3�.

The dimensional GP equation is �9�

i��t = −
�2

2m
�2� + Vd� + NU0���2� , �1.1�

with conservation of particle number

�
R3

���2d3x = 1. �1.2�

The coefficient of nonlinearity NU0=N4��2as /m is charac-
terized by the interparticle scattering length as �here positive
representing repulsive particles� and the number of con-
densed atoms N; the other parameters are the atomic mass of
the species considered �m� and Planck’s constant divided by
2� ���. The standard confining harmonic potential �trap� is
given by

Vd�x,y,z� =
m

2
���

2 �x2 + y2� + �z
2z2� ,

where �� and �z are the radial and axial trap frequencies,
respectively. A convenient normalization for our purposes is
to take �10�

t� = ��t, x�� =
x�

l
, �� = l3/2�, l = �4��2�as�N

m2��
2 �1/5

.

The length scale l= �4� /15�1/5RTF differs by about 4% from
the conventional definition of the Thomas-Fermi radius RTF

=� 15�2�as�N
m2��

2 �1/5
. After dropping primes, Eq. �1.1� becomes

i��t = −
�2

2
�2� + V0� + ���2� , �1.3�

where

� = � �

m���4�asN�2�1/5

= �aho

l
�2

� 1.

The parameter aho=	� /��m is the radial harmonic-
oscillator length. The normalization of the wave function
�1.2� is preserved and the trap potential is

V0�r,z� = 1
2 �r2 + �zz

2�, r2 = x2 + y2.

The coefficient �z= ��z /���2 represents the asymmetry in
the harmonic trap. In the experiments considered, the param-

eters are N=3.5	106 particles, as=5.5 nm, and m=1.45
	10−25 kg for the species 87Rb, ��� ,�z�=2��8.3,5.3� Hz,
and �z=2.45. This normalization shows that the dispersive
term in �1.3� is extremely small, �=0.012.

Conservation of “mass” and “momentum” for the GP
equation �1.3� are

d

dt
�

R3
���2dx� = 0,

d

dt
�

R3
��* � � − � � �*�dx� = 0.

�1.4�

Since it will be useful for later discussions, we give the local
conservation laws in the 1D case �see, e.g., Ref. �11��


t + �
u�x = 0,

�
u�t + �
u2 +
1

2

2�

x
=

�2

4
�
�ln 
�xx�x − 
Vx, �1.5�

where subscripts denote differentiation. The condensate
“density” 
 and “velocity” u are defined by

� = 	
ei�/�, u = �x.

Equations �1.5� give an alternative formulation of the GP
equation in terms of “fluidlike” variables. Since the �2 term
is obtained from the linear dispersive term in Eq. �1.3�, we
call this the dispersive term.

On the other hand, the Navier-Stokes equations for a 1D
compressible gas with density 
 and velocity u are well
known and can be written �12�


t + �
u�x = 0

�
u�t + �
u2 + P�x = �uxx + 
F , �1.6�

where P is the pressure and F is an external force per unit
mass. The positive coefficient � represents dissipative effects
due to viscous shear and heat transfer. If the pressure law

P =
1

2

2

is assumed �for example, a perfect, isentropic gas with adia-
batic constant 
=2 or, equivalently, the shallow water equa-
tions �13� for height 
 and velocity u�, then the NS equations
�1.6� correspond to the GP conservation equations �1.5�
when �2=�=0 and F=−Vx. Equations �1.6� for the case �
=0 and F=0 are called the Euler equations. To compare dif-
ferent types of shock waves, we are interested in the disper-
sive regularization ��2→0 in Eq. �1.5�� as compared to the
dissipative regularization ��→0 in Eq. �1.6�� of the Euler
equations �Vx=F=0�.

Many authors use the velocity form


t + �
u�x = 0,

ut + �1

2
u2 + 
�

x
=

�2

4

�
�ln 
�xx�x − Vx,

of Eq. �1.5� by implicitly assuming differentiability and that

�0. As we will be interested in weak, hence not every-
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where smooth, solutions to the dissipative regularization of
the Euler equations, it is necessary to maintain the form of
the conservation laws as derived directly from the original
integral formulation �1.4�. It is well known that weak solu-
tions to different forms of the same conservation law can be
quite different. One must also be careful when dealing with
the vacuum state 
=0 as in classical gas dynamics. The mo-
mentum equation �1.5� takes both of these issues into ac-
count.

II. EXPERIMENT

In order to investigate the fundamental nature of shock
waves in a quantum fluid, we have performed new experi-
ments that involve blast pulses in BECs. In contrast to the
experiments described in Ref. �3�, the experiments analyzed
in this work are all done with nonrotating condensates. We
have succeeded in directly imaging dispersive shock waves
in these systems, and the particular geometry of these experi-
ments makes them amenable to the theoretical analysis pre-
sented in this paper.

Condensates consisting of approximately 3.5 million Rb
atoms were prepared in an axisymmetric trap with trapping
frequencies of ��� ,�z�=2��8.3,5.3� Hz; �� is the radial
frequency and �z is the axial frequency. After the condensate
was formed, a short, tightly focused laser beam was pulsed
along the z axis through the center of the BEC. For the two
types of experiments considered, the waist of the laser beam
was either 13.5 or 20 �m whereas the diameter of the BEC
was approximately 65 �m. The wavelength of the laser was
660 nm, which is far blue-detuned from the Rb transitions.
The pulse rapidly pushes atoms from the center of the BEC
radially outward, leading to the formation of a density ring.
Before imaging, an antitrapping technique was used to en-
large the features of the blast wave. In brief, a rapid expan-
sion of the BEC is created by changing the internal state of
the atoms such that they are radially expelled by the strong
magnetic fields forming the trap. Details about the anti-
trapped expansion are described in Ref. �14�. While the an-
titrapped expansion changes the scale of the features in-
volved, it does not alter the qualitative appearance of the
shock phenomena. This is confirmed by our numerical simu-
lations.

A sequence of five images taken at the end of experimen-
tal runs with different laser-pulse intensities is shown in Figs.
1�a�–1�e�. For this sequence, a 5-ms-long pulse was sent
through the BEC center directly before the start of a
50-ms-long antitrapped expansion. The laser waist was
13.5 �m. In comparison, the diameter of the BEC in the
radial direction was about five times this size: approximately
65 �m. The laser power is given in the images. All images
were taken at the end of the antitrapped expansion along the
z axis, which is also the direction of the blast-pulse. For
weak blast pulse intensities �Figs. 1�a� and 1�b��, essentially
one broad ring of high density is seen, which is due to the
fact that the laser pulse has pushed atoms radially outwards.
When the blast-pulse intensity is increased, a system of
many concentric rings appears �Figs. 1�c�–1�e��.

The outcome of another experiment is shown in Fig. 1�f�.
By pulsing the blast laser during �instead of before� the an-

titrapped expansion, we can image a situation where the
compressional ring has not run through the condensate yet.
For this image, a 5-ms-long pulse with a power of 1.9 mW
and a beam waist of 20 �m was used, starting 9.2 ms after
the beginning of a 55-ms-long antitrapped expansion. In this
case, an oscillatory wave structure is seen on the outside of
the compressional ring. The analytical discussion together
with the numerical studies presented in this paper reveal that
for both experiments the oscillatory wave structure is a direct
consequence of dispersive shock waves which are fundamen-
tally different from classical shock waves.

Finally, we note that the peculiar wedge-shaped appear-
ance of the central BEC region in Figs. 1�c�–1�e� is due to a
slight, experimentally unavoidable deviation of the laser
beam shape from cylindrical symmetry. This asymmetry also
leads to the slightly elliptical appearance of the whole BEC
in these images.

By using rotating instead of static condensates, we can
also observe an intriguing alteration of the blast-wave pat-
tern. Blast-wave images in slowly rotating BECs are shown
in Fig. 2. Upon slow rotation, dark, radially directed spokes
appear in the condensate, cutting through the ring-shaped
pattern familiar from the nonrotating case. The number of
these spokes increases with increasing rotation rate; so it is

FIG. 1. Absorption images of blast-pulse experiments with a
BEC. ��a�–�e�� Pulse applied before expansion. �f� Pulse applied
during expansion.
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suggestive to attribute them to the presence of vortices in the
rotating BEC. We speculate that the spokes come about when
vortices are present in the compressional ring formed by the
blast. As this ring expands and forms the concentric ring
system, the density depressions of the vortices are not filled
in due to the predominantly radial expansion of the compres-
sional ring. For the slow rotation rates in this experiment, the
number of spokes is in agreement with the expected number
of vortices. But the shot-to-shot irreproducibility of the vor-
tex number in such slowly rotating BECs does not allow for
a more precise quantitative comparison. In rapidly rotating
BECs, the presence of strong Coriolis forces lead to a rather
different appearance of blast waves. The rapidly rotating
situation was discussed in Ref. �3�.

III. SIMULATIONS

We have performed direct numerical simulations of the
GP equation �1.3�, modeling the two types of experiments
without rotation explained in the previous section.

The two experiments differ on when the laser is pulsed.
We refer to these cases as either in trap �it� or out of trap �ot�
and model them by the following time-varying potentials,
respectively,

Vit�r,z,t� =

1

2
�r2 + �zz

2� , t � 0

1

2
�r2 + �zz

2� +
Pit

dit
2 e−r2/dit

2
, 0 � t � �t

1

2
�− �rr

2 + �zz
2� �t � t ,

�
�3.1�

Vot�r,z,t�

=

1

2
�r2 + �zz

2� , t � 0,

1

2
�− �rr

2 + �zz
2� , 0 � t � t*

1

2
�− �rr

2 + �zz
2� +

Pot

dot
2 e−r2/dot

2
, t* � t � t* + �t

1

2
�− �rr

2 + �zz
2� , t* + �t � t .

�
�3.2�

The in-trap potential �3.1� models a steady-state solution
held in trap while a Gaussian laser pulse is applied for the
time �t. After the laser pulse, a radial antitrap potential is
applied �14�. This models the experiments shown in Figs.
1�a�–1�e�. For the out-of-trap potential �3.2� �modeling Fig.
1�f��, a steady-state solution is expanded radially. At the time
t*, a Gaussian laser pulse is applied with duration �t fol-
lowed by continued radial expansion. The Gaussian laser has
width d and intensity proportional to P.

Modeling the nonrotating experiments presented in the
previous section gives the parameter values: t*=0.48

�9.2 ms�, �t=0.26 �5 ms�, �r=0.71 �frequency of inverted
harmonic potential used for expansion 2�	7 Hz�, and �z
=0.57.

The steady-state solution is approximated well by the
Thomas-Fermi wave function �9�, a balance between the har-
monic trapping potential and nonlinearity. However, its use
numerically gives rise to unphysical oscillations. Therefore,
we used an iterative technique extending the technique dis-
cussed in Refs. �15,16� to find the precise, smooth 3D solu-
tion of the GP equation. We provide an outline of the method
here.

We assume a stationary solution of the form

��x�,t� = e−i�t/���x�� , �3.3�

where � is the normalized condensate chemical potential and
� is real. Inserting the ansatz �3.3� into Eq. �1.3� and taking
its Fourier transform �denoted by “ˆ”� gives

�� −
1

2
�2�k��2��̂ = V0�̂ + ���2�̂ � F̂��� , �3.4�

where k� is the Fourier wave vector. Equation �3.4� suggests
the iteration

�̂n+1 =
F̂��n�

� −
1

2
�2�k��2

.

For ��0, the denominator is singular when �k��2=2� /�2.
Also, the normalization �1.2� is not conserved by this
scheme. Therefore, we introduce the modified iteration
scheme

�̂n+�1/2� =
F̂��n� + c�̂n

�n −
1

2
�2�k��2 + c

,

�̂n+1 =
�̂n+�1/2�

	�
R3

��̂n+�1/2��2d3k

,

�n+1 = �
R3

�2

2
�k��2�̂n+1 + F̂��n+1����̂n+1�*d3k . �3.5�

The positive constant c is introduced by adding c�̂ to both
sides of Eq. �3.4�. The chemical potential �n is updated
along with the mode �n using Eqs. �3.5� integrated against
��̂n+1�* thus preserving the normalization condition
��n+1

2 dx=1 ���R�. Given an initial guess �0 and a large
enough value for c �we took c=1.75�, we find that the
scheme �3.5� converges to a 3D ground-state wave function
��x�� for the GP equation. This is a general, fast method for
finding the 3D BEC ground state for arbitrary potentials V0.

The condensate is evolved according to a pseudospectral
Fourier code in both r and z with a standard fourth-order
Runge-Kutta numerical ordinary differential equation �ODE�
solver. Radial spatial derivatives are approximated by taking
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the fast-Fourier transform of � in the radial direction r
evenly extended ���−r ,z , t�=��r ,z , t�� and then multiplying
by ik �k is the Fourier wave number�. The result is then
inverted using the inverse fast-Fourier transform giving a
fast, spectrally accurate approximation to �r �17�. The �zz
term is approximated similarly. The specific, model Eq. �1.3�
assumes cylindrical coordinates with axial symmetry: �2

� �2

�r2 + 1
r

�
�r + �2

�z2 .
In the simulations, we used the laser width as an effective

fitting parameter. We found that by taking the width d to be
1.5 times larger than its experimental value in the in-trap
case, excellent results were obtained. For the out-of-trap
case, the laser width was taken to be half its experimental
value, giving good results. The laser waist was the only fit-
ting parameter used.

First, we consider the in-trap case corresponding to the
potential �3.1�. A plot of the evolution of the condensate as a
function of radial distance is shown in Fig. 3. On the left is
the normalized density as given by the square modulus of the
wave function plotted in the z=0 plane ���r ,z=0, t��2. On
the right is the phase gradient �

�r arg ��r ,z=0, t� or radial

velocity in the z=0 plane. The normalized laser width and
power used were dit=0.41 and Pit=0.70 corresponding to a
laser waist of 20 �m and a power of 0.46 mW as in Fig.
1�d�. The true laser waist used in experiment was 13.5 �m.

Figure 3 describes the following evolution. The conden-
sate forms a high-density ring �t=0 to 5 ms=�t in nondi-
mensional form� due to the applied laser pulse. When the
ring is steep enough �t=7.5 ms�, oscillations develop on the
inner side of the ring �t=10 ms�. This oscillatory region ex-
pands radially due to the inversion of the trap potential to an
antitrap potential. The expansion continues until time t
=55 ms when an image is taken to compare with experiment
�Fig. 4�.

In Fig. 4, we show that the numerical simulation and the
in-trap experiment presented in the previous section �Fig.
1�d�� are in good qualitative agreement. The condensate fea-
tures at t=20 ms in Fig. 3 expand due to atomic repulsion
and the antitrap potential giving the contour plot of the den-
sity at t=55 ms �corresponding to the end of the experiment�
in Fig. 4. The experimental picture Fig. 1�d� is reproduced in
Fig. 4 �upper� for convenience. The simulation used all
nominal values for parameters except the laser waist �d in
nondimensional units�, which was taken to be 20 �m rather
than the experimental value of 13.5 �m. We speculate that
the difference might be due to the slight deviation of the
experimental beam profile from a perfect Gaussian, as indi-
cated by the asymmetry of the central regions in Fig. 1.

Next, we consider the out-of-trap case corresponding to
the potential Vot �3.2�. A plot of the evolution of the conden-
sate in the z=0 plane as a function of radial distance r is
shown in Fig. 5. Initially, the condensate expands in the ra-
dial direction due to the antitrap potential �t=0 to 9.2 ms or
t= t* in normalized units�. A ring of high density forms on a
plateau while the laser is on �t=10 ms�. This plateau differs
from the previous in trap case. When the steepness of this
ring is large enough, oscillations start to develop on the inner
and outer sides of the ring �t=10.2 ms�. These two oscilla-
tory regions expand, quickly overlapping one another, giving
rise to more complicated multiphase-type behavior with a
propagating wave front that continues out radially �t
�10.4 ms�. The normalized laser width and power were
dot=0.21 and Pot=2.88 corresponding to a laser waist of
10 �m �half the experimental value of 20 �m� and a power
of 1.9 mW.

In Fig. 6, we show that the numerical simulation of the
out-of-trap experiment presented in the previous section
�Fig. 1�f�� shows qualitative agreement. For this comparison,
the numerically determined condensate density is shown at
the time t=18.0 ms, the result of continued expansion from
the state at the bottom of Fig. 5. The experimental picture
was taken at t=55 ms.

The main difference between the two experiments is that
the ring of high-density ���2 is formed on a plateau of back-
ground density in the out-of-trap experiment �see Fig. 5� giv-
ing rise to oscillations on the outer and inner sides of the
high-density ring. These oscillatory regions overlap one an-
other. In the in-trap experiment, the high-density region does
not sit on a plateau �see Fig. 3� so that oscillations are gen-
erated only on the inner side of the ring.

FIG. 2. Two examples of experiments with blast pulses in
slowly rotating BECs.
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The rest of this paper is concerned with understanding the
oscillatory structures that developed in Figs. 3 and 5 as we
will argue that they are dispersive shock waves �DSWs� with
the oscillations in the latter figure caused by the interaction
of two DSWs.

IV. CLASSICAL AND DISPERSIVE SHOCK WAVES

In this section, the notions of classical shock waves and
dispersive shock waves are discussed. We provide a theoret-
ical basis for the experimental and numerical results pre-
sented in the previous sections. Using the classical gas-
dynamics analogy, it is shown that shocks in a BEC are
fundamentally different from those in the classical case. The
analytical methods to understand classical shocks and DSWs
in 1D are presented along with explicit results for DSW
speeds and shock structure. Finally, detailed numerical inves-
tigations in 1D, 2D, and 3D are presented to show that the
qualitative behavior of a DSW in 3D is captured by the 1D
case and that the experiments presented earlier do give rise to
DSWs.

We begin by studying the simplest nonlinear dissipative
and dispersive equations that, under a suitable limit, give rise
to shock waves, the Burgers and Korteweg-deVries equa-
tions. This provides a foundation to understand the differ-
ences between dissipative and dispersive shocks. The theory
of classical shock waves is well developed �cf. Refs.
�1,18,19�� so we will give only a brief synopsis suitable for
comparison with the much-less-developed dispersive shock-
wave case.

A. Classical shock waves, Burgers’ equation

The classical dissipative shock in one dimension is mod-
eled by Burgers’ equation

20 30 40 50 60
mm

20 30 40 50 60
mm

0

2.6

5

7.5

10

12

15

18

20

t (ms)
r r(    ) (    )

FIG. 3. �Color online� BEC evolved as in the in-trap experi-
ment. On the left is the density ���r ,0 , t��2 and on the right is the
radial velocity �

�r arg ��r ,0 , t�; both are imaged in the z=0 plane.
The density scale is not constant throughout the sequence; in each
frame, the density is scaled to its largest value so that the dispersing
wave is visible. A high-density ring forms accompanied by oscilla-
tions on its inner side, a DSW. This DSW expands and propagates
outward. The corresponding times are depicted in the middle of the
figure. All figures depicting a time evolution of the condensate in
this work follow the same form as this figure.

µ775     m

FIG. 4. Comparison of the condensate density from the in-trap
experiment �top� and numerical simulation �bottom� using the po-
tential Vit, Eq. �4.7�. The image from simulation is a contour plot of
the function ����r ,z , t��2dz, modeling the experimental imaging
process where the photo was taken along the z axis. Both the simu-
lation and experimental pictures were taken at t=55 ms. The ap-
proximate diameter of the condensate cloud from simulation is
850 �m and from experiment is 775 �m.
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ut + �1

2
u2�

x
= �uxx, � � 1, �4.1�

where � is a measure of the dissipation and u represents, for
example, a density. Equation �4.1� admits traveling-wave so-
lutions with a hyperbolic tangent profile �see Fig. 7�

u�x,t;�� =
1

2
+

1

2
tanh�−

1

4�
�x −

1

2
t�� . �4.2�

The speed of this wave is vc=1/2, independent of �. In the
limit �→0, the �smooth� tanh profile converges pointwise to
the discontinuous, self-similar function

lim
�→0

u�x,t;�� = u�x,t� = u�x/t� = 
1, x/t �
1

2

0, x/t �
1

2
.� �4.3�

The above formula is a mathematical description of a classi-
cal shock wave. The limiting process �→0, ��0, in Eq.
�4.1� is a dissipative regularization of the conservation law

ut + �1

2
u2�

x
= 0. �4.4�

The initial-value problem �IVP� for Eq. �4.4� with the
initial data

u�x,0� = �1, x � 0

0, x � 0,
� �4.5�

is not well posed because the spatial derivative ux is unde-
fined at the origin. To see this, note that Eq. �4.4� shows that
a wave u�x , t� propagates with a speed equal to the value of
u at that point. Initially, for x�0, the speed is 1 whereas for
x�0, the speed is 0 so u will break or become multivalued at
the origin for any t�0. The classical theory of shock waves
remedies this problem by considering weak solutions and
invoking a jump or Rankine-Hugoniot condition at a discon-
tinuity, which relates the value of u on the left �ul� and the
right �ur� to the speed v of the shock wave. A weak solution

0 5 10 15 20 25 30
mm

5 10 15 20 25 30
mm

0

9.2

10

10.2

10.4

10.6

10.8

11

t (ms)
(    ) (    )rr

FIG. 5. �Color online� BEC evolved as in the out-of-trap experi-
ment. On the left is the density and on the right is the radial veloc-
ity, both imaged in the z=0 plane. A high-density ring forms with a
plateau accompanied by oscillations on its inner and outer sides,
two DSWs. These DSWs quickly interact and propagate outward.

µ363    m

FIG. 6. Comparison of the condensate density from the out-of-
trap experiment �top� and numerical simulation using the potential
Vot �3.2� �bottom�. The image from simulation is a contour plot of
the function ����r ,z , t��2dz, modeling the experimental imaging
process. The approximate diameter of the condensate cloud from
simulation is 116 �m and from experiment is 363 �m.
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u�x , t� for the conservation law �4.4� satisfies the integral
formulation

d

dt
�

a

b

u�x,t�dx +
1

2
�u�b,t�2 − u�a,t�2� = 0, �4.6�

for any a ,b, such that −��a�b��, thus allowing discon-
tinuities in u�x , t� as a function of x. The jump condition for
Burgers’ equation, derived from Eq. �4.6� assuming a uni-
formly traveling discontinuity with values ul and ur to the
left and right of the discontinuity, respectively, is v= �ul

+ur� /2 or v= 1
2 for the initial data �4.5�, which is exactly the

speed of the Burgers shock �4.2�. This simple example sug-
gests that finding the dissipative regularization of �4.4� �Eq.
�4.1�� with �2→0� is equivalent to solving the conservation
law �4.4� with the jump condition v= �ul+ur� /2 at each dis-
continuity. Indeed, this is generally true, assuming the en-
tropy condition ul�ur is satisfied �18�.

When the entropy condition at a discontinuity is not sat-
isfied, ul�ur, a shock-wave solution is not appropriate. The
correct choice is a rarefaction wave that is continuous for t
�0. Assuming that the solution depends on the self-similar
variable �=x / t, Eq. �4.4� becomes

u��u − �� = 0. �4.7�

Solutions to Eq. �4.7� are u=constant or u�x , t�=x / t, the lat-
ter corresponding to a rarefaction wave. Then the weak so-
lution for initial data u�x ,0�=0, x�0, u�x ,0�=1, x�0 is

u�x,t� = u�x/t� = 

0, x/t � v−

x

t
, v− � x/t � v+

1, v+ � x/t .
� �4.8�

This rarefaction wave has two associated speeds v− and v+:
v−=0 at the interface between the constant left state u=0 and
the self-similar solution u=x / t and v+=1 at the interface
between the constant right state u=1 and the self-similar
solution u=x / t.

The general case of a system of conservation laws is writ-
ten

u� t + �F� �u���x = 0,

where u� is a vector “density” and F� is the vector “flux.” The
initial-value problem �IVP� for this n-dimensional system
with constant-step initial data u��x ,0�=u� l, x�0 and u��x ,0�
=u�r, x�0, assuming a dissipative regularization, is called a
Riemann problem �note that the jump is specified at x=0�.
The jump condition at a shock with speed v is

v�u�r − u� l� = F� �u�r� − F� �u� l� . �4.9�

It is well known �see, e.g., Ref. �18�� that the solution to the

Riemann problem, assuming certain properties of the flux F� ,
is self-similar consisting of n+1 constant states “connected”
by shock waves or rarefaction waves. That is,

u��x/t� =

u�0, x/t � v1

−

w� 1�x/t� , v1
− � x/t � v1

+

u�1, v1
+ � x/t � v2

−

] ]

w� n�x/t� , vn
− � x/t � vn

+

u�n, vn
+ � x/t ,

� �4.10�

where each u� i is constant and w� i�x / t� represents a shock or
rarefaction wave solution. The Lax entropy condition neces-
sary for the existence of the shock wave w� i is �20�

�i�u� i−1� � vi
− = vi

+ � vi � �i�u� i� ,

�k�u� i−1� � vi and �k�u� i� � vi, k � i ,

�k�u� i−1� � vi and �k�u� i� � vi, k � i . �4.11�

A shock wave w� i has one speed of propagation so the 2ith
inequality in �4.10� is replaced by x=vit. The �i in �4.11� are
the eigenvalues of the matrix with entries at �i , j�,

� �Fi�u��
�uj

� ,

numbered so that �1��2� ¯ ��n. In addition to the en-
tropy condition for the ith wave w� i to shock, the jump con-
dition �4.9� is satisfied for v�vi=vi

−=vi
+, u� l=u� i−1, and u�r

=u� i. Whereas a shock has just one speed, vi, associated with
every rarefaction wave solution w� i�x / t�, are two speeds vi

−

and vi
+.

The established theory of classical shock waves involves
dissipative regularizations of conservation laws. For initial-
step data, the Riemann problem, there are two types of self-
similar solutions of interest, a shock wave and a rarefaction
wave. In the next section, we study what happens in the
region nearby breaking when a dispersive, rather than dissi-
pative, term is used to regularize the conservation law. It will
be shown that self-similarity plays a crucial role and that a
dispersive shock wave corresponds, in some sense, to a
simple rarefaction-wave solution of a system of conservation
laws.

FIG. 7. �Color online� Dissipative Burgers’ equation shock so-
lution �4.2� with �→0, converging to a traveling discontinuity or
classical shock wave.
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B. Dispersive shock waves, Korteweg–de Vries equation

As a simple model of DSWs �e.g., in plasmas �21��, we
consider the Korteweg–deVries �KdV� equation

ut + �1

2
u2�

x
= − �2uxxx, �4.12�

for �2�1. We investigate the behavior of the solution to the
IVP

u�x,0;�� = �1, x � 0

0, x � 0
� �4.13�

as �2→0. This is a Riemann problem in the context of a
dispersive regularization of the conservation law �4.4� with
no inherent dissipation.

Figure 8 depicts two numerical solutions to Eq. �4.12�
with a slightly smoothed version of the initial condition
�4.13� for small �2. Oscillations develop about the initial
jump with wavelength decreasing as � decreases. Then, as
�2→0, an infinite number of oscillations develop. To under-
stand this behavior, we employ Whitham’s method �22�,
which is an extension of the Krylov-Bogoliubov method of
averaging for ODEs to partial differential equations �PDEs�.
The essence of the technique is to assume that the KdV equa-
tion �4.12� has a uniform traveling-wave solution and aver-
age the PDE’s conservation laws over fast oscillations allow-
ing certain parameters �such as amplitude, wavelength, and
speed� to vary slowly in time and space. Gurevich and Pitae-
vskii �23� applied Whitham’s method to the IVP considered
here and employed boundary matching where one derives
boundary conditions for the oscillatory region based on con-
tinuity of the averaged flow. We apply the method of initial-
data regularization presented in Ref. �24� rather than bound-
ary matching to asymptotically solve the initial-value
problems �4.12� and �4.13� in the limit �2→0. This limit,
denoted ū, is a weak limit where one averages over the os-
cillations and is fundamentally different from the Burgers’
shock strong limit depicted in Fig. 7. Initial data regulariza-
tion is useful because it enables an analysis of two shock
interactions, which we will discuss in future work.

The Whitham method describes the asymptotic ��2�1, t
�1/�� behavior of the slowly modulated oscillatory region
seen in Fig. 8, which is a dispersive shock wave, and enables
one to explicitly calculate the weak limit ū.

Just as a discontinuity represents an idealized dissipative
shock wave in a compressible fluid, the weak limit ū repre-
sents an idealized dispersive shock wave. Any compressible
gas will have a small but nonzero amount of dissipation.
Since a strong limit exists, the transition from small to zero
dissipation is smooth. In the case of a DSW, where a weak
limit prevails, the transition from small to zero dispersion is
accompanied by an infinite number of oscillations. Any
physical DSW with small but nonzero dispersion will consist
of a finite number of oscillations. The weak limit ū provides
an understanding of the physical DSW structure and its as-
sociated speeds. As we will show, it also enables clear com-
parisons between classical and dispersive shock waves.

The first step in the Whitham averaging method is to ob-
tain a quasistationary periodic solution. Assuming the

traveling-wave ansatz u�x , t ;��=����, �= �x−Vt� /�, Eq.
�4.12� reduces to

− V�� + ��� + �� = 0.

Integrating this ODE twice we obtain

����2 = −
1

3
��3 − 3V�2 + A� + B� �

1

3
P��� ,

with A and B arbitrary integration constants. Solutions to
equations of this form, when P��� is a cubic or quartic poly-
nomial, are elliptic functions. We write the polynomial P in
terms of its roots

P��� = ��1 − ����2 − ����3 − ��, �1 � �2 � �3.

We make the following linear transformation

r1 =
1

2
��1 + �2�, r2 =

1

2
��1 + �3�, r3 =

1

2
��2 + �3� ,

r1 � r2 � r3,

the choice of which will be made clear shortly. Then the
elliptic-function solution in terms of the Jacobi elliptic
dn�x ,m� function can be written as �cf. Ref. �25��

���� = r1 + r2 − r3 + 2�r3 − r1�dn2�	r3 − r1

6
�;m� ,

m =
r2 − r1

r3 − r1
, � =

x − Vt

�
, V =

1

3
�r1 + r2 + r3� .

�4.14�

This is an exact solution to Eq. �4.12� with three free param-
eters �ri� related to the amplitude: max���−min���=2�r2

−r1�, speed V, and wavelength

−1 −0.5 0 0.5 1
0

0.5

1

1.5

x

u

e2 = 0.001

e2 = 0.0001

FIG. 8. �Color online� Numerical solutions of Eq. �4.12� for
initial data �4.13� and �2=0.001 �dashed�, �2=0.0001 �solid�. As �
decreases, the wavelength of the oscillations decreases.
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L = 2K�m�	 6

r3 − r1
,

where K�m� is the complete elliptic integral of the first kind
�25�. Note that L is obtained from the periodicity of the dn

function �4.14�, i.e., �	 r3−r1

6 ��=2K�m� where �·� is the period
of the argument. The parameter m is the modulus of the
elliptic function. See Fig. 9 for a plot of � for various values
of m. There are two limiting behaviors dn�y ;0�=1 and
dn�y ;1�=sech�y�, the solitary wave solution.

The basic idea behind Whitham theory is in the process of
averaging over “fast” oscillations. This yields the behavior of
the weak limit ū of Eq. �4.12� as �→0. Since � is assumed to
be much smaller than 1 in Eq. �4.12�, the phase �= �x
−Vt� /� is considered a fast variable. The numerical compu-
tations pictured in Fig. 8 suggest that modulations of this
periodic solution take place on the scale of the slow variables
x and t, i.e., �ri=ri�x , t��, i=1,2 ,3. Then the average of � is

�̄�x,t� =
1

L
�

0

L

���,x,t�d� = r1�x,t� + r2�x,t� − r3�x,t�

+ 2�r3�x,t� − r1�x,t��
E�m�x,t��
K�m�x,t��

, �4.15�

where E�m� is the complete elliptic integral of the second
kind �25�.

The next step is to write down the first three conservation
equations for the KdV equation �22�

ut + �1

2
u2 + �2uxx�

x
= 0,

�1

2
u2�

t
+ �1

3
u3 + �2uuxx −

1

2
�2ux

2�
x

= 0,

�1

3
u3 − �2ux

2�
t
+ �1

4
u4 − 2�4uxuxxx + �4uxx

2 + �2u2uxx

− 2�2uux
2�

x
= 0. �4.16�

We require three equations because there are three param-
eters �ri� that are allowed to slowly vary in time and space.
Now we insert the periodic elliptic-function solution � into
Eqs. �4.16� and average them over the period L to find

��̄�t + �1

2
�2�

x
= 0,

�1

2
�2�

t
+ �1

3
�3 −

3

2
��

2�
x

= 0,

�1

3
�3 − ��

2�
t
+ �1

4
�4 − 4���

2 + 3��
2�

x
= 0.

Note that �x=�� /�.

Assuming that the parameters �ri� depend on the slow
variables x and t, the above equations can be transformed to
Riemann invariant form �22,23�

�ri

�t
+ vi�r1,r2,r3�

�ri

�x
= 0, i = 1,2,3. �4.17a�

The variables �ri� are the Riemann invariants for the hyper-
bolic system �4.17a� with the velocities

v1 =
1

3
�r1 + r2 + r3� −

2

3
�r2 − r1�

K�m�
K�m� − E�m�

,

v2 =
1

3
�r1 + r2 + r3� −

2

3
�r2 − r1�

�1 − m�K�m�
E�m� − �1 − m�K�m�

,

v3 =
1

3
�r1 + r2 + r3� +

2

3
�r3 − r1�

�1 − m�K�m�
E�m�

.

�4.17b�

We wish to solve Eqs. �4.17� subject to the initial data �4.13�.
This is accomplished by the method of initial data regular-
ization, presented in Ref. �24�. Although the background to
this method involves a detailed understanding of inverse
spectral theory and Riemann surface theory, the method itself
is straightforward. Any solution to Eq. �4.4� with decreasing
initial data will eventually break. The dissipative regulariza-
tion handles this by introducing jump conditions across the
shock relating its speed to its values before and after the
discontinuity. The dispersive regularization employs the
higher-order hyperbolic system �4.17� with initial data that
characterizes the initial data for u, which is nondecreasing
and satisfies a separability condition described below. The
initial data

FIG. 9. �Color online� Elliptic function solutions to the KdV
equation for several choices of the parameters �ri�. The solution
converges to a constant as m→0 and to the soliton sech profile as
m→1.
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r1�x,0� � 0, r2�x,0� = �0, x � 0

1, x � 0,
� r3�x,0� � 1,

�4.18�

shown in Fig. 10 regularizes the IVP �4.12� and �4.13� be-
cause of the following properties:

�̄�x,0� = u�x,0;�� �characterization� ,

�ri

�x
�x,0� � 0 �nondecreasing� ,

max
x�R

ri�x,0� � min
x�R

ri+1�x,0� �separability� . �4.19�

Characterization amounts to verifying that the initial data for
the full problem �4.13� is equivalent to the initial data for the
averaged problem �̄; the same assumption is made in the
boundary-matching method �23�. The nondecreasing and
separability of the ri ensure that a global, continuous �non-
breaking� solution to the Whitham equations �4.17� exists for
all time �18,26�.

The system �4.17� with initial data �4.18� has an exact
rarefaction solution in the form of a self-similar simple wave
with r1�0, r3�1, and r2�x , t�=r2���, �=x / t. The remaining
nontrivial equation in �4.17a� takes the form

�v2 − ��r2� = 0,

which is satisfied when the implicit relation v2=� or

1

3
�1 + r2���� −

2

3
r2���

�1 − r2����K�r2����
E�r2���� − �1 − r2����K�r2����

= � ,

�4.20�

is satisfied. The above is one equation for one unknown,
r2���, which is solved by a standard root-finding method for
each � �see Fig. 11�.

The rarefaction wave has two associated speeds v2
− and

v2
+, which are determined from the Whitham equations

�4.17�. Ahead of the moving fronts, the ri are constant. Since

dr2

dt
= 0 when

dx

dt
= v2,

from Eqs. �4.17b�, the speeds are given by the limits

v2
+ = lim

r2→1−
v2�0,r2,1� =

2

3
, �4.21�

v2
− = lim

r2→0+
v2�0,r2,1� = − 1. �4.22�

The dispersive Riemann problem, Eq. �4.12� with initial
data �4.13� and �2�1 or, the leading asymptotic equations
�4.14� and �4.17� with initial data �4.18�, has the asymptotic
��2�1, t�1/�� DSW solution

u�x,t;�� � r2�x/t� − 1 + 2 dn2� x − V�x/t�t
�	6

;m = r2�x/t�� ,

0

0

1

ξ

r
1

u

r
2

r
3

FIG. 10. �Color online� Initial data regularization for the KdV
dispersive Riemann problem. The dashed line represents the initial
data �4.13� for u. The solid lines represent the initial data for the
Riemann invariants r1, r2, and r3 that regularize the initial data for
u. This initial data for the Riemann invariants satisfies the three
properties of characterization, nondecreasing, and separability
�4.19� so a rarefaction-wave solution exists for all time �see Fig.
11�.

FIG. 11. �Color online� Dissipative �dashed� and dispersive
�solid� regularizations of the conservation law �4.4�. The dissipative
case corresponds to a traveling discontinuity with speed 1

2 satisfying
the jump condition �4.9�. The dispersive case is a rarefaction-wave
solution to the Whitham equations �4.17� with two associated
speeds v2

+=2/3 and v2
−=−1. This rarefaction wave modulates the

periodic solution �4.14� giving a DSW �see Fig. 12 and Eq. �4.23��.
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V�x/t� =
1

3
�1 + r2�x/t�� . �4.23�

The function r2�x / t� satisfies Eq. �4.20�. This DSW solution,
its average �Eq. �4.15��, and the Burgers-type classical shock
solution �4.3� are shown in Fig. 12. The DSW averaging
process produces a shock front that resembles the classical
shock front but, however, has a different speed and the DSW
front is continuous. The front speed of the DSW, 2

3 , is the
phase speed of the classical soliton solution to KdV which
fixes an amplitude of 2,

u�x,t� = 2 sech2
 1
	6�2�x −

2

3
t�� .

One can think of a DSW as a slowly modulated train of
solitons decaying, in a self-similar fashion, to a constant. The
DSW is based on the rarefaction solution �4.20� so it has two
associated speeds, the trailing edge v2

− �4.22� and the leading
edge v2

+ �4.21�. The DSW is a localized but expanding oscil-
latory region describing the behavior of a steep gradient in
this dispersive system.

In Fig. 13, we show the numerical solution to the KdV
equation with the step initial data �4.13� for �2=0.001. The
wavelength of oscillation, leading edge amplitude, and speed
of the asymptotic solution agree well with the numerical re-
sult. The position of the leading edges differ slightly because
breaking takes a finite amount of time for the smooth initial
data used in the numerical calculations whereas breaking has
already assumed to have occurred for step initial data. Note

that the speed of the leading edge in the numerical solution,
averaged from t=5 to t=7, is 0.660, which is approximately
2
3 , the analytical result �4.21�.

If the initial data for the KdV equation �4.12� is nonde-
creasing, then no breaking occurs and a global solution exists
for the zero-dispersion limit ��2→0�. For the case

u�x,0;�� = �0, x � 0

1, x � 0
� , �4.24�

the solution is a rarefaction wave, a weak solution satisfying
the conservation law �4.4�. This is the Burgers rarefaction
wave �4.8� �see Fig. 14�.

Whitham averaging provides an effective way to define
the DSW shock speeds and derive the asymptotic oscillatory
structure of a DSW along with its leading amplitude. We
note that in any experiment � is finite, hence oscillations
exist. The averaged solution is useful when compared with
gas dynamics since we can evaluate the jump in density
across a DSW region and determine the velocity of a DSW
shock front.

The long-time asymptotic behavior of the KdV equation
has been analyzed in Ref. �27�. In general, an arbitrary initial
condition will evolve into a dispersive tail �27�, a set of
solitons �28–30�, and a “collisionless shock” region �27�.
The asymptotic solution in Fig. 12 is similar: the very front

−1 1/2 2/3
0

1

2
O(e)

x

DSW

Classical

Averaged
DSW

e2 = 0.0001

FIG. 12. �Color online� Comparison of a dispersive shock �Eq.
�4.23� with �2=0.0001�, its average �̄ �Eq. �4.15�, dashed�, and a
classical, dissipative shock �Eq. �4.3�, Burgers’ solution� plotted at
time t=1. The DSW front moves faster than its classical �CSW�
counterpart �normalized speeds: vDSW= 2

3 vs vCSW= 1
2 �. The average

�̄ looks very similar to the classical shock, a steep front connected
to a constant in the rear, except that the speed of the front is differ-
ent and the function is continuous.

FIG. 13. �Color online� Numerical solution of the KdV equation
with an initial step �top� and the asymptotic DSW solution �4.23�
�bottom� for �2=0.001.
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of the oscillations is the collisionless shock region over
which a constant connects to a train of sech2 solitons even-
tually leading to small, linear oscillations at the tail.

Thus we have described how to study a dispersive shock
wave associated with KdV in the context of Whitham theory.
A DSW can arise in the dispersive regularization of a con-
servation law just as a classical shock can arise in the dissi-
pative regularization of a conservation law. The key differ-
ence is that a weak limit where one averages over the
oscillations is required in the dispersive case. This method
gives useful results such as the asymptotic modulated oscil-
latory profile, the wavelength of oscillation, the leading am-
plitude, and the speeds of a dispersive shock. On a large
scale, once the limiting process has been accomplished, the
DSW and classical shock look similar, i.e., constants con-
nected by sharp gradients. However, the shock speeds are
different.

On a small mathematical note, Lax and Levermore �31�
used the inverse scattering transform to take the limit �→0
in the KdV equation �4.12� for a broad class of initial data.
They showed that the limit ū is a weak limit in the sense that

lim
�→0
�

−�

�

u�x,t;��f�x�dx = �
−�

�

ū�x,t�f�x�dx

for all smooth, compactly defined functions f�x�. This type of
limiting procedure is required because the solution develops
an infinite number of oscillations. Lax and Levermore also
showed that, in a region of breaking, the weak limit ū can be
calculated explicitly by using the Whitham averaging
method thus giving the Whitham method a stronger math-
ematical footing.

Throughout the rest of this paper, we will use this
dissipative-dispersive analogy with the Burgers’ and KdV
equations to motivate our discussion of the more compli-
cated problem involving the dissipative and dispersive regu-
larizations arising in the context of BEC and gas dynamics.

C. Dissipative regularization of the Euler equations

As mentioned in the Introduction, the compressible equa-
tions of gas dynamics without dissipation are the same as the
local conservation equations for a BEC �1.5� with �=0. Let
us consider the Riemann problem for the dissipative regular-
ization of the Euler equations in one dimension with step
initial data


t + �
u�x = 0,

�
u�t + �
u2 +
1

2

2�

x
= 0,


�x,0� = �
0, x � 0

1, x � 0
�, u�x,0� = �u0, x � 0

0, x � 0
� .

�4.25�

This is a general step initial-value problem with two param-
eters 
0 and u0. Note, if we make the transformation


̃ = 
r
, ũ = 	
ru + ur,

t = 
rt̃, x = 	
r�x̃ − urt̃�, 
r � 0, �4.26�

then we convert the initial conditions in �4.25� to the general
step initial conditions


̃�x̃,0� = �
l = 
r
0, x̃ � 0


r, x̃ � 0
� ,

ũ�x̃,0� = �ul = 	
ru0 + ur, x̃ � 0

ur, x̃ � 0
� .

The unique weak solution to �4.25� consists of, in general,
three constant states connected to one another via two wave
solutions: shocks or centered rarefaction waves �this is a spe-
cial case of Eq. �4.10� for n=2�. We will first study the
canonical, right-going shock case, which consists of two
constant states connected by a traveling discontinuity.

The jump conditions �4.9� for the IVP �4.25� are, assum-
ing a traveling-wave shock,

V�
0 − 1� = 
0u0,

V�
0u0� = 
0u0
2 +

1

2

0

2 −
1

2
. �4.27�

A physically realizable shock solution must satisfy an en-
tropy condition: across any shock wave, there must be a
corresponding increase in entropy. For the Riemann problem
�4.25�, the entropy condition for a right-going shock is sim-
ply 
0�1 �20�. The entropy condition and the jump condi-
tions �4.27� determine a classical shock wave uniquely. Solv-
ing for u0 and V in Eq. �4.27� gives

u0 = ± �
0 − 1�	1

2
�1 +

1


0
� , �4.28�

with the corresponding shock speed

−4 −2 0 2 4
−0.5

0

0.5

1

1.5

x

u

ε2 = 0.05

ε2 = 0.005

ε2 = 0

FIG. 14. �Color online� Numerical solution of the KdV equation
�4.12� with the step initial data �4.24� for different values of � and
the zero-dissipation �dispersion� limit �=0, the rarefaction wave
�4.8�. The plot corresponds to t=1.
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V =

0u0


0 − 1
.

For an entropy satisfying right-going shock, we take the plus
sign in Eq. �4.28�. With this specific choice for u0, the Rie-
mann problem �4.25� has the unique weak solution, param-
etrized by 
0,


�x/t� = �
0, x/t � V

1, x/t � V ,
� u�x/t� = �u0, x/t � V

0, x/t � V ,
�

a shock moving with speed

V = 
0	
0 − 1/
0

2�
0 − 1�
.

Note that for a right-going shock to exist, there must be a
nonzero density 
 on the right. Otherwise, the solution is
purely a rarefaction wave �20�.

When 
0�1, a pure rarefaction solution exists for the
specific choice

u0 = 2�	
0 − 1� .

This choice is a consistency condition for the existence of a
continuous rarefaction wave connecting the left constant
state �
0 ,
0u0� and the right state �1, 0� �20�. The rarefaction
solution is given by �see also Fig. 20�


�x/t� = 


0, x/t � �3	
0 − 2�
1

9
�2 + x/t�2, �3	
0 − 2� � x/t � 1

1, 1 � x/t ,
�

u�x/t� = 

2	
0 − 2, x/t � �3	
0 − 2�
1

3
�− 2 + 2x/t�2, �3	
0 − 2� � x/t � 1

0, 1 � x/t .
�

�4.29�

By manipulation, the Euler equations �4.25� can be writ-
ten in the Riemann invariant form

�r+

�t
+

1

4
�r+ + 3r−�

�r+

�x
= 0,

�r−

�t
+

1

4
�3r+ + r−�

�r−

�x
= 0,

r+ = u + 2	
, r− = u − 2	
 . �4.30�

These equations yield a general solution of the form �4.10�.
In the next section, we will compare the solution of Eqs.
�4.30� to the zero-dispersion limit of the GP equation.

The dissipative regularization of the Euler equations—the
jump conditions �4.27�—gives a criterion for determining the
speed of a classical shock wave given the initial jump in
density. In the next section, we will discuss DSWs in BEC
and show that rarefaction waves play a crucial role in their
understanding.

D. Dispersive regularization of the Euler equations, BEC

Consider Eqs. �1.5�, the local conservation equations for a
BEC, with �2→0. This is the zero-dispersion limit of the GP
equation, which we consider as the dispersive regularization
of the Euler equations considered in the previous section.
Assuming free expansion of the condensate or zero potential,
V=0, the GP equation is equivalent to the 3D, defocusing
nonlinear Schrödinger equation �NLS�. Later we show that
the 1D NLS equation gives good qualitative agreement with
the 3D problem in the so-called “blast wave” regime. In this
regard, the Whitham averaging method is a useful device to
analyze DSWs in a BEC. It has been used to analyze the 1D
defocusing NLS equation in the case of an initial jump in
density and velocity using boundary matching �7,32,33�. We
apply Whitham averaging to the 1D NLS equation using ini-
tial data regularization as presented in Refs. �24,34� to derive
the shock structure of the canonical 1D BEC DSW along
with its associated speeds. This technique is equivalent to the
boundary-matching method for a single dispersive shock
wave. It also allows for generalizations to more complicated,
multiphase-type interactions, which we will study in the fu-
ture.

For small dispersion, oscillations begin to develop in
breaking regions. As in the KdV case, a strong limit does not
exist; hence we are lead to consider Whitham’s method
where one averages over the oscillations. Consider the dis-
persive Riemann problem for BEC in 1D without an external
potential V, which models a freely expanding condensate


t + �
u�x = 0,

�
u�t + �
u2 +
1

2

2�

x
=

�2

4
�
�ln 
�xx�x,


�x,0;�� = �
0, x � 0

1, x � 0,
� u�x,0;�� = �u0, x � 0

0, x � 0.
�

�4.31�

Recall that 
= ���2 represents the condensate density and u
=��arg ��x is the condensate flow velocity. As discussed in
Eqs. �4.26�, these initial conditions are general steplike data.

To apply Whitham theory, we begin by finding a periodic
solution to Eqs. �4.31�, the local conservation equations for
the 1D NLS equation

i��t +
1

2
�2�xx − ���2� = 0. �4.32�

Assume a traveling-wave solution of the form

��x,t� = A���ei����/�, � = �x − Vt�/� .

Inserting this ansatz into Eq. �4.32� and equating real and
imaginary parts gives

− VA� + ��A� +
1

2
��A = 0,
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V��A +
1

2
A� −

1

2
��2A − A3 = 0. �4.33�

Integrating the first equation and solving for ��, we find

�� = V −
2c1

A2 ,

where c1 is a constant of integration. Inserting this result into
the second equation in Eqs. �4.33� and simplifying gives

A� + V2A −
4c1

2

A3 − 2A3 = 0.

Integrating this equation gives

A�2 + V2A2 +
4c1

2

A2 − A4 + c2 = 0, �4.34�

where c2 is a second constant of integration. To obtain the
elliptic-function solution, let 
=A2; then Eq. �4.34� becomes


�2 = 4�
3 − V2
2 − c2
 − 4c1
2� = 4�
 − �1��
 − �2��
 − �3� ,

0 � �1 � �2 � �3. �4.35�

The periodic solution to the above equation is �25�


�x,t� = �3 − ��3 − �1�dn2�	�3 − �1
�x − Vt�

�
;m� ,

u�x,t� = ����� = V −
2c1


�x,t�
, V = 	�1 + �2 + �3,

m =
�2 − �1

�3 − �1
, c1

2 =
1

4
�1�2�3. �4.36�

Similar to the KdV equation, this solution has three indepen-
dent constants of integration �i, i=1,2 ,3, the roots of the
cubic polynomial in Eq. �4.35�. However, by the invariance
of the NLS equation with respect to the “Galilean boost”

��x,t� → e−iṼ�x−�1/2�Ṽt���x − Ṽt,t� ,

the phase speed Ṽ is another arbitrary constant. Then Ṽ→V
can be taken to be arbitrary and the periodic solution to Eqs.
�4.31� is


�x,t;�� � ���� = �3 − ��3 − �1�dn2�	�3 − �1�;m� ,

u�x,t;�� � ���� = V − �
	�1�2�3

����
,

m =
�2 − �1

�3 − �1
, � = ± 1, � =

x − Vt

�
, �4.37�

with four arbitrary constants V and �i, i=1,2 ,3. The sign of
the constant of integration c1 in Eqs. �4.36� is not deter-
mined. Either sign �= ±1 gives a valid periodic solution to
the NLS equation �4.32�. This will be important later in our
analysis of DSWs with points of zero density.

Using Whitham’s averaging method, we will derive equa-
tions describing slow modulations of the four parameters in
the periodic solution �4.37�. Anticipating the form of the
Whitham equations, we will express the four aforementioned
parameters in terms of four parameters ri �32�

V =
1

4
�r1 + r2 + r3 + r4� ,

�3 =
1

16
�− r1 − r2 + r3 + r4�2,

�2 =
1

16
�− r1 + r2 − r3 + r4�2,

�1 =
1

16
�r1 − r2 − r3 + r4�2,

r1 � r2 � r3 � r4. �4.38�

Similar to the KdV system, the parameters ri correspond to
Riemann invariants for the NLS Whitham equations, which
we derive now.

The period of the dn function in Eqs. �4.37� is
�	�3−�1��=2K�m� where �·� denotes the period of the argu-
ment. Then the wavelength of oscillation for the periodic
solution �4.37� is

L =
2K�m�

	�3 − �1

. �4.39�

The average of the periodic solution �4.37� over the wave-
length L is �25�

�̄�x,t� =
1

L
�

0

L

����d� = �3 − ��3 − �1�
E�m�
K�m�

,

���x,t� =
1

L
�

0

L

��������d� = V�̄ − �	�1�2�3,

�̄�x,t� =
1

L
�

0

L

����d� = V − �	�1�2

�3
− �	�3 − �1

	�E��,1 − m� + F��,1 − m��E�m�/K�m� − 1�� ,

� = sin−1�	�3 − �1

�3
� . �4.40�

The functions F�� ,1−m� and E�� ,1−m� are incomplete el-
liptic integrals of the first and second kind, respectively �25�.

Four conservation laws for the NLS equation written in
terms of 
 and u are �11,35�


t + �
u�x = 0,

�
u�t + 

u2 +
1

2

2 −

�2

4

�ln 
�xx�

x
= 0,
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�
u2 + 
2 + �2 
x
2

4

�

t

+ �
u3 + 2
2u + �2
x
2u

4

�

x

= 0,

��3
xxx −
3

2
�3
x
xx



+

3

4
�3
x

3


2 − 5�

x − 3�
xu
2 + 3�
uux�

t

+ �1

2
�4
xxxx −

5

4
�4
xxx
x



−

3

4
�2
xx



+

21

8
�4
xx
x

2


2

−
7

2
�2

xx −

9

2
�2u2
xx −

9

8
�4
x

4


3 −
1

4
�2
x

2 + 3�2u2
x
2




− 6�2uux
x + 2
3 + 7
2u2 − 5�2
uuxx − 3�2
ux
2 + 2
u4

+ 2
2u2�
x

= 0. �4.41�

To obtain the Whitham equations for the �ri�, we insert the
periodic solution �4.37� into the conservation laws �4.41� and
average over the fast variable � to find

��̄�t + ����x = 0,

����t + 
��2 +
1

2
�2 −

1

4
��ln �����

x
= 0,

���2 + �2 +
��

2

4�
�

t

+ ���3 + 2�2� +
��

2�

4�
�

x

= 0,

�3

4

��
3

�2 −
3

2

�����

�
−

9

2
���2�

t
+ �−

5

4

������

�
−

3

4

���

�

+
21

8

�����
2

�2 −
7

2
���� −

9

2
�2��� −

9

8

��
4

�3 −
1

4
��

2 + 3
�2��

2

�

+ 2�3 + 7�2�2 + ����� + 3���
2 + 2��4 + 2�2�2�

x
= 0.

�4.42�

Assuming that the four parameters ri vary on the slow length
and time scales x and t, the Whitham equations are obtained
�32,36�,

�ri

�t
+ vi�r1,r2,r3,r4�

�ri

�x
= 0, i = 1,2,3,4. �4.43a�

The velocities vi are expressions involving complete first and
second elliptic integrals

v1 = V −
1

2
�r2 − r1�
1 −

�r4 − r2�E�m�
�r4 − r1�K�m��−1

,

v2 = V +
1

2
�r2 − r1�
1 −

�r3 − r1�E�m�
�r3 − r2�K�m��−1

,

v3 = V −
1

2
�r4 − r3�
1 −

�r4 − r2�E�m�
�r3 − r2�K�m��−1

,

v4 = V +
1

2
�r4 − r3�
1 −

�r3 − r1�E�m�
�r4 − r1�K�m��−1

,

m =
�r4 − r3��r2 − r1�
�r4 − r2��r3 − r1�

. �4.43b�

Thus �the complicated looking� Eqs. �4.42� reduce to the
comparatively simple system of first-order PDE �4.43� in
Riemann invariant form. This reduction takes advantage of
certain integrable properties of the NLS equation, which we
will not discuss here. For further details, the reader is re-
ferred to Refs. �36,37�.

As in the KdV case, it turns out that the right-going dis-
persive shock wave is characterized by a self-similar, simple
rarefaction wave in the associated Whitham equations �4.43�.
There are two free parameters in the IVP �4.31�, the initial
velocity u0 and the initial density 
0. As we are seeking a
simple wave solution, we require one of the Riemann invari-
ants from the Euler system �4.30�, r− in this case, to be
constant initially. For the initial data in Eq. �4.31�, this cor-
responds to the specific choice for the initial velocity u0
=2�	
0−1� and the initial data

r+�x,0� = �4	
0 − 2, x � 0

2, x � 0,
� r−�x,0� � − 2,

�4.44�

for Eqs. �4.30�. Equations �4.30� describe a regular solution,
hence a dispersive or dissipative regularization of the Euler
equations whenever both r+ and r− are nondecreasing �24�. A
weak limit is not required because a rarefaction-type solution
exists for all time. In other words, the dissipative and disper-
sive regularizations are equivalent when no shocks develop.

On the other hand, when the initial data for the Riemann
invariants are decreasing, as in the case of Eq. �4.44� for

0�1, a shock wave will develop.

We now use the technique of initial data regularization
�24� where the ri are chosen initially so that

�̄�x,0� = 
�x,0;��, �̄�x,0� = u�x,0;�� �characterization� ,

�ri

�x
�x,0� � 0 �nondecreasing� ,

max
x�R

ri�x,0� � min
x�R

ri+1�x,0� �separability� . �4.45�

Recall that the characterization property implies that the ini-
tial data for the full problem and the averaged problem are
the same. For this to be so, we take 
0�1,

r1�x,0� � − 2, r2�x,0� � 2, r4�x,0� � 4	
0 − 2,

r3�x,0� = �2, x � 0

4	
0 − 2, x � 0.
� �4.46�

�See also Fig. 15.� We also require a spatial dependence of
the sign � in Eq. �4.40� when 
0�4
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��x,0� = sgn�x� = �− 1, x � 0

1, x � 0.
� �4.47�

When 1�
0�4, ��1. The nondecreasing and separability
properties guarantee that a continuous solution for the hyper-
bolic system �4.43� exists for all time �18,24�. Thus we have
regularized the “shock” initial data.

Using the initial data regularization shown in Fig. 15, we
solve Eqs. �4.43� for a self-similar ��=x / t�, simple rarefac-
tion wave. Assuming r1=−2, r2=2, r3�x , t�=r3���, and r4

=4	
0−2, we find that all the Whitham equations are satis-
fied if

�v3 − ��r3� = 0.

This equation is satisfied for nonconstant r3 when v3=�, or
explicitly

� =
1

4
r3��� + 	
0 −

1

2
− �4	
0 − 2 − r3����

	 �2 −
�8	
0 − 8�E�m����
�r3��� − 2�K�m�����−1

,

m��� =
4	
0 − 2 − r3���

�	
0 − 1��r3��� + 2�
. �4.48�

The above is one nonlinear equation for the unknown r3���.
We use a standard root-finding method to solve this equation.
The rarefaction solution for r3 is shown in Fig. 16 along with
the dissipative regularization of the Euler equations �4.30�
for the same initial data. Recall that the general solution for
the dissipative Riemann problem has the form �4.10� for n
=2. For the initial data in Eq. �4.44�, we find that this general
solution consists of three constant states: the first two con-
nected by a rarefaction wave and the latter two connected by

a dissipative shock wave �see the dashed curve in Fig. 16�.
Inserting the self-similar solution of the Whitham equa-

tions �4.48� into the original periodic solution �4.37� for the
case 1�
0�4 �recall ��1�, gives a slowly modulated pe-
riodic wave �see Fig. 17�, a DSW in BEC.

The speeds of the trailing and leading edges of the DSW
are found in the same manner as they were in the KdV case,
using Eqs. �4.43b�,

v3
− = lim

r3→2+
v3�− 2,2,r3,4	
0 − 2� = 	
0,

v3
+ = lim

r3→4	
0−2−
v3�− 2,2,r3,4	
0 − 2� =

8
0 − 8	
0 + 1

2	
0 − 1
.

�4.49�

These speeds are noted at the bottom of Figs. 16 and 17.
Because the trailing-edge speed is the speed of sound �linear
disturbances of the Euler equations �4.25�� in gas dynamics
�see, e.g., Ref. �20��, it might appear that the trailing edge of
a DSW is not affected by the nonlinearities in the problem.
However, a closer examination reveals that the trailing-edge
speed is exactly the phase speed of a gray soliton with the
trailing-most dip shape given in Fig. 17. A general four-
parameter gray soliton solution to the 1D NLS equation
�4.32� is

��x,t� = Be−i��B2+�1/2�W2�t+Wx�/��� tanh��� + i�� ,


 = ���x,t��2 = B2��2 tanh2��� + �2� ,

FIG. 15. �Color online� Regularized initial data �solid� for the
dispersive Riemann problem �4.31�. The variables r+ and r−

�dashed� are the Riemann invariants for the Euler equations satis-
fying Eqs. �4.30�. The �ri� are the Riemann invariants for the
Whitham equations �4.43� describing the modulation of the periodic
wave �4.37�. The �ri� satisfy the properties of being nondecreasing
and separable �4.45�, so a continuous rarefaction solution exists for
all time �see Fig. 16�.

FIG. 16. �Color online� Solution to classical �dashed� and dis-
persive �solid� Riemann problems for the Euler equations with ini-
tial data shown in Fig. 15. The classical solution consists of three
constant states connected by a rarefaction wave �with speeds v− and
v−

+� and a dissipative shock wave �with speed v+�. The dispersive
regularization involves a pure rarefaction solution of the Whitham
equations �4.43� where only r3 varies according to Eqs. �4.48�. The

DSW speeds v3
−=	
0 and v3

+=
8
0−8	
0+1

2	
0−1
are different from the clas-

sical shock speed v+. This solution modulates the periodic solution
�4.37� giving a DSW �see Fig. 17�.
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u = ��arg ��x,t��x = − W −
�B�2 sech2���

B2 tanh2��� + �2 ,

� = B��x − �B� − W�t − x0�/� , �4.50�

where all parameters �B ,W ,� ,� ,x0� are real and �2+�2=1
�see Fig. 18�. The speed of the gray soliton is

vg = B� − W . �4.51�

It’s minimum density and velocity occur when x= �B�
−W�t+x0 giving the maximum and minimum values


max = max���2 = B2, 
min = min���2 = �B��2,

umax = max ��arg ��x = − W ,

umin = min ��arg ��x = B�� −
1

�
� − W . �4.52�

To find the parameters B, �, and W, we relate the maximums
and minimums of the general gray soliton in Eqs. �4.52� to
the maximums and minimums of the trailing dip in the DSW

of Fig. 17. Equating maxes and mins for the densities, we
find

B = 	
0, � =
2 − 	
0

	
0

. �4.53�

Setting the maximum velocities equal, −W=2	
0−2, we find

W = 2 − 2	
0. �4.54�

So the phase speed �4.51� of the gray soliton with the param-
eters �4.53� and �4.54� is

vg = 	
0,

equivalent to Eqs. �4.49�, the DSW trailing-edge speed. The
trailing edge of the DSW moves with the phase speed of a
gray soliton which, in this case, is the sound speed. There-
fore, similar to the KdV case and, as argued in Ref. �7�, the
trailing edge of the DSW can be thought of as a modulated
train of gray solitons.

In Fig. 19, the asymptotic result depicted in Fig. 17 is
compared with the direct numerical simulation of the NLS
equation with step-initial data showing excellent agreement.

The shock profile in Fig. 17 is valid when 1�
0�4.
When 
0�1, the initial data for the Riemann invariants r+
and r− �Eq. �4.44�� is nondecreasing, therefore no initial data
regularization is required and a rarefaction-wave solution ex-
ists �see Eq. �4.29� and Fig. 20�. The rarefaction solution for
the dispersive and dissipative regularizations is the same.

For the case 
0�4, a point of the solution with zero den-
sity, a vacuum point, is generated �33�. We label the location
of the vacuum point with the similarity variable �v. The
minimum density of 
�x , t� in Eqs. �4.37� is 
min=�1 �since
min�−dn�x�2�=−dn�0�2=−1�. Solving 
min=�1=0 at a
vacuum point with the constants in Eqs. �4.46� �r1=−2, r2
=2, r4=4	
0−2� and using Eq. �4.38� �r1−r2−r3+r4=0�
gives r3��v�=4	
0−6. Using the relation �4.48�, the location
is
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FIG. 17. �Color online� DSW �GP, oscillatory� and classical
shock �Euler, discontinuity�. The dashed curve is the averaged
DSW. The upper plot is the density 
, the middle plot is the velocity
u, and the lower plot is the momentum 
u for the parameters 
0

=2.5, t=1, and �2=0.002. A DSW in BEC is an expanding region
with the constant trailing- and leading-edge speeds v3

−=	
0 and

v3
+=

8
0−8	
0+1

2	
0−1
, respectively. When 1�
0�4, the DSW looks simi-

lar to the one pictured here. For 
0�4, the situation is different �see
Fig. 21�. The trailing dip is locally a gray soliton, verified by com-
paring the maximums and minimums of the density and velocity
with the NLS gray-soliton solution �4.50�.
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FIG. 18. �Color online� The density and velocity of the gray-
soliton solution �4.50� with labeled maximum and minimum values
for comparison with the trailing dip in the DSW Fig. 17.
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�v = 2	
0 − 2 − 2
1 −
�	
0 − 1�E�mv�
�	
0 − 2�K�mv�

�−1

,

mv = �	
0 − 1�−2. �4.55�

When 
0�4, the characterization of the initial data in
Eqs. �4.45� requires that the sign � in Eqs. �4.37� change at
the origin �4.47�. Since the modulated periodic solution
�4.37� and its average �4.40� depend on �, we must deter-
mine how � depends on x and t. It is natural to assume that
the globally conserved momentum 
u= i �

2 ���x
*−�*�x� is

smooth. The modulated periodic wave for the momentum is
�recall Eqs. �4.37��


u = V
 − �	�1�2�3.

Since V and 
 are smooth, we consider

�	�1�2�3 =
1

64
��4	
0 − 6 − r3���� 	 �4	
0 − 2 − r3����

	�4	
0 − 6 + r3���� .

The above expression is derived from the rarefaction solu-
tion �4.48� and the relations �4.38�. Then, for �	�1�2�3 to be
smooth, we require

���� = sgn�4	
0 − 6 − r3���� .

Since

r3��v� = 4	
0 − 6,

the sign change occurs exactly at the vacuum point �=�v
�Eqs. �4.55��. Thus, � has the self-similar dependence

��x,t� = ��x/t� = sgn�x/t − �v� = �− 1, x/t � �v

1, x/t � �v
� .

�4.56�

An example DSW profile and its average with a vacuum
point at x / t=�v are shown in Fig. 21. At the vacuum point
there is a jump in the average velocity �̄. However, there is
no jump in the average momentum ��.

For comparison, Fig. 22 is a plot of the average momen-
tum �� �Eqs. �4.40�� and the modulated DSW momentum ��
�Eqs. �4.37�� with the incorrect choice ��x , t�� +1. In this
case, the trailing-edge condition

lim
x→−�

�� = 2
0�	
0 − 1� �4.57�

is not satisfied. Also, the average momentum is not smooth at
the vacuum point x / t=�v.

From the plot of the velocity u in Fig. 21, we will argue in
the next section that vacuum points appear in the blast-wave
experiments considered.

In summary, the asymptotic solution for a DSW in a 1D
BEC is a slowly modulated periodic wave expressed as


�x,t;�� � �3�x/t� − ��3�x/t� − �1�x/t��

	 dn2�	�3�x/t� − �1�x/t��;m�x/t�� ,

u�x,t;�� � V�x/t� − ��x/t�
	�1�x/t��2�x/t��3�x/t�


�x,t;��
,

m�x/t� =
�2�x/t� − �1�x/t�
�3�x/t� − �1�x/t�

,

V�x/t� =
1

4
�4	
0 − 2 + r3�x/t��, � =

x − V�x/t�t
�

,
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FIG. 19. �Color online� Numerical solution of the dispersive
Riemann problem �left� and its asymptotic solution �right� at t
=1.5 for 
0=2.5 and �=0.03. The numerically determined trailing-
edge speed, averaged from t=1.2 to t=1.5, is 1.592, approximately
equal to 	
0=1.581, the theoretical result �4.49�. The trailing-edge
minimum density is 0.183, approximately the theoretical value �2
−	
0�2=0.175.
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FIG. 20. �Color online� Numerical solution of the dispersive
Riemann problem for rarefaction initial data. As �→0, the disper-
sive regularization converges strongly to the dissipative regulariza-
tion, the rarefaction wave Eqs. �4.29�. The parameters are 
0=0.2,
u0=2	
0−2, and t=0.5.
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�1�x/t� =
1

16
�4	
0 − 6 − r3�x/t��2,

�2�x/t� =
1

16
�4	
0 + 2 − r3�x/t��2,

�3�x/t� =
1

16
�4	
0 − 2 + r3�x/t��2, �4.58�

where r3 satisfies the implicit equation �4.48�. For 1�
0
�4, ��x / t��1. When 
0�4, there is a vacuum point and �
is given in Eq. �4.56�.

Here we find that a key difference between dispersive and
dissipative shock waves is the method of regularization. In
the dispersive case, we use initial data regularization. In par-
ticular we argue that, with the correct choice of initial data,
the hyperbolic Whitham equations have a smooth solution
for all time. Whereas in the dissipative case, jump and/or
entropy conditions are employed. Using a dispersive regular-
ization, we have determined the behavior of a fundamental
DSW in Bose-Einstein condensates. The averaged behavior
of the DSW is similar to the classical shock case but the
speeds and oscillatory behavior are different.

E. Theoretical explanation of experiments

In order to investigate the development of dispersive
shock waves in 2D and 1D, we assume that the condensate is
“prepared” by the 3D evolution, using the results of the two
experiments with the potentials Vit �Eq. �3.1�� and Vot �Eq.
�3.2��. The state of the condensate at a specific time, t= t̃
�described later�, is used as an initial condition for a new set
of equations in one and two dimensions,

2D: �2D�
,t = 0� = ��
,z = 0,t = t̃� ,

1D: �1D�x,t = 0� = ��x,z = 0,t = t̃�, x � 0

�1D�− x,t = 0� = �1D�x,t = 0� , �4.59�

where � satisfies Eq. �1.3�. Because the antitrap term in the
potentials Vit and Vot mainly serves to speed up condensate
expansion, we neglect this term ��r=0� when comparing the
differing dimensional problems. In Fig. 23 the difference be-
tween �r�0 and �r=0 can be seen. Specifically, we solve
the following three equations numerically in three, two, and
one dimensions, respectively:

i�
��3D

�t
= −

�2

2
� �2�3D

�r2 +
1

r

��3D

�r
+

�2�3D

�z2 � +
1

2
�zz

2�3D

+ ��3D�2�3D,

i�
��2D

�t
= −

�2

2
� �2�2D

�r2 +
1

r

��2D

�r
� + ��2D�2�2D,

i�
��1D

�t
= −

�2

2

�2�1D

�x2 + ��1D�2�1D, �4.60�

with the initial conditions given in Eqs. �4.59� and
�3D�r ,z , t=0�=��r ,z , t= t̃�.
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FIG. 21. �Color online� DSW shock profile �solid� and its aver-
age �dashed� plotted for t=1 when 
0�4 �here 
0=10� giving rise
to a vacuum point at x / t=�v�7.4 �see Eqs. �4.55�� of zero density
and infinite velocity. The average velocity �̄ exhibits a jump at the
vacuum point but the average momentum �� does not. This indi-
cates that the variables 
 and 
u are the most natural variables for
the problem.
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FIG. 22. �Color online� Average momentum �� �Eqs. �4.40��
�dashed� and the modulated DSW momentum �� �Eqs. �4.37��
�solid� with the rarefaction solution �4.48� and the incorrect choice
of constant sign �� +1 and the correct choice �=sgn��−�v� �dash
dotted� for 
0=10. The boundary condition �4.57� is not satisfied
and there is a kink at the vacuum point for the incorrect �.
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Comparison of the numerical simulations in different di-
mensions is made by considering the density ���2 and the
appropriate velocity of �. In 3D the radial velocity is defined
to be �arg �3D�r ,0 , t��r. In 2D, the velocity is �arg �2D�r , t��r

whereas in 1D, the velocity is �arg �1D�x , t��x. The 3D and
2D results are found to be barely distinguishable with less
than 1% difference between them in density. The difference
between them cannot be seen in Fig. 23. Also, in Figs. 24
and 27, it is shown that the 3D and 1D results are qualita-
tively the same, hence the analytical studies in 1D in Sec.
IV D are reasonable approximations of the 3D case.

First, we consider the in-trap simulation with the potential
Vit �Eq. �3.1��. We take the state of the condensate at time
t̃=�t �5 ms�, just after the laser has been applied. Now, the
evolution is governed solely by the GP equation with an
expansion potential. Figure 23 is a comparison between the
3D evolution with ��r=0.71� and without ��r=0� the expan-
sion potential. The trailing edge of the DSW propagates to-
wards the center when there is no expansion potential
whereas in the full simulations with the expansion potential,
both the leading and trailing edges of the DSW propagate
radially outward. Otherwise, the two simulations are very
similar.

The evolution in Fig. 23 shows the development of a
DSW on the inner ring of high density and another DSW on
the outer edge of the ring. The density is given on the left
while the radial velocity is plotted on the right. The outer
DSW �see t=2.8 ms� loses its strength and vanishes. The
DSW shock structure investigated in the previous section can
clearly be seen in the radial velocity plot �compare with the
asymptotic solution in Fig. 21�. The appearance of a vacuum
point is clear in the velocity plot as well.

In Fig. 24, the 3D simulation of the in-trap experiment
with the expansion potential is compared with the corre-
sponding 1D simulation with no potential. Both depict the
generation of a DSW on the inner portion of the region of
large density. The 1D density grows to about three times the
magnitude of the 3D density. In the velocity plot, the 3D
DSW speeds �trailing and leading� are faster than the 1D
speeds. Therefore, the 1D analysis performed in Sec. IV D is
applicable to this 3D experiment only in a qualitative
sense—it explains the basic structure of a DSW in 3D.

In order to investigate dispersive shock behavior, we ne-
glect the expansion potential, �r=0 from now on. We refer to
this case as the modified in-trap or out-of-trap experiment.

As outlined in Sec. IV, dissipative and dispersive shock
waves have quite different properties. In Fig. 25, 2D simula-
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FIG. 23. �Color online� Development and propagation of DSW
in the 3D in trap experiment with �dashed� and without �solid� the
expansion potential. On the left is the BEC density ���2 and on the
right is the BEC radial velocity ��arg��x. The expansion potential
does not alter the structure of the DSW, just the speeds. The 3D and
2D densities are in excellent agreement with a maximum relative
error of less than 1%. The difference cannot be seen in this graphic.
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FIG. 24. �Color online� Comparison of the in-trap experiment in
3D with an expansion potential ��r ,z=0, t� �solid� and the 1D
modified in-trap experiment without the expansion potential
�1D�x , t� �dashed�. The basic DSW structure appears in both the 3D
and 1D simulations but the amplitudes and speeds are different.
Therefore, the agreement is only qualitative.
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tions of the Euler equations of gas dynamics and a BEC are
compared. The dissipative regularization of the Euler equa-
tions was calculated using the finite-volume package Claw-
pack �20� for the conservation laws


t + �
u�r +

u

r
= 0,

�
u�t + �
u2 +
1

2

2�

r
+


u2

r
= 0. �4.61�

The same initial conditions for both the dissipative and dis-
persive cases were used. Both simulations depict the genera-
tion of two shock waves, one on the inner edge of the high-
density ring and another on the outer edge. The outer shock
vanishes in both cases as it propagates into the region of
negligible density. Recall that a shock wave can only exist
when there is a nonzero density on both of its sides �20�. As
we have shown, the dissipative and dispersive shocks propa-
gate with different speeds. However, the densities in the two
simulations do agree in regions not affected by breaking, the
smooth region to the right of the DSW circled at time t
=12 ms. As discussed in the previous section, the dissipative

and dispersive regularizations are the same when there is no
breaking.

For the out-of-trap experiment, we consider the state of
the condensate at time t̃ corresponding to about 10 ms during
the experiment or 1 ms after the laser has been turned on.
This particular t̃ was chosen because it represents the time
just before breaking occurs in the experimental simulations
�see Fig. 5�. We have already shown that the expansion po-
tential only alters the speed of expansion and so also the
speeds of the DSWs but not their qualitative behavior. As in
the previous simulation, we neglect the expansion potential
��r=0� in Vot �Eqs. �3.2��.

In Fig. 26, the development and interaction of two DSWs
is shown from the evolution of the density ��3D�r ,0 , t��2 and
the radial velocity �arg �3D�r ,0 , t��r. The signatures of two
DSWs �Fig. 12� are easier to see in the velocity plots on the
right of Fig. 26 as the density modulations are large. At t
=0.13 ms, two DSWs begin to develop on the inner and
outer sides of the high-density ring. At t=0.33 ms, these two
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FIG. 25. �Color online� Comparison of 2D simulations for BEC
�solid� and gas dynamics �dashed�. The dissipative regularization
used in the gas dynamics simulation was calculated using Clawpack
�20�. The densities agree in smooth regions not affected by breaking
�see the circled region�.
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FIG. 26. �Color online� 3D shock development and interaction
for the modified out-of-trap experiment. The left plot shows the
evolution of the density ���r ,0 , t��2 and the right plot shows the
evolution of the radial velocity �arg ��r ,0 , t��r, both in the z=0
plane. As with the in-trap experiment, the maximum absolute dif-
ference in density from the 2D evolution has a relative error of less
than 1%. The two straight lines represent the position of the right-
most DSW front. The slope is inversely proportional to the speed.
As predicted by DSW interaction theory �38�, once the two DSWs
interact, the rightmost DSW front’s speed increases.
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DSWs begin to interact giving rise to doubly periodic or
multiphase behavior. Following this, a DSW front propagates
ahead of the interaction region with constant speed �see the
straight lines in Fig. 26�. This behavior agrees qualitatively
with the discussion of BEC DSW interactions in Ref. �38�.
We will examine this interaction behavior in more detail in
the future.

In Fig. 27, the 3D and 1D simulations are compared for
the modified out-of-trap experiment. The agreement is quite
good over the short time scale considered �1 ms�. This shows
that the initial generation and interaction of DSWs in 3D
BECs is well explained by the 1D approximation. At later
times it is found that the amplitudes and speeds diverge
roughly similar to what we saw in Fig. 24

Figure 28 shows a comparison of the dissipative regular-
ization of the 2D Euler equations �Eqs. �4.61�� and the dis-
persive regularization given by the small dispersion limit of
the Gross-Pitaevskii equation �4.60� with V=0. The dissipa-
tive regularization was calculated using Clawpack �20�. As in
the dispersive case, the gas dynamics equations develop two
shock waves on the inner and outer sides of the ring. The
inner shock wave propagates as long as there is nonzero
density on its inner edge. This behavior is predicted by the
1D analysis where, with zero background density, the solu-
tion is always a rarefaction �expansion� wave. One notable
difference in the two types of shocks is that both DSWs
interact and persist whereas the leftmost classical shock loses
strength and disappears, never interacting with the rightmost
shock. The structure and speeds of the two types of shocks
are quite different as expected from the analysis given in this
work.

V. CONCLUSION

We have presented new experimental evidence for DSWs
in a Bose-Einstein condensate. Numerical simulations of the

experiments and comparisons with lower-dimensional ap-
proximations show that the experimentally observed ripples
correspond to DSWs. A DSW has two associated speeds
�front and rear of the oscillatory region� and a large-
amplitude oscillatory structure.

A detailed comparison between classical, dissipative
shock waves and dispersive shock waves is undertaken in
this work. On a large scale, a DSW bears some resemblance
to a dissipative shock, but there are fundamental and critical
differences. Using the notions of averaging and weak limits,
we have shown that a DSW has one behavior similar to that
of a classical shock—i.e., it has a steep front. However, the
key difference between a DSW and a dissipative shock is in
the shock speed and its structure. These properties are com-
pared using dissipative and dispersive regularizations of con-
servation laws. A dispersive regularization for conservation
laws gives rise to a weak limit in the sense that one must
appropriately average over the high-frequency oscillations
across a DSW. On the other hand, a dissipative regularization
for conservation laws is a strong limit which, in the case of a
classical shock wave, converges to a discontinuity propagat-
ing with a speed that satisfies the well-known jump condi-
tions. Furthermore, a DSW is an oscillatory region which
expands linearly in size as time increases. A dissipative
shock propagates with constant speed but the front remains
localized in space.

Numerical simulations of the experiments and compari-
sons with lower-dimensional approximations show that the
experimentally observed ripples correspond to DSWs.
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