Derivation of Runge-Kutta methods

First recall Taylor methods:

2 3
yt+k)=y+ky'+ k?y“+ % y"+... (where y, y', etc. are evaluated at time t)

2 3
=y+kf +k7f'+%f“+... Swap y' for faccording to the ODE y'(t) = f (t, y(t))

We next swap all derivatives ) into partial derivatives f,, f, of f:
_of of dy

f't,y)=—+——=Ff+1ff Recall that y(t) is a function of t, so need chain rule:
=5 e y@®

frit,y)=... =ff2+ 826 +ff +2ff +f,

etc.

These chain rule expansions can be done conveniently in Mathematica:

In: flt,y[t]] Tell that f is a function of t and y[t]
Out: TF[t,y[t]]

In: D[%,t]/.y’ [t]->FLt,y[t]l] Differentiate previous output with respect to t and also
substitute f fory’

Out: F[t,y[t]] FO-O[t,y[t]]+FC-O[t,y[t]]

In: D[%,t]/.y’ [t]->FLt,y[t]l] Repeat the command from above.

Out:  FOOLE,y[t]1(FLL, y[t]1FO-DLL, y[t]]+FE-OL, y[€] D+ FLE,y[E]1FE-DLE, y[E]]+
Lyl 1(FLE, y[e] 1FO-2 [, y[e] J+FCE-DLE, y [e] D+ FEO [, y[ ] ]
etc.

Hence, the Taylor method of order 3 becomes

k? k?
yt+k)=y+kf +?(ft+ f fy)+E(f fr+ 26, + ff +2ff + 1)

Derive Runge-Kutta methods:

First recall the explicit form of the simplest second order algorithm Butcher diagram
d® =k f(t+0-k,y)
d® =k ft+1-k,y+d®)
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yt+k) =y@)+5;d9+3d®

N



To find the coefficients of a general RK method of order 2:

d®  —Kf(t+0-k,y)
d® =k f(t+c -k,y+ad®)
yt+k) =y@t)+bd® +b,d?®

o O

oo

we Taylor expand d® and d® to second order:

In:  dl = Series[k f[t_,y[t_11,{k.0,2}]
out: f[t_,y[t ]k + O[K]®

In: d2 = Series[k f[t_+c k,y[t ]+a d1],{k,0,2}]
Out: f[t_,y[t ]]k+(a f[t_,y[t_J]1FO-D[t_,y[t_]]+c FEO[t_,y[t Tk + O[K]?

and the combine the two:

In: bl d1 +b2 d2

out: (bl f[t_,y[t 11+b2 f[t_,y[t 1Dk +
b2(a f[t_,y[t ]] fO-O[t_,y[t 1]+c FEOLt_,y[t ]Dk* + O[K]®

y(t+K) = y(&) + kb, +b,) f +K(b,cf, +b,af f ) +O(k?)

For an arbitrary function f (t,y), this matches the Taylor method of the same order if and only if
b+b, =1

bc =

ba =

N - N e

We can choose by and bz arbitrary, subject to b, +b, =1. The values for ¢ and a then follow. The particular choice
b, =b, =; gives the 2-stage second order method we first quoted.

This derivation procedure generalizes to RK methods of higher orders. For example, to generate 4-stage RK methods of
order 4, we would start with
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and then follow the procedure above to 4" order of accuracy. This turns out to give 9 compatibility conditions in 13
unknowns. For higher still orders of accuracy, the number of compatibility conditions increases rapidly, making it
impossible to find p-stage methods of order p for p > 4. Furthermore, these (generally nonlinear) compatibility

conditions become increasingly difficult to find solutions to.



