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Solutions to Problem Set Five

1. The pdf is
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The joint pdf is

f@a,8) = B (Mg et e P 2™ [T g 0) (22)

n
I (0,00 (zi)exp |(a—1 Zlnm, ﬁsz

c1(9) \‘/_/02(9)\\,_/
a(6) b(@) dy (Z) do(7)

So, by “two-parameter exponential family”,
S = (di(X),d2(X)) ZlnXZ,ZX

is complete and sufficient for 0 = (a, ).

(We also say that Y In X; and Y X; are “jointly” complete and sufficient for 6 = («, ). )

2. First, we will use the exponential family factorization to find a complete and sufficient statistic
for this model.

The pdf is
7)\)\1
flz; ) = 1{012 }( ).
The joint pdf is
f(f; )\) = _ﬁ)‘zzl HI{0,1,2 }( )
o H 0,12, 3 (i)
— e ——2 . expl(ln A T;
| (T SO
a(A) T c(A) d(7)

So, by “one-parameter exponential family”, S = d()? ) = >, X, is complete and sufficient
for this model.

(a) To find the UMVUE for A, we need to find a function of S =} X; that is unbiased for
A. Let’s look at E[S].
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Thus, the UMVUE for A is
= =X.
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To find the UMVUE for 7(A) = e™*, we need to find a function of S = 3 X; that is
unbiased for A If you can guess one and verify that it is unbiased for e=*, great. If not,
try the Rao-Blackwell Theorem.

The Rao-Blackwell Theorem says (among other things) that if 7' is unbiased for 7(X)
and S is sufficient, then 7% := E[T|S] is still unbiased for 7()A). Furthermore, T is a
function of S. While we didn’t have completeness back then and weren’t talkng about
UMVUES, if we also have that S is complete then we have the UMVUE snce we have
an unbiased estimator of 7(\) that is a function of the complete and sufficient statistic
S!

e, hmmm.... where have we seen this in relaton to the Poisson distribution... Isn’t it
part of the pdf?
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We can see that e = P(X; = 0). Also, we can always get an unbiased estimator for a
probability out of an indicator:

Ellx,=0] = P(X1 =0)

so we will take I = I'x,—g.

Our UMVUE will be E[Ix,—0|S]. For “concreteness” we will compute this by first fixing
S =s.
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We would like to be able to break apart the probability in the numerator but, currently,

there is an X7 in both terms so they are not independent. Since we already known that
X1 = 0, we can write the other event, which says that the sum of all of the X, is s as

just that the sum of the remaining X, X3,..., X, is s — 0 = s. Thus, we have
SR, P(X1=0,y ", X;i=s)
T
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The sum of the Poissons in the denominator has again the Poisson distribution with rate
nA. The sum of the Poissons in the numerator has the Poisson distribution with rate



(n — 1)\. Thus,
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Removing the “concrete s” we have that the UMVUE for 7(\) = e is
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3. The pdf is

The joint pdf is

f(Z:0)

f(z;0) = 027" Tio,1)(2).
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So, by “one-parameter exponential family”,

is complete and sufficient for 6.

i=1

(a) We need to find a function of S that is unbiased for 1/6. Letting y = Inz = g(x), a
simple “g-inverse” transformation shows us that

fr(y) = 0™ I _ o ) ().

This is similar to an exponential distribution. To make it an actual exponential distri-
bution (easier to work with), we will instead take Y = —In X. Now Y ~ exp(rate = 0).

Thus,

where W ~ I'(n, ).

So,



which implies that
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is the UMVUE for 6.

(b) We now need to find a function of S whose expected value is 7(6) = (6/(6 + 1))™. Note
that this looks like the moment generating function of a I'(n, §), evaluated at t = —1.
Indeed,

E[e¥] = E[e ] = My (~1) = (ei1>n

Thus,
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7(0) = e = e nXi — HXi
is the UMVUE for 7(6).

4. First, we will show that T is sufficient.
Fix any Z. Let t = t(&).

Let ¢; be any vector that maps to ¢, under ¢(-). Note then that t(7;) = ¢(Z). Thus, by the
given property, we must have that
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is “O-free”. We will write (7:6)
T ~
= = W7,
f(ye(z); 0) (4)
for some function A(-, -).

Note that iz is a function of ¢(¥), which is a function of &, so we can actually say that
f@0) -
f(y(z); 0)
for some function A(-).

So, we have
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and, by the Factorization Criterion for sufficiency, we have that T' = t(X) is sufficient for the
model.
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Now let’s show that 7' = ¢(X) is minimal sufficient.

Suppose that S = S(X' is sufficient for the model. Then we can write

f(@;0) = h(Z)g(s(%); 0)

for some functions h and g.



So, we have, for any & and ¢/, that

f(#6) _ h(@)g(s(#):0)
F@:0) ~ h@)g(s(5):0)

We want to show that T is a function of S. Suppose that & and 7 are such that s(Z) = s(

By (1), we then have
f(@0) _ @)

f@:0)  h(y)
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which is “f-free”. Thus, by the assumption of the problem, we have that ¢(Z) = ¢(%).

Now
s(@) =s(y) = D)=ty
\

t(-) is a one-to-one function of s(-).
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Since S = s(X) was an arbitrary sufficient statistic and 7" is a function of S, we have that T

is minimal sufficient!

. Note that this distribution can’t be a two-parameter exponential family because it does not

have two parameters!

(a) Use the Factorization Criterion for sufficiency.

(b) Show that E[2(}° X;)? — (n+1) Y X?] =0.
Since 2(3° X;)? — (n 4+ 1) Y. X? # 0, we have exhibited a g for which E[g(S)]
g(S) = 0. Thus, S is not complete.

(c) This is an easy application of Problem 4.
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